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ABSTRACT

The photometric catalogue of galaxy clusters extracted from ESA Euclid data is expected to be very competitive for cosmological studies. Using
state-of-the-art hydrodynamical simulations, we present systematic analyses simulating the expected weak lensing profiles from clusters in a
variety of dynamic states and at wide range of redshifts. In order to derive cluster masses, we use a model consistent with the implementation
within the Euclid Consortium of the dedicated processing function and find that, when jointly modelling mass and the concentration parameter of
the Navarro–Frenk–White halo profile, the weak lensing masses tend to be, on average, biased low by 5–10% with respect to the true mass, up to
z = 0.5. Using a fixed value for the concentration c200 = 3, the mass bias is diminished below 5%, up to z = 0.7, along with its relative uncertainty.
Simulating the weak lensing signal by projecting along the directions of the axes of the moment of inertia tensor ellipsoid, we find that orientation
matters: when clusters are oriented along the major axis, the lensing signal is boosted, and the recovered weak lensing mass is correspondingly
overestimated. Typically, the weak lensing mass bias of individual clusters is modulated by the weak lensing signal-to-noise ratio, related to the
redshift evolution of the number of galaxies used for weak lensing measurements: the negative mass bias tends to be larger toward higher redshifts.
However, when we use a fixed value of the concentration parameter, the redshift evolution trend is reduced. These results provide a solid basis for
the weak-lensing mass calibration required by the cosmological application of future cluster surveys from Euclid and Rubin.
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1. Introduction

The abundance and the spatial distribution of galaxy clusters as a
function of redshift represent important cosmological probes for
future wide-field surveys, and particularly for the ESA Euclid
mission (Laureijs et al. 2011; Euclid Collaboration: Scaramella
et al. 2022). Cluster cosmological studies (e.g., Allen et al. 2011)
will complement the two main probes based on weak lensing
cosmic shear and galaxy clustering, improving the figure of merit
of the derived cosmological parameters (see e.g., Sartoris et al.
2016).

Galaxy clusters form close to the mass density peaks of the
initial matter density fluctuations and accrete mass through cos-
mic time as a consequence of repeated merging events (Tormen
1998; Tormen et al. 2004; Giocoli et al. 2012b; Kravtsov &
Borgani 2012). In the present day, clusters represent the largest
virialised structures in the Universe. Their structural properties
(Giocoli et al. 2008; Despali et al. 2014, 2017) are important
tracers of their assembly history and dynamical state. For exam-
ple, a lower value of their concentration parameter and a higher
mass fraction in substructures are typical of late-forming sys-
tems. On the contrary, fewer substructures and high concentra-
tions are ordinary for clusters that assemble most of their mass
at higher redshifts, which appear more regular and are rounder
(Gao et al. 2004; De Lucia et al. 2004; Giocoli et al. 2010a;
Bonamigo et al. 2015; Mostoghiu et al. 2019).

The ESA Euclid mission, complemented by the multiband
photometric support from the ground by various observational
facilities will be able to identify galaxy clusters using two com-
plementary algorithms: AMICO and PZWav (Euclid Collabora-
tion: Adam et al. 2019). While the AMICO (Adaptive Matched
Identifier of Clustered Objects) algorithm (Bellagamba et al.
2011, 2018; Maturi et al. 2019) uses an enhanced matched fil-
ter method that looks for cluster candidates by convolving the
3D galaxy distribution with a redshift-dependent filter, PZWav
(Gonzalez 2014) is a wavelet transform-based code that searches
for overdensities on fixed physical scales. The two methods have
been extensively studied thanks to dedicated activities and per-
formance challenges (Euclid Collaboration: Adam et al. 2019)
that guarantee both methods have a purity and completeness
of at least 80 per cent for systems with a mass larger than
M200 = 1014 M⊙1 and redshift z < 2. Being complementary,
the matching procedures of the two detection algorithms are ex-
pected to generate a highly pure and complete catalogue.

The use of clusters as a cosmological tool relies on the accu-
racy with which we can recover their true mass (Pratt et al. 2019,
for a review). The mass enclosed within a given overdensity can
be measured in numerical simulations (Sheth & Tormen 1999;
Springel et al. 2001; Tormen et al. 2004), and it is used to build
up analytical functions to describe the number density of haloes
as a function of mass and redshift (Tinker et al. 2008; Despali
et al. 2016; Klypin et al. 2016; Chua et al. 2017; Bocquet et al.
2020; Ondaro-Mallea et al. 2022; Euclid Collaboration: Castro
et al. 2022). However, from an observational perspective, we
have to rely on mass proxy estimates that could be scattered and
biased. Typically, these biases and scatters are due to the sim-
ple analytical models used to characterise the complexity of the
astrophysical processes taking place in the cluster environments
(Becker & Kravtsov 2011; Grandis et al. 2021). In addition, the

⋆ e-mail: carlo.giocoli@inaf.it
1 The mass within the radius that encloses 200 times the critical density
of the universe at a given redshift.

scatter in the cluster richness 2-mass relation could increase be-
cause of different feedback and quenching mechanisms taking
place in the highly-dense cluster environments.

The dynamics of cluster galaxies has been extensively used
in multiple dedicated observations to characterise the cluster
mass (Biviano et al. 2006, 2013; Bocquet et al. 2015; Capasso
et al. 2019). This method may suffer from the presence of inter-
lopers that may systematically bias the derived dynamical mass.
This limitation could be alleviated by removing clusters with sig-
nificant evidence of sub-structures and groups along the line of
sight or by selecting early-type galaxies as spectroscopic targets
(Damsted et al. 2023).

The hydrostatic masses derived from X-ray observations and
assuming a model-based hydrostatic equilibrium are biased low
with respect to the true mass by around 20-25 per cent, as dis-
cussed in different studies based on hydrodynamical simulations
(Lau et al. 2009; Meneghetti et al. 2010b; Rasia et al. 2012; Biffi
et al. 2016; Ansarifard et al. 2020; Barnes et al. 2021; Gianfagna
et al. 2021). The inclusion of turbulent and non-thermal pressure
support in the model attenuates the discrepancies (Angelinelli
et al. 2020; Ettori & Eckert 2022), but at the price of dedicated
high-resolution multiwavelength follow-up observations of the
cluster environment.

Gravitational lensing, particularly in the weak regime, is the
primary method to be used within the Euclid Collaboration to
weigh clusters. Since lensing does not rely on any assumption
on the dynamical state of the various mass components of the
cluster, it provides, in principle, an unbiased estimate of the
projected matter density distribution (Bartelmann & Schneider
2001; Bartelmann 2010). However, it suffers from deprojection
effects when converting the derived weak lensing mass to the ac-
tual three-dimensional one (Meneghetti et al. 2008; Giocoli et al.
2012, 2014). Dedicated works have been recently carried out,
based on state-of-the-art hydrodynamical simulations, to assess
the reliability of the weak lensing mass from future wide-field
surveys (Grandis et al. 2019) and to quantify the effects of bary-
onic physics (Henson et al. 2017; Grandis et al. 2021; Cromer
et al. 2022). On the other hand, Martizzi et al. (2014); Cusworth
et al. (2014); Velliscig et al. (2014); Bocquet et al. (2016a); De-
backere et al. (2021); Castro et al. (2021) have studied the impact
of baryons on the halo mass function and their effect on the cos-
mological parameter estimates using cluster counts. Typically,
weak lensing mass biases are, in principle, not problematic, as
long estimated from representative simulated cluster samples
(e.g. Applegate et al. 2016; Schrabback et al. 2018; Grandis et al.
2019; Sommer et al. 2022) and self-consistently accounted for
in cluster scaling relation and cosmology analyses (e.g. Dietrich
et al. 2019; Bocquet et al. 2019; Schrabback et al. 2021; Chiu
et al. 2022; Zohren et al. 2022).

Recent works by Debackere et al. (2022a,b) have shown the
potential of weak lensing aperture mass to recover the projected
mass density distribution of galaxy cluster regions. The method
does not rely on any particular mass density profile model but
needs to be tuned and trained on large sample cosmological sim-
ulations. This approach also requires us to rewrite all likelihoods
of the cluster cosmology pipeline in terms of projected quantities
instead of 3D masses (see also Giocoli et al. 2012).

Thanks to the high efficiency, the unprecedented combina-
tion of spatial resolution and sensitivity of the VIS instrument
(Cropper et al. 2016) onboard the Euclid satellite, we are ex-
pected to reach a number density of sources for weak lensing

2 Defined as the total number of member galaxies within the cluster
radius R200, above a typical characteristic luminosity.
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studies of 30 galaxies per square arcminute. This large number
density of sources will give us the possibility to recover weak
lensing masses for individual massive clusters. However, going
toward high-redshift clusters z > 0.6, the dearth of available
sources requires stacking their signals, for well-defined richness
and redshift bins, to increase the signal-to-noise and the accuracy
of the (stacked) mass.

In this paper, we use a large sample of cosmological hydro-
dynamic simulations of clusters from The Three Hundred Col-
laboration (Cui et al. 2018), to make a systematic assessment
of the weak lensing mass bias of clusters. We study how the
modelling function parameters (truncation radius, concentration,
etc.) affect the recovered weak lensing mass; in addition, we in-
vestigate how the mass bias depends on the true mass of the
cluster, on its redshift, and, particularly, on its orientation with
respect to the line of sight, which represents the largest source
of intrinsic scattering at fixed cluster mass. We would like to
underline that the results here presented have been obtained as-
suming a specific modelling of the feedback inside clusters, and
they could be sensitive to this choice. However, Grandis et al.
(2021) have estimated that different hydrodynamic solvers may
have an impact on the weak lensing mass bias below 5%. We
have planned a future work to systematically assess this.

The paper is organised as follows: in Sect. 2 we introduce the
cluster simulations summarising the cluster properties that we
will use for this work; in Sect. 3 we present our lensing pipeline
and how we simulate the expected signal from the ESA Euclid
data; Sect. 4 discusses the results using our modelling functions.
In Sect. 5 we summarise and conclude.

2. The Three Hundred simulation data-set

In this work, we rely on dedicated weak lensing simulations of
clusters extracted from the re-simulated regions by the Three
Hundred Collaboration (Cui et al. 2018, 2022). The data set
consists of 324 regions centred on the most massive clusters
(M200 ⪆ 8 × 1014 h−1 M⊙) identified at z = 0 in the DM-only
MDPL2 MultiDark simulation (Klypin et al. 2016), with a box-
size of 1 Gpc on a side. The parent simulation was run adopt-
ing the cosmological parameters as derived by the Planck mis-
sion (Planck Collaboration 2016): Ωm = 0.307, Ωb = 0.048,
ΩΛ = 0.693, h = 0.678, σ8 = 0.823 and ns = 0.96. For
each selected region, initial conditions with multiple levels of
mass refinements were generated using the GINNUNGAGAP code3.
Within the highest resolution Lagrangian region – at least five
times larger than the cluster virial radius – particles are divided
into dark matter (DM) and gas types according to the consid-
ered cosmological baryon fraction: mdm = 12.7 × 108 h−1 M⊙
and mgas = 2.36 × 108 h−1 M⊙, respectively.

The resolution outside this region is degraded to reduce the
computational cost with respect to the parent original simula-
tion. It is worth mentioning that each re-simulated region, with
a typical radius of 15 h−1 Mpc from the centre, may contain ad-
ditional groups and filaments not physically associated and not
gravitationally bound to the virialised cluster but important for
total projected mass quantity studies.

The evolution of the particle distribution from the initial-
conditions (z = 120) until the present time was followed us-
ing GADGET-X, based on the gravity solved GADGET-3 Tree-
PM code. The code uses an improved smooth-particle hydro-
dynamics (SPH) scheme (Beck et al. 2016) to follow the evolu-
tion of the gas component with artificial thermal diffusion, time-

3 https://github.com/ginnungagapgroup/ginnungagap

dependent artificial viscosity, high-order Wendland C4 interpo-
lating kernel and wake-up scheme. These improvements increase
the SPH capability of following gas-dynamical instabilities and
mixing processes by better describing the discontinuities and re-
ducing the clumpiness instability of gas.

As described in more detail in Rasia et al. (2015), the sim-
ulations include metallicity-dependent radiative cooling and the
effect of a uniform time-dependent UV background (Planelles
et al. 2014). The sub-resolution star formation model follows
Springel & Hernquist (2003), and the metal production from
SN-II, SN-Ia, and asymptotic-giant-branch stars use the origi-
nal recipe by Tornatore et al. (2007). The active galactic nucleus
feedbacks and supermassive black hole accretions are modelled
with the implementations presented in Steinborn et al. (2015).

At each simulation snapshot, the haloes were identified us-
ing AHF (Amiga Halo Finder: Knollmann & Knebe 2009) which
consistently accounts for DM, star, and gas particles in finding
and characterising halo properties. For each halo, the algorithm
defines M200, using a spherical overdensity algorithm, i.e., the
mass within the radius R200 which encloses 200 times the criti-
cal comoving density of the universe ρc(z) at the corresponding
redshift,

M200 =
4π
3

R3
200 200 ρc(z) . (1)

For each halo, we consider subhaloes whose centres lie within
the corresponding halo radius R200. The subhalo properties are
defined at the truncation radius Rt (the outer edge of the sys-
tem) and hence mass, density profile, velocity dispersion, rota-
tion curve are calculated using the gravitationally bound parti-
cles inside this radius (Tormen et al. 1998). In particular, for each
halo in this work we make use of:

– the mass fraction in substructures fsub accounting for the full
subhalo hierarchy of subhaloes within subhaloes;

– the halo virial circular velocity V200 =

√
GM200

R200
;

– the maximum circular velocity Vmax;
– the radius Rmax at which the maximum circular velocity is

attained;
– the centre-of-mass offset xoff – expressed in the unit of

the halo radius R200, defined as the difference between the
centre-of-mass and the maximum density peak of the halo,
which we denote as the cluster centre;

– the virial ratio η ≡ (2T − Es) /|W |, where T indicates the
total kinetic energy, Es the energy from surface pressure and
W refers to the total potential energy;

– the eigenvalues and the eigenvectors of the moment of inertia
tensor.

The Navarro–Frenk–White (hereafter NFW) density profile
(Navarro et al. 1996, 1997), depending on the host halo mass and
concentration is defined as:

ρNFW(r|M200, c200) =
ρs

(r/rs)(1 + r/rs)2 (2)

where ρs is defined as:

ρs =
M200

4πr3
s

1
ln(1 + c200) − c200/(1 + c200)

, (3)

and rs = R200/c200.
From the global halo quantities, we adopt two prescriptions

to define the halo concentration. Assuming that the halo density
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Fig. 1. Left panel: concentration-mass relation of the clusters at z = 0.22. The blue and red data points represent the concentration values computed
using the Prada et al. (2012, hereafter P12) and Springel et al. (2008b, hereafter S08) relations, respectively. The various lines display different
concentration-mass relation models computed at z = 0.22 . Right panel: ratio between the measured concentration, using different methods
compared with respect to the Springel et al. (2008b) formalism. Green crosses and magenta pluses display the case in which we compute the
concentration by fitting the differential logarithmic density profile outside 10, and 100 h−1 kpc, respectively.

Fig. 2. Spherical averaged density profiles of halo-3 and halo-4. In each panel, the solid black curve displays the total matter density profile of the
full hydrodynamical runs, as considered in this work. For comparison, the dashed grey curve shows the profile of the dark matter only runs. With
solid blue and dashed cyan lines, we exhibit the NFW profiles assuming concentrations as computed using P12 and S08 formalisms, respectively.
With solid green and dashed magenta lines, we show the NFW profiles where concentrations have been computed fitting the logarithm profile
outside 10 and 100 h−1 kpc, respectively. Profiles extend up to the halo virial radius R200, as computed by AHF.

profile follows an NFW relation, Springel et al. (2008a, hereafter
S08) defines the halo concentration numerically by solving

200
3

c3
200

ln(1 + c200) − c200/(1 + c200)
= 14.426

(
Vmax

H(z) Rmax

)2

, (4)

where H(z) represents the Hubble parameter at the correspond-
ing redshift.

Following a simpler version of the density profile parametri-
sation, Prada et al. (2012, hereafter P12) describe the halo con-

centration in terms of the velocity ratio only as follows:

Vmax

V200
=

√
0.216 c200

ln(1 + c200) − c200/(1 + c200)
. (5)

The two above definitions of concentration coincide if the halo
is perfectly defined by a spherical NFW profile.

Different post-processing analyses of numerical simulations
have historically adopted different concentration definitions. In
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Fig. 3. Convergence maps of the three considered random projections of a cluster, namely the halo-4 at z = 0.22. The left, central and right panels
show the projections along the z, y, and x axis coordinates of the re-simulated box. The source redshift of the map is fixed at zs = 3. The size of
the field of view is 5 Mpc (3.4 h−1 Mpc) on a side, 10 Mpc along the line-of-sight. The map resolution is 2048 pixels on a side.

this paragraph, we compare models based on different concen-
tration definitions employed in our study. The left panel of Fig.1
displays the concentration-mass relation for the Three Hundred
clusters at z = 0.22. The red diamonds and the blue-filled circles
refer to the concentration parameters computed using Eq. (4) and
(5), respectively. The figure also contains various predictions at
the corresponding redshift, obtained after modelling the results
from numerical simulations (Zhao et al. 2009; Meneghetti et al.
2014, hereafter Z09, M14, respectively) or interpreting observa-
tional data (Sereno et al. 2017, hereafter S17). In particular, for
the Z09 model we adopt the Giocoli et al. (2012b) formalism to
follow the main halo mass accretion history back in time. From
the figure, we notice that the two adopted models for the concen-
tration predict a different value at fixed halo mass: at this redshift
on average Prada et al. (2012) underestimates the concentration
parameter by approximately 20% with respect to Springel et al.
(2008a). This is a manifestation of the fact that the clusters, par-
ticularly in hydrodynamical simulations, deviate from the per-
fect NFW profile for which the two models would have the same
concentration. In addition, the S08 model, written in terms of
the radius Rmax, tends to be more sensitive to baryonic physics
and adiabatic contraction than P12, which is parametrised only
in terms of velocities, the average relative difference between
the two models varies with redshift. In the right panel of Fig.
1, we display the ratio between various concentration definitions
with respect to the prediction by Springel et al. (2008a). Green
crosses and magenta plus signs correspond to the concentration
computed by fitting the logarithm of the total differential density
profile, computed by the AHF, outside 10 and 100 h−1kpc from
the centre, respectively: binning procedures and reference mod-
els may impact the concentration definition (Meneghetti & Rasia
2013). Density profiles are very sensitive to baryonic effects at
small radii. Higher concentration parameters result from a steep-
ening of the inner slope of the profile (Schaller et al. 2015b,a;
Ahad et al. 2021; Jung et al. 2022) due to the adiabatic con-
traction, whose effect is mitigated by the AGN feedback but not
completely suppressed (Rasia et al. 2013). Since this paper aims
at studying the WL mass reconstruction and the projected den-
sity profiles are not reliable within the central 100 kpc – notic-
ing that the corresponding concentrations are in good agreement
with P12. For the rest of this work, we will also use S08 as a
reference to give an idea of the theoretical uncertainties.

In Fig. 2, we show the spherical average density profiles of
two clusters: halo-3 (on the left) and halo-4 (on the right). In
each panel, the black solid and dashed grey curves refer to the
total density profile of the full hydrodynamical simulations and
of the corresponding dark matter-only runs. Profiles extend up to
R200 defined as the radius enclosing 200 times the critical den-
sity. Solid blue and dashed cyan curves display the NFW pro-
files using the concentration values as derived from the P12 and
S08 relations, respectively. With solid green and dashed magenta
lines, we display the NFW profiles where concentration has been
derived modelling the logarithmic density profile outside 10 and
100 h−1 kpc, respectively. From the figure, we notice that while
for halo-3 the solid blue and green lines describe relatively well
the total mass density profile of the cluster, for halo-4 only the
green line well represents the matter density distribution. This
could be due to the fact that while the halo-3 has an inner slope
d log ρ/d log r close to -1, the cluster halo-4 has a steeper slope
toward the centre. We can also notice that the density in the out-
skirts of the clusters is higher than expected from the NFW pro-
file due to the presence of substructures. Those differences re-
duce when looking at projected quantities, highlighting that the
NFW prescription is sufficient for the analysis in this paper.

We would also like to underline that the extrapolation of
those 3D uncertainties into projected quantities is not straight-
forward and may require some reference concentration-mass re-
lation model to be adopted (Hoekstra et al. 2013; Simet et al.
2017a,b; Kiiveri et al. 2021; Sommer et al. 2022). We will de-
scribe how those impact the recovered weak lensing mass bias
in the next section.

3. Cluster weak lensing simulations

In order to build up the mass maps, we proceed as follows. From
the AHF catalogues, we read the positions of the halo centres in
comoving units (xc, yc, zc) and then the particle positions with
associated masses and types from the corresponding snapshot
file. Each snapshot contains dark matter, gas, star, and black
hole particles. For each cluster, we consider three random lines
of sight corresponding to the axes of the simulation box, along
which we project the cluster particles on a perpendicular plane
centred on the cluster centre. We consider particles in a slice of
depth ±5 Mpc (3.4 h−1 Mpc) in front and behind the cluster. The
maps have a final size of 5 Mpc on a side, resolved with 20482
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pixels and are produced using Py-SPHViewer (for more details
we refer to Benitez-Llambay 2015). The choice of the size of
the field of view is motivated by the fact that we are mainly in-
terested in modelling the projected matter density distribution of
the main cluster without being much affected by the additional
source of uncertainty associated to the large-scale matter density
distribution along the line of sight (Hoekstra 2001, 2003). This
value also represents a reasonable compromise to avoid influ-
ence due to low-resolution particles in the re-simulated box. In
addition, it is worth stressing that the scatter in the weak lens-
ing mass bias could be underestimated with respect to what is
measured by Becker & Kravtsov (2011), who used a larger line-
of-sight integration.

The convergence κ is obtained from the mass map by divid-
ing the mass per pixel by its associated area to obtain the surface
density Σ(θ) and by the critical surface density Σcrit (Bartelmann
& Schneider 2001) that can be read as:

Σcrit ≡
c2

4πG
Ds

DlDls
, (6)

where Dl, Ds, and Dls are the observer-lens, observer-source,
and source-lens angular diameter distances, respectively; c rep-
resents the speed of light and G the universal gravitational con-
stant. The critical surface density is a function of the redshift of
the lens and of the source. Our reference weak lensing maps have
been created assuming a fixed source redshift zs = 3.

In Fig. 3, we show three convergence maps of the same clus-
ter, namely halo-4 at z = 0.22. The left, central and right panels
display the system projected along the z, y, and x-axis of the co-
moving re-simulated box, respectively. Since there is no partic-
ular selection with respect to the triaxial properties of the cluster
haloes, these projections can be seen as random projections and
as such we will name them as proj0, proj1, proj2, respectively,
in the following.

For each cluster, redshift, and projection, we generate weak
lensing convergence maps, specifically, we consider 9 redshifts
from z = 0.12 to z = 0.98 as listed in Table 1.

Table 1. List of the analysed simulation snapshots (first column) and
the corresponding redshifts (second column). The third column speci-
fies the average number of background galaxies used to construct the
simulated weak lensing shear profile as expected by the Euclid-ESA
mission to lay beyond a cluster at a given redshift. The fourth expresses
the square root of the average number of background galaxies rescaled
by the ratio of angular diameter distances, relevant for quantifying lens-
ing detectability. The last column shows the average cluster mass at the
corresponding redshift, in the unit of 1014 h−1 M⊙.

snap. z na
g
√ng Dls/Db

s ⟨M200⟩
c

123 0.12 30 5.04 7.85
119 0.22 29 4.62 6.77
115 0.33 28 4.20 5.77
113 0.39 27 3.95 5.32
110 0.49 26 3.60 4.66
107 0.59 24 3.22 3.99
104 0.70 22 2.65 3.38
101 0.82 19 2.40 2.83
098 0.94 17 2.07 2.38

a [arcmin−2]
b [arcmin−1]
c [1014 h−1 M⊙]

From the convergence κ, we define the lensing potential ψ,
using the two-dimensional Poisson equation as:

∆θψ(θ) = 2 κ(θ) , (7)

that we numerically solve in Fourier space using the Fast Fourier
Transform (FFT) method. Since the FFT algorithm assumes pe-
riodic conditions on the boundaries of the map, we zero-pad the
exterior of the convergence map by 0.5 Mpc before computing
the discrete Fourier transform and then remove the region from
the final result.

From the lensing potential ψ, we can then define the two
components (γ1, γ2) of the pseudo-vector shear, as:

γ1(θ) =
1
2

(
∂2ψ(θ)
∂x2 −

∂2ψ(θ)
∂y2

)
, (8)

γ2(θ) =
∂2ψ(θ)
∂x ∂y

, (9)

where x and y represent the two components of the vector θ.
For each cluster, we use the shear maps to simulate an ob-

served differential surface mass density profile by randomly
sampling the field of view with a given number density of ex-
pected background sources.

In our analysis, we adopt a background density of sources
for weak lensing following the predicted distribution for the
ESA Euclid wide-field survey normalised to the total value of
30 galaxies per square arcmin (Laureijs et al. 2011). In the third
column of Table 1 we report the average number of background
sources beyond each considered cluster redshift, whose corre-
sponding snapshot number is displayed in the first column.

The approach of randomly sampling the shear field has been
chosen to mimic the expected average profile of a cluster from
a Euclid wide-field exposure. Given the high number density of
background sources, the profile has a much smaller scatter with
respect to the case in which we consider the complete shear field.
We tested this for the halo-4 at z = 0.22 and z = 0.94, generating
10,000 random shear field realisations, finding results consistent
with our reference case well within 1 σ of the credibility regions
of the posteriors.

From the two components of the shear, we define the tangen-
tial shear γt (Umetsu 2020) at each sampled point θi of the map,
as:

γt(θi) = −γ1(xi, yi) cos(2ϕi) − γ2(xi, yi) sin(2ϕi) , (10)

where (0, 0) is the centre of the cluster by construction, θi =
(x2

i + y2
i )1/2 and ϕi = arctan (yi/xi). This gives us the possibility

to write the excess surface mass density – azimuthally averaging
the measured quantities – as:

∆Σ(θ) = Σ̄(< θ) − Σ(θ) ≡ Σcritγt(θ) , (11)

where Σ(θ) represents the mass surface density of the lens at dis-
tance θ from the putative cluster centre, and Σ̄(< θ) its mean
within θ.

The approach that we follow in this work aims at quantifying
the weak lensing mass bias associated with projection effects and
its redshift evolution, depending on the available number den-
sity of galaxies from which we can measure the lensing signal
induced by the interposed cluster projected mass density distri-
bution. In this way, we quantify the most optimistic weak lens-
ing mass bias that we expect from Euclid data. In this analysis,
we do not assume any uncertainty on the cluster centre, the lens
and source redshifts, all assumed to be known with infinite ac-
curacy. Forthcoming analyses, within the Euclid Collaboration,
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Fig. 4. Top panel: Excess surface mass density profiles of the three ran-
dom projections for a cluster-size halo at zl = 0.22, as displayed in Fig.
3. The blue, red and green data points show the circular averaged pro-
files of the halo projected along the z, y, and x axis of the re-simulation
box. The error bars on the data points account for both the dispersion
of the intrinsic ellipticity of background galaxies and the error associ-
ated with the average measure in the considered radial bin. The blue
solid line displays the best-fit model to proj0, while the shaded region
represents the model within the 68% of confidence. Bottom panel: rel-
ative difference of the best-fit models assuming different values of the
truncation radius Rt with respect to the reference case with t = 3.

will be dedicated to study these systematics, and the correspond-
ing propagation, into the weak lensing mass biases, and concen-
tration that should be degenerate and more affected by the mis-
centring (Giocoli et al. 2021; Lesci et al. 2022).

To simulate the weak lensing signal of each cluster, we build
the average excess surface mass density by binning the measured
∆Σ(ri), where ri ≡ Dl θi, in 22 logarithmically equispaced inter-
vals from 0.02 to 1.7 h−1 Mpc from the cluster centre. As an ex-
ample, in the top panel of Fig. 4, blue, red, and green data points
display the simulated ∆Σ profile for three random projections
of the cluster halo-4 at z = 0.22, as shown in Fig. 3. In order to
limit the analysis to well-constrained shear estimates (depending
on the angular binning and on the source density), we consider
only radial bins with at least 10 simulated data measures. This
guarantees a reliable estimate of the average signal and conser-
vatively neglects bins close to the centre, where baryonic effects
tend to steepen the profile. However, we have tested that consid-
ering radial bins with at least one galaxy does not alter the mass
bias results of our work. The colours correspond to those used
for the panel frame of Fig. 3. The corresponding error bars are

computed as:

σ∆Σ =

√√
σ2
⟨∆Σ⟩
+ Σ2

crit

σ2
e

ng π
(
θ2

2 − θ
2
1

) , (12)

where σe = 0.3 (Hoekstra et al. 2004, 2011; Kilbinger 2015;
Euclid Collaboration: Blanchard et al. 2020) is the dispersion
of the shape of background source galaxies, and θ1 and θ2 are
the lower and the upper bounds of the considered radial annu-
lus. In our error budget, we also include the error of the mean
estimated excess surface mass density in each radial interval
σ⟨∆Σ⟩ = σrms/

√ng,ring – with σrms representing the ∆Σ root-
mean-square:

σrms =

√√√√ng,ring∑
i=1

(
∆Σi − ⟨∆Σ⟩ring

)2

ng,ring
(13)

⟨∆Σ⟩ring the average value, and ng,ring the number of galaxies in
each ring – in order to account for: the projected cluster triaxial-
ity, correlated large-scale structures, and subhalo contribution in
each annulus (Gruen et al. 2015, 2011; Umetsu et al. 2020). It is
also worth mentioning that this term is negligible with respect to
the one that accounts for the intrinsic shape noise. From the fig-
ure, we notice that while proj0 and proj2 are similar, proj1 shows
a steepening toward the centre. This highlights that depending
on which projection, structural properties recovered from weak
lensing mass and concentration can be different from each other
and even in contrast with respect to the three-dimensional ones.
In the figure, we highlight that the data binning of the three pro-
jections have a different minimum scale because we exclude the
rings with less than 10 galaxies.

4. Analytical models & results

In order to recover the weak lensing mass and concentration, we
model the data of the excess surface mass density profile using
projected analytical relations. We use the same strategy that is
under development within the Euclid Consortium in the imple-
mentation of the dedicated processing function: the total den-
sity profile is constructed considering the signal coming from
the central part of the cluster called the 1-halo term, and the
one caused by correlated large-scale structures, named the 2-halo
term. Methods based on non-parametric formalism (Clowe et al.
2004; Bradač et al. 2005; Bradač et al. 2006; Diego et al. 2007;
Merten et al. 2009; Jauzac et al. 2012; Jullo et al. 2014; Niemiec
et al. 2020) may give more accurate and precise mass reconstruc-
tions, but at the price of being slow and memory expensive, and
in this way, hardly applicable to the very large statistics of clus-
ters expected from Euclid photometric data (Sartoris et al. 2016;
Euclid Collaboration: Adam et al. 2019).

For the cluster main halo, we adopt a smoothly-truncated
NFW density profile (BMO, Baltz et al. 2009), defined as:

ρBMO(r3D|M200, c200,Rt) = ρNFW(r3D|M200, c200)
 R2

t

r2
3D + R2

t

2

,

(14)

with Rt = t R200 with t defined as the truncation factor. For
our reference model, following the results by Oguri & Hamana
(2011), Bellagamba et al. (2019), and Giocoli et al. (2021) we
will adopt a truncation radius Rt = 3 R200. The total mass en-
closed within R200, i.e., M200, can be thought of as the normal-
isation of the model and as a mass-proxy of the true enclosed
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Fig. 5. Left panel: posterior distributions of the recovered logarithm of the mass Mwl and concentration cwl obtained by fitting the excess surface
mass density profile of the three random projections of the halo-4 at z = 0.22. Right panel: posterior distributions obtained modelling the excess
surface mass density profile on the halo-4 when oriented along proj0, assuming different truncation radii. The blue data displays the reference case
when assuming a truncation radius Rt = 3 R200, while the red, pink, green and orange one exhibits the results when using Rt = t R200 with t = 1, 2,
6, and 9, respectively. Dark and light-shaded areas enclose 1 and 3σ credibility regions, respectively. In both panels the vertical dashed line marks
the true mass of the system, while the horizontal dotted and dashed ones indicate the concentrations computed using the Springel et al. (2008a)
and Prada et al. (2012) formalisms, respectively.

mass of the dark matter halo hosting the cluster (Giocoli et al.
2012a). Writing r2

3D as the sum in quadrature between the sky
projected coordinate Ddθ and the line-of-sight ζ coordinate, and
integrating along ζ we can write

Σ1h(θ|M200, c200,Rt) =
∫ ∞

0
ρBMO(θ, ζ |M200, c200,Rt) dζ . (15)

This projected parametrisation describes the smooth blending of
the halo boundary into the connected large-scale structures, reg-
ulated by the truncation radius. However, at larger distances from
the cluster centre, the projected lensing signal starts to increase
due to the large-scale structures of the correlated and the uncor-
related matter along the line of sight: the 2-halo term, describing
the asymptotic regime far from the halo centre. This term can
be written as a function of the integrated linear matter power
spectrum weighted by a Bessel function (Oguri & Takada 2011;
Oguri & Hamana 2011; Sereno et al. 2017),

∆Σ2h(θ,M200)=
∫ ∞

0

ℓ dℓ
2π

J2(ℓθ)
ρ̄m(z) bh(M200; zl)

(1 + z)3D2
l (z)

Plin,m(kℓ; zl) ,

(16)

where zl represents the cluster (lens) redshift, J2 is the Bessel
function of second type, kℓ = ℓ/[(1 + z)Dl(z)] indicates the wave
vector mode, ρ̄m is the background density, Plin,m refers to the
linear matter power spectrum and bh(M; z) is the halo bias, for
which we adopt the Tinker et al. (2010) model.

The total model can be read as follows:

∆Σ(θ) = ∆Σ1h(θ|M200, c200,Rt) + ∆Σ2h(θ,M200) . (17)

It is worth noticing that the 2-halo term contribution at small
radii is expected to be negligible, while its contribution be-
comes important, with respect to the 1-halo term, only at scales

≳ 3 h−1 Mpc (Giocoli et al. 2021; Ingoglia et al. 2022). In their
Fig. 1, Giocoli et al. (2021) show that for distances between 2
and 3 h−1 Mpc from the halo centre the profile is sensitive also
to the truncation radius definition. Given the size of the field-of-
view of our maps, 3.4 h−1 Mpc on a side, the 2-halo term has a
weak contribution, and we decided to ignore it in our modelling
function.

In the top panel of Fig. 4, the solid blue curve stands for the
best-fit model to the data points of proj0, associated to the me-
dian values of the posteriors of log10(M200) and c200. The shaded
region marks the 1σ uncertainties of the recovered mass and
concentration parameters propagating in the modelling of the
∆Σ profile, associated with the 16th and 84th percentiles of the
posterior distributions. In the bottom panel, we show the relative
difference of the best-fit models where adopting various values
for the truncation radius with respect to the reference case where
we set Rt = 3 R200.

The left panel of Fig. 5 displays the posterior distributions
of the recovered mass, log10(M200), and concentration, c200, ob-
tained by modelling the three random projections of the halo-4 at
zl = 0.22, (top panel of Fig. 4). In blue, red, and green, we show
the distribution for the projections proj0, proj1, and proj2, re-
spectively, using only the 1-halo term in our modelling function
and fixing Rt = 3 R200: we define this as the reference model.

We perform a Monte Carlo Markov Chain run assuming a
Gaussian log-likelihood between the model and the data as de-
fined within our reference CBL libraries4 (Marulli et al. 2016)
that can be read as:

L ∝ exp
(
−

1
2
χ2

)
, (18)

4 https://gitlab.com/federicomarulli/CosmoBolognaLib
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where

χ2 =
∑

i

(
∆Σi(θi) − ∆Σmodel(θi)

σ∆Σi

)2

, (19)

summing on the number of radial bins. Note that we do not ac-
count for reduced shear corrections both in the simulations and
in the model; however, it is worth mentioning that observation-
ally this model absorbs the reduced shear impact in the result-
ing mass bias. We set uniform priors for log10(M200/[h−1 M⊙]) ∈
[12.5, 16] and c200 ∈ [1, 15], and let each MCMC chain run
for 16 000 steps. In cyan, purple, and gold, we show the poste-
rior distributions obtained by also adding the contribution of the
2-halo term in the modelling function, as expressed by Eq. 16.
Comparing the two, we notice that the results are in full agree-
ment with the analysis that does not include the 2-halo term, also
for high-redshift clusters. This guarantees that for each cluster
and redshift the data-set that we built by projecting the mass den-
sity distribution from the simulations, takes a negligible contri-
bution from correlated structures along the line-of-sight, due to
the limited size of the field-of-view (3.4 h−1 Mpc), as discussed
earlier.

In the right panel of Fig. 5, we examine the dependence of
different assumptions for the truncation radius on the recovered
weak lensing halo mass and concentration, as parametrised in
Eq. 14 and inserted into Eq. 15. We show the posterior dis-
tributions when assuming t to be equal to 1 (red), 2 (pink), 3
(blue), 6 (green), and 9 (orange). From the figure, we notice that
the different choices result in a diverse recovered concentration:
smaller truncation radii prefer lower concentration parameters.
When t = 1 (relatively unphysical case) and 2, the mass also
tends to be underestimated. To guide the reader, we underline
that in both panels the dotted and dashed lines refer to the true
3D halo mass and concentrations, adopting the Springel et al.
(2008a) and Prada et al. (2012) relations, respectively.

In Fig. 6, we show the weak lensing mass bias as a function
of the cluster true mass M200, for systems at zl = 0.22. The grey
data points display the ratio between the weak lensing mass and
the true mass, modelling the excess surface mass density profile
with our reference model: 1-halo term with a truncation radius
parameter t = 3. The error bars indicate the 16th and 84th per-
centiles of the posterior distributions for each considered cluster
projection. The black solid line shows the moving average of
the data. Red, pink, green, and orange lines display the mov-
ing average when considering the truncation radius equal to 1,
2, 6, and 9 times R200 in our modelling function, respectively
(the corresponding data points are not displayed in the figure).
From the figure, we notice that the average weak lensing cluster
mass bias depends on the value of the truncation radius adopted
in the modelling. In particular, assuming t = 1 we underesti-
mate the mass by approximately ∼ 30%, larger t values increase
the weak lensing mass and therefore decrease the mass bias. For
our reference case with t = 3, the average mass bias is as low
as ∼ 7% with a standard deviation, shown by the grey shaded
region (see also Becker & Kravtsov 2011), thus highlighting
that triaxiality is the largest source of intrinsic scattering. The
right panel exhibits the distributions for the corresponding cases
independently of the halo mass M200, while the top one shows
the average relative uncertainty for the weak lensing mass esti-
mates as a function of 3D cluster mass. The blue-filled circles
report the results by Bahé et al. (2012, hereafter B12) that model
the weak lensing mass bias using tangential shear profiles up to
2.2 h−1 Mpc from the cluster centre (while we extend our analy-
sis out to 1.7 h−1 Mpc). Their value is larger than ours and the

Fig. 6. Weak lensing mass bias as a function of the cluster true mass,
for all systems at zl = 0.22, for different assumptions of the trunca-
tion factor. The data points show the ratio between the recovered weak
lensing mass obtained by fitting the excess surface mass density profile
using our reference model – 1-halo term assuming a truncation radius
Rt = 3 R200 – and the true M200 mass. The error bars correspond to the
16th and 84th percentiles of the posterior distribution. The black solid
line represents the moving average of the data points. Red, pink, green,
and orange lines display the moving average of the data considering
the truncation radius parameter equal to t =1, 2, 6, and 9 in our mod-
elling function, respectively. The cyan dashed, and dotted lines point to
20 and 30% of the scatter, respectively, while the magenta vertical line
indicates the minimum cluster mass – almost constant with redshift –
expected to be detected from the photometric catalogue as predicted by
Sartoris et al. (2016). The light and dark yellow bands mark 10% and
20% scatters, respectively. The top subpanel displays the relative weak
lensing mass uncertainty as a function of the true cluster mass. The blue
circles show the prediction by Bahé et al. (2012, hereafter B12). The
histograms in the right panel show the weak lensing mass bias distribu-
tions over all cluster masses for the various considered cases.

authors are using only the 1-halo term, modelled with a pure
NFW profile (we adopt a truncated NFW using the BMO rela-
tion), without quantifying the 2-halo contribution – that, in their
case, may not be entirely negligible because of a larger field of
view. In addition, they use a dispersion parameter of the intrinsic
shape of background source galaxies σe = 0.2 while we adopt a
larger value σe = 0.3. All these factors may increase the relative
uncertainties in the recovered weak lensing masses.

4.1. Mass bias and concentration

In the spirit of understanding how well we can recover the weak
lensing mass bias when assuming a concentration model, in
Fig. 7 we show the posterior distribution of the logarithm of the
recovered cluster mass in the case of the halo-4 when consid-
ering different assumptions for the concentration. Generally, we
see they have an impact on the recovered mass. In particular, if
we assume a fixed value equal to c200 = 3, we have no bias on
the recovered mass for this specific cluster and projection. More
relevant than mass biases for individual realisations are average
biases computed for representative cluster samples, which show
a similar dependence on the adopted concentration mass relation
(e.g Sommer et al. 2022).
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Fig. 7. Posterior distributions when recovering the logarithm of the clus-
ter mass for proj0 of the halo-4 at z = 0.22. The black curve shows the
reference case where we model both the mass and the concentration,
as in the top panel of Fig. 5. The other histograms show the posteriors
when assuming a parametrisation of the concentration-mass relation; in
particular, orange and olive curves refer to the cases when assuming a
constant value of c200 = 3 and c200 = 4, respectively. The vertical black
dashed line marks the true value of M200 as computed by AHF.

The average weak lensing mass bias, as a function of the
true cluster mass, is displayed in Fig. 8. The black line shows
our reference case. The solid green, dashed cyan, and dark red
lines correspond to the moving average when assuming dif-
ferent concentration-mass relation models: Zhao et al. (2009),
Meneghetti et al. (2014) and Sereno et al. (2017), respectively.
The orange and olive curves display the results assuming a fixed
value c200 = 3 and c200 = 4, respectively. Referring to the P12
(S08) model the average concentration of clusters at z = 0.22 is
⟨c200⟩ = 4 (5) (see the left panel of Fig. 1). The corresponding
coloured dotted lines display the linear regressions:〈

Mwl

M200

〉
= α

〈
log

(
M200

M14.5

)〉
+ β , (20)

where M14.5 = 1014.5 h−1M⊙, for the reference and c200 = 3 cases
(see Tab. 3). The average values are computed assuming a step-
size=0.1 and bin-size=0.3 in log (M200).

From the top subpanel, it is interesting to notice that the av-
erage relative scatter as a function of M200 is reduced by approx-
imately a factor of two when assuming a deterministic model
for the concentration, with respect to the case in which we vary
it inside the Monte Carlo analyses. The right panel displays the
distribution of the relative mass ratio.

4.2. Mass bias and relaxation criteria

The morphological properties of galaxy clusters depend on their
mass assembly history. Typically, clusters that experienced re-
cent merging events may contain a larger fraction of their mass in
substructures and eventually a mass centroid which is not coinci-
dent with the position of the density peak due to the presence of
multi-mass components. These properties manifest themselves
in a variety of observables at different wavelengths, going from
X-ray to the radio band. The projected mass recovered using
weak lensing data is also influenced by the level of dynamical

Fig. 8. Weak lensing mass biases for clusters at z = 0.22; the points
are the same as in Fig. 6. The different line styles and coloured curves
display the moving averages when assuming different approaches when
modelling the concentration. The black solid line refers to the reference
case where we vary both the mass and the concentration in our MCMC
analysis. The solid green, dotted cyan, and dark-red curves refer to the
case in which we assume a concentration-mass relation model, as in
the figure label. On the other side, the orange and olive ones assume
a constant value of c200 = 3 and c200 = 4, respectively. The coloured
dotted lines display the linear regressions to the moving average and
the corresponding uncertainty (not shown for the orange data to not
overcrowd the figure). Top and left panels show the mean relative mass
uncertainties as a function of the true cluster mass and the distributions
of the weak lensing mass biases, respectively.

relaxation of the lens. In this section, we aim at quantifying these
dependencies.

In the left panel of Fig. 9 we display the scatter plot of clus-
ters at z = 0.22 for parameters fsub and xoff , that we use to de-
fine the relaxation status of a system – see their definition in
Sect. 2. We define as relaxed systems those with fsub < 0.1 and
xoff < 0.05 R200, i.e., the clusters lying in the lower left white
rectangle of the figure: 147 over 324 objects satisfy this con-
dition. Our relaxed clusters are green-circled, while unrelaxed
systems are displayed using magenta circles. In the figure, we
also mark the relaxation criterium adopted by Cui et al. (2018):
xoff < 0.04 R200 (with a dotted vertical line) and with virial ratio
0.85 < η < 1.15. The latter condition is portrayed in the fig-
ure, colouring the data points in blue or otherwise in yellow. The
relation criterion adopted by Cui et al. (2018) is satisfied by 91
systems. In the right panel, we display the weak lensing mass
bias, as a function of the cluster mass, for the relaxed (green)
and the unrelaxed (magenta) clusters. The green and magenta
solid curves represent the moving average of the two samples,
respectively. The corresponding dashed curves refer to the cases
in which the relaxation criterion by Cui et al. (2018) is adopted,
which also uses information on the virial energy ratio. From the
top subpanel, we notice that the average relative uncertainty in
the recovered mass is lower for relaxed systems – even if the
differences between the two cases are, to some extent, small, as
well as the relative mass bias has a lower scatter than for unre-
laxed clusters (right subpanel). This highlights the fact that un-
relaxed systems could not be well modelled by the single halo
model (Lee et al. 2023). As in previous figures, and to highlight
the differences between the relaxed and unrelaxed samples, the
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Fig. 9. Left panel: relaxation criteria for the clusters at z = 0.22. In our analysis, we assume the systems to be relaxed if their mass fraction
in substructures fsub < 0.1 and their centre of mass offset xoff < 0.05 R200 indicated by the white rectangular region on the bottom left. Our
relaxed (unrelaxed) clusters are circled in green (purple). For comparison, we mark also the relaxation criterium by Cui et al. (2018): fsub < 0.1,
xoff < 0.04 R200 and energy parameter 0.85 < η < 1.15 (blue-filled circle, otherwise gold-coloured). Right panel: weak lensing mass bias as a
function of the true mass of the cluster. Green and magenta circled data points correspond to systems that are or are not relaxed, respectively; the
solid green and magenta show the moving average of the two samples. For comparison, the dashed lines, accordingly coloured, show the results
using the relaxation criteria by Cui et al. (2018). The sub-panel on the right displays the mass bias distributions for the various cluster samples,
while the top one is the average relative scatter in the weak lensing mass estimates as a function of M200.

coloured dotted lines display the linear regressions to the moving
average and the corresponding uncertainty. The best-fit parame-
ters and the corresponding uncertainties, as expressed in Eq. (20)
for the relaxed and unrelaxed sample at z = 0.22 are shown in
Tab. 2, which can be compared with the full sample as in Tab. 3.

Table 2. Linear regression parameters, as in Eq. (20), for the relaxed
and unrelaxed cluster sample at z = 0.22.

Slope α Intercept β
relaxed 0.1354 ± 0.029 0.890 ± 0.596
unrelaxed 0.243 ± 0.033 0.846 ± 0.681

4.3. Mass bias along preferential directions

The reliability with which the cluster mass can be recovered is
also related to the orientation of the moment of inertia tensor el-
lipsoid with respect to the line-of-sight (Sereno & Zitrin 2012;
Sereno et al. 2013; Despali et al. 2014, 2017; Sereno et al. 2018).
Herbonnet et al. (2022) have shown that the shape of the bright
central galaxy can give unbiased information about the shape
of the total halo mass ellipsoid and that the recovered mass via
weak gravitational lensing is biased low (high) if the halo is ori-
ented along the minor (major) axis with respect to the observer.
In this section, we quantify in detail how the mass bias depends
on the orientation of the mass tensor ellipsoid with respect to the
line of sight. Following Sereno et al. (2017) and Umetsu et al.

(2020), we can define the weak lensing signal-to-noise ratio as:

S
N
=

∑
i ∆Σi σ

−2
∆Σi∑

i σ
−2
∆Σi(∑

i σ
−2
∆Σi

)−1/2 , (21)

where the variable i runs on all the considered radial bins.
In the left panel of Fig. 10, we show the weak lensing signal-

to-noise ratio of clusters at z = 0.22. The grey histogram shows
the distribution of the S/N for all considered random projec-
tions, while the black curve displays the Kernel Density Esti-
mate (KDE) of the binned histogram. Blue (dashed), red (dot-
ted), and green (dot-dashed) curves refer to the distributions of
the weak lensing signal-to-noise ratios when cluster ellipsoids
are oriented with respect to the minor, intermediate, and major
axis of the mass tensor ellipsoid. The triaxial parameters used
are those computed by the AHF algorithm; we refer to Knoll-
mann & Knebe (2009) and Cui et al. (2018) for more details. The
results confirm that orientation matters: weak lensing signal-to-
noise ratio distributions are shifted toward larger (lower) values
when clusters are oriented along the major (minor) axis of the
mass tensor ellipsoid with the line of sight. Projection effects
also impact the weak lensing mass bias and the scatter, as we
can observe in the right panel of Fig. 10. The mass bias, if clus-
ters are preferentially selected either along the line of sight or in
the plane of the sky, is approximately +25% or −25%. From the
top subpanel, we can also notice that the average relative weak
lensing mass uncertainty varies with the cluster ellipsoid orien-
tation.

Before concluding this section, it is worth devoting a few
words to cluster detections and orientation biases. At fixed mass,
when systems are oriented along the major axis of the ellip-
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Fig. 10. Left panel: weak lensing signal-to-noise distributions for the sample of clusters at z = 0.22. The grey-shaded histogram shows the
distribution for the clusters oriented along random projections, namely the x, y, and z cartesian axes of the re-stimulated box region. The solid
black curve represents the Kernel Density Estimate (KDE) of the grey discrete histogram. The blue (dashed), red (dotted), and green (dot-dashed)
curves refer to the KDE of the distributions when systems are oriented along the minor, intermediate, and major axis of the cluster ellipsoid,
respectively. Right panel: weak lensing derived mass bias as a function of the true mass of the cluster. Blue (dashed), red (dotted), and green
(dot-dashed) solid lines display the moving average of the corresponding mass bias data points of the preferential projections, minor, intermediate,
and major axis, respectively. The top and right sub-panels display the relative mass uncertainties as a function of the true mass, and weak lensing
mass bias distributions, respectively.

soid, they tend to have, on average, a more compact and concen-
trated galaxy satellite distribution than when they are oriented
along the minor axis: this indicates that optical cluster finder al-
gorithms in observational data may suffer from orientation bias
(Wu et al. 2022). We plan to examine and analyse this argument
in more detail in a future dedicated work.

For example, in Fig. 11, the magenta solid curve shows the
average excess surface mass density profile of the 6 projections
of cluster halo-4 at redshift z = 0.22. Solid red, blue, and green
lines are the individual profiles for three random projections.
Dotted blue, orange, and green curves show the profiles when
the cluster is oriented along the minor, intermediate, and major
axis of the ellipsoid, with respect to the line of sight, as done pre-
viously. Only radial bins with more than 10 galaxies are shown.

4.4. Reshift evolution of the mass bias

The expected source redshift distribution available for weak
lensing measurements tells us how many background sources
can be used to probe the total projected mass distribution of a
cluster acting as a gravitational lens. The reliability of the lens-
ing measurement also depends on the intrinsic magnitude of the
sources and their projected distance with respect to the cluster
centre because of possible confusion with cluster member galax-
ies. The weak lensing signal-to-noise ratio of individual clus-
ters is also modulated by the expected available number den-
sity of sources expected from the Euclid wide survey, as we dis-
play in Fig. 12. Low-redshift systems have a larger weak lensing
signal-to-noise ratio than the high-redshift ones. In the figure,
we consider only the measurement of the three random projec-
tions per cluster since we have already discussed in the previous
section that the three preferential ones need particular attention.

We also underline that eventual stacking procedures will shift
the expected weak lensing signal-to-noise ratio distributions to-
ward larger values by a factor that is approximately equal to the
square root of the number of systems that are combined.

In Fig. 13 we exhibit the average weak lensing mass bias
for the different redshifts, considering the three random projec-
tions per cluster, and cluster masses with M200 > 1014M⊙. In
our modelling analysis, we assume a uniform range both for the
logarithm of the mass and for the concentration parameter. On
average, higher redshift clusters tend to be more biased low with
respect to M200, as a result of their lower signal-to-noise ratio.
Looking to the top subpanel, it is interesting to notice that the
relative error of the recovered weak lensing mass tends to be
larger for systems at higher redshifts, which is due to the lower
background source densities and average lensing efficiencies for
those systems. In Tab. 3 we summarise the values of the parame-
ters describing the linear fitting functions and the corresponding
uncertainties, as in Eq. (20), at different redshifts, for the ref-
erence modelling case, and assuming a constant concentration
c200 = 3.

Averaging over all cluster masses with M200 > 1014M⊙, we
display in Fig. 14 the weak lensing mass bias as a function of
the lens redshift. Black circles show the results averaged over all
random projections. We can notice that higher redshift systems
are more biased low with respect to the low redshift ones. Blue
crosses and green squares represent the redshift evolution of the
mass bias when the clusters are oriented along the minor or ma-
jor axis of the ellipsoid with respect to the line of sight, respec-
tively. Orange diamonds and olive pentagons refer to the case
when in individual random projections, we model only the log-
arithm of the cluster mass while keeping the concentration fixed
to c200 = 3 and c200 = 4, respectively. Those values represent
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Fig. 11. Top panel: average excess surface mass density profile aver-
aging six different projections of the same cluster (halo-4 at z = 0.22):
three randoms and three preferentials. For comparison, solid blue, red,
and green curves show the individual profiles around the three random
projections, while dashed blue, orange and green when the cluster is
oriented along the minor, intermediate and major axis of the moment of
inertia tensor ellipsoid. Bottom panel: relative difference of the individ-
ual profiles with respect to the averaged one.

Fig. 12. Individual cluster weak lensing signal-to-noise ratio distribu-
tions, for random projections and different redshifts, as expected in the
Euclid wide-field survey of a cluster population that is representative of
the simulated clusters studied here.

Fig. 13. Average weak lensing mass bias as a function of the cluster
halo mass M200 for different lens redshifts. We consider all clusters with
M200 > 1014 M⊙, above the minimum mass expected to be selected in
the photometric catalogue (Sartoris et al. 2016), relatively constant with
redshift. Right and top subpanels are the same as Fig. 6.

the typical concentration parameters of cluster size-halo as high-
lighted in different numerical simulation analyses (Zhao et al.
2009; Giocoli et al. 2012b; Ludlow et al. 2012, 2016). Assum-
ing a fixed concentration c200 = 3 in our modelling analysis of
the weak lensing signal of individual clusters, we can recover, on
average, a weak lensing mass that is biased by no more than 5%
with respect to the true one, up to redshift z = 0.7 – positive for
z < 0.4 and negative at higher redshift. The error bars associated
with all data points correspond to the errors on the mean value.
The dotted lines, which differ more significantly from each other
at z > 0.6, display the results for the whole cluster sample with
no minimum mass cut.

Table 3. Linear regression parameters as in Eq. (20), at different red-
shifts for the reference and c200 = 3 cases, considering random projec-
tions and for clusters more massive than M200 > 1014 M⊙.

snap. z Slope α Intercept β
reference 0.12 0.090 ± 0.028 0.883 ± 0.598
c200 = 3 " −0.017 ± 0.035 1.053 ± 0.736

0.22 0.183 ± 0.022 0.869 ± 0.452
" 0.133 ± 0.027 0.973 ± 0.567

0.33 0.208 ± 0.023 0.874 ± 0.473
" 0.196 ± 0.025 0.966 ± 0.524

0.39 0.215 ± 0.022 0.873 ± 0.464
" 0.142 ± 0.027 0.974 ± 0.549

0.49 0.223 ± 0.022 0.874 ± 0.453
" 0.064 ± 0.024 0.985 ± 0.501

0.59 0.273 ± 0.019 0.862 ± 0.401
" 0.126 ± 0.024 0.976 ± 0.486

0.70 0.292 ± 0.024 0.836 ± 0.488
" 0.172 ± 0.027 0.951 ± 0.556

0.82 0.279 ± 0.023 0.811 ± 0.473
" 0.218 ± 0.028 0.935 ± 0.564

0.94 0.255 ± 0.024 0.790 ± 0.498
" 0.314 ± 0.032 0.920 ± 0.653
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Fig. 14. Average cluster weak lensing mass bias as a function of the
lens redshift, for clusters with M200 > 1014 M⊙. The various data points
and colours refer to different ways of computing the cluster masses.
Black circles display the case of random projections and modelling both
the halo mass and concentration, orange diamonds, and olive-coloured
pentagons consider the cases in which we assume a fixed concentra-
tion parameter – three and four, respectively – and we fit only the halo
mass. Light-blue crosses, red triangles and green squares show the av-
erage mass bias for the three particular projections, along the minor, the
intermediate, and the major axis, respectively. The dotted lines, which
slightly deviated from the data points only at z > 0.6, correspond to the
results for the whole cluster sample, with no minimum mass cut.

The impact of the scatter and the redshift evolution of the
cluster mass bias will be of utter importance for cluster cosmol-
ogy. Different future works have already been planned and or-
ganised to further assess systematics and nuisance parameters in
the cosmological likelihood pipeline.

5. Summary & Conclusions

In this work, we have performed a systematic study of the weak
lensing mass bias using hydrodynamical simulations of clusters.
We have simulated the expected excess surface mass density pro-
file from the expected number density of background sources of
the ESA Euclid wide-field survey, normalised to 30 galaxies per
square arcminute. We have adopted a projected truncated NFW
profile to model the data. Our main results are summarised as
follows:

– on average individual weak lensing masses Mwl are typi-
cally lower by 5% than the true one, various projections of
the same cluster may have different recovered weak lensing
masses differing by up to 30%: cluster triaxiality represents
the largest source of intrinsic scattering;

– in our reference model, we have adopted a truncation radius
of three times R200, a lower truncation radius returns a more
biased weak-lensing mass: from t = 1 to t = 9 the mass bias
for clusters at z = 0.22 ranges from −30% to a few percent;

– in modelling the data set we have also investigated the impact
of using a concentration both dependent, in one case, and
independent of the total mass in another case, finding that

those systematically impact the recovered weak lensing mass
(see e.g. also Sommer et al. 2022);

– relaxed clusters, being better described by a 1-halo projected
density profile are less biased than the unrelaxed ones by ap-
proximately 3%;

– clusters oriented along the major (minor) axis of the mass
tensor ellipsoid have their weak lensing mass overestimated
(underestimated) by approximately +(−) 25%;

– averaging over all masses, when also varying the concen-
tration, the negative mass bias tends to increase as a func-
tion of redshift; however, assuming a fixed concentration,
this effect is reduced. The increase of the negative mass bias
with redshift is due to the reduced S/N of the weak lensing
mass constraints of high-redshift clusters. As demonstrated
by Sommer et al. (2022) this S/N dependence can be avoided
if the weak lensing mass scatter is separated into an intrinsic
component (e.g. due to variations in density profiles and sub-
structures) and a shape noise component (e.g. Bocquet et al.
2019; Chiu et al. 2022).

The use of galaxy clusters as cosmological probes relies on
the accuracy and precision of mass measurements. The future
ESA Euclid mission will make use of weak gravitational lens-
ing to determine the projected total mass. In this work, we have
quantified the accuracy and bias effects by using dedicated lens-
ing simulations of clusters in a variety of dynamical states and
at different redshifts, based on a specific set of hydrodynamical
simulations: the Three Hundred clusters. While the mass bias
depends on the considered choice of the modelling function, the
scatter is driven by the complex triaxial structure of galaxy clus-
ters. However, assuming a fixed value c200 = 3 for the concentra-
tion parameter, when modelling the data of individual clusters,
produces less unbiased results, at least for the set of simulated
clusters analysed in this work.

We would like to conclude underling that future works will
be devoted to study whether these calibrations are robust against
variations in the astrophysical processes included in the simula-
tions, paving the way for future cluster analyses and opening new
perspectives for the cosmological exploitation of galaxy clusters.
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