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Existing flank milling path-planning methods typically lead to tiny gaps or overlaps between neighbor-
ing paths, which causes artifacts and imperfections in the workpiece. We propose a new multi-strip
path-planning method for 5-axis flank milling of free-form surfaces which targets G (tangent-plane)
continuity of the neighboring strips along shared boundaries. While for some geometries one cannot
achieve G! continuity and high approximation quality at the same time, our optimization framework
offers a good trade-off between machining accuracy in terms of distance error and the G! connection
of neighboring strips. We demonstrate our algorithm on synthetic free-form surfaces as well as
on industrial benchmark datasets, showing that we are able to meet fine industrial tolerances and
simultaneously significantly reduce the kink angle of adjacent strips, and consequently to improve the
surface finish in terms of smoothness.

© 2023 Elsevier Ltd. All rights reserved.

1. Introduction

Highly accurate manufacturing is essential in many industrial
sectors, automotive or aeronautical to name a few, as the func-
tionality and/or the life spans of manufactured objects is heavily
affected by the accuracy and smoothness of their surface finish.
Industrial objects, such as turbine blades, blisks, or gears (see
Fig. 1), need to be stiff and are therefore typically manufactured
from a single material block, with 5-axis Computer Numeri-
cally Controlled (CNC) machining being the leading subtractive
technology to achieve this.

5-axis CNC machining typically consists of three main stages:
(i) roughing, (ii) semi-finishing, and (iii) finishing. Our work deals
with the finishing stage where the to-be-manufactured object is
being finished by the side of the cutting tool, which is known as
flank (aka side) milling; see Fig. 2(a). In this final stage, the critical
issue is not only the machining accuracy in terms of distance
error, but also the continuity/smoothness of neighboring milling
paths.
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Fig. 1. Industrial benchmarks. (a) A spiral bevel gear and its pinion. (b) A single
blade of a blisk (right frame).

Traditional methods, as well as the state-of-the-art indus-
trial software, consider mostly conical or cylindrical tools for
this finishing stage as the majority of the cutting tools are, in
essence, straight. However, industrial benchmarks, such as blisks
or gears, are not straight and therefore the path-planning stage
becomes very challenging when one aims to use straight tools
to approximate curved geometries. Inevitably, one needs many
(tens to hundreds) of flank-milling paths to reach fine industrial
tolerances (usually tens of microns, depending on the particular
workpiece).

The main challenge, however, is not only the accuracy in terms
of distance between the designed and the machined surface. The
surface finish quality also depends on the smoothness across the
neighboring machining paths. One can see clear imperfections in
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Finishing marks

Fig. 2. (a) Flank milling of a blisk blade using a conical cutter. (b) Imperfections
of flank milling. The blade of the blisk has been finished by more than 20 paths
with a conical tool, using a commercial software. Note the non-smooth light
reflections and the horizontal artifact (red frame). Illustrations courtesy of [1].
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

Fig. 2(b), where several tens of sweeps were applied using a given
conical cutter. These imperfections are related to the fact that
adjacent paths of the tool are not perfectly aligned in terms of
their normal fields (and thus not G! continuous).

Two neighboring paths/motions of the tool form two en-
velopes, and these envelopes typically intersect under a small
angle. This angle, sometimes called the kink angle, measures the
deviation of the two surface normals along the intersection (aka
boundary) curve. We address this important machining issue by
designing motions of a given conical tool such that the neighbor-
ing envelopes are (numerically) G' continuous (i.e., the deviation
of the kink angle is aimed to be as small as possible). In the
case of relatively flat geometries, we show that we are able to
construct paths that are almost G! continuous, up to a tiny kink
angle deviation. In the case of highly complex surfaces, where G!
continuous strips are not (globally) possible, we propose a trade-
off between the machining accuracy and the kink angle deviation,
controlled via weights in our optimization-based framework.

The remainder of the paper is organized as follows. We start
by surveying related prior work in Section 2. Section 3 formulates
the problem and states our assumptions, and Section 4 gives
a quick overview of basic notions such as envelopes of conical
tools and how to compute them. Section 5 describes how the
desired machining directions are controlled, and Section 6 details
our global optimization approach. Section 7 demonstrates our
algorithm on several benchmark examples, and finally Section 8
concludes the paper.

2. Related work

Geometric modeling of 3- and 5-axis CNC machining is a prime
example of Computer-Aided Design (CAD) in action where one
simulates a process, relatively fast and with minimal cost, before
going to expensive and time-consuming physical realizations. It
is not surprising that modeling of CNC machining has attracted
attention of many researchers in the past several decades, in
particular the geometrically more challenging five axis variant
[2-6], including non-standard cutting tools [7-10].

Our work belongs to the category of 5-axis flank (aka periph-
eral) milling where the milling tool moves along the material
block tangentially. This tangential side contact makes the prob-
lem difficult as one typically has only a few degrees of freedom
to position the tool, while the side contact imposes infinitely
many constraints (tangential contact at infinitely many points of
the characteristic). The tools frequently used for 5-axis flank CNC
machining are typically conical or cylindrical, basically leading to
solutions where one approximates the input surface by a ruled

Computer-Aided Design 163 (2023) 103555

surface, and then approximates the ruled surface by a motion of
a cone/cylinder, the rulings being the lines of contact [11]. Such
solutions are possible, however, they reduce the solution space
towards very special instantaneous motions (e.g. translations).
This is because even for the straight tools (cylinders or cones) the
characteristic is not, in general, a straight line, but an algebraic
curve of degree four: the intersection of the cone (cylinder) with
its derivative in time [12].

For cylindrical tools, one can think of the offset surface (offset-
ting distance being the radius of the cylinder) and a ruled surface,
a trajectory of the axis of the cylinder. Therefore, a lot of work in
the CAD literature is devoted to free-form surface approximation
by ruled surfaces [13-18]. However, such a conceptual simplifi-
cation is not possible for cones and one has to look for alternative
approaches. One typically ends up with an optimization problem
that minimizes the error between the points on the characteristic
and the surface [14,19,20].

To find good initial tangential positions of a cone w.r.t. a
given surface, a second order approximation of the point-surface
distance can be used [21]. Such an approach gives a closed-form
solution for the direction of the axis for a given point of contact
on the input surface. However, in order to get a good position of
the axis, one needs to integrate, in general, a multi-valued vector
field and look for straight segments, which is computationally
expensive. An alternative approach for a good initial position of
a given cone is presented in [22]. Since a cone can be seen as a
one-parameter family of tangent planes, one can use the isotropic
model of Laguerre geometry and map the cone into an isotropic
circle and study a higher order contact between the circle and
the isotropic image of the input surface, which is conceptually
simpler than the surface-surface case.

Another class of research considers curved tools for flank
milling, either of a given shape [7,23], or custom-shaped [24-28].
These approaches do not look only for the motion of the tool as a
variable, but optimize also the shape of the tool itself. With recent
advances in additive manufacturing, one can 3D-print a custom-
shaped tool specifically designed for a particular geometry and,
naturally, such a tools performs better than a straight (conical or
cylindrical) tool [27].

The most related research to our work is the multi-pass-
planning method for 5-axis flank milling of free-form surfaces
introduced recently [29]. The reference surface is partitioned
based on a tangent vector field and each partitioned patch is
approximated by a set of piecewise quad strips. These strips are
constructed to be quasi-developable, which allows good approx-
imation by motions of cones. However, the proposed approach
guarantees only G° continuity along adjacent strips. In contrast,
we target G' continuity, and in geometries where this is not
possible (e.g. highly convex or concave patches), we offer a good
trade-off between G' continuity and approximation quality.

A global collision detection algorithm that incorporates normal
curvatures of the input surface was presented in [30]. Given a
convex shaped tool, collision free 5-axis tool-paths are generated
using the normal curvature bounds of a surface, without calculat-
ing surface offsets. The advantage of the method is that there is
no sampling involved, which allows the tool-paths to be globally
optimized while guaranteeing to be globally collision free.

The real machining process also involves other factors than
the approximation error between the design and manufactured
surfaces. One such example is the cutting force, which describes
how much force has to be applied to the milling tool; it is
preferably low as high forces are typically strongly correlated
with the milling tool vibrations. Mathematical modeling of the
cutting force under flank milling is also an active research area,
see e.g. [31-35] and the references cited therein. Looking for tool-
paths that minimize (the mean value of) the tool deflection force
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Fig. 3. A free-from surface &, represented as a triangular mesh, is approximated
by M = 11 envelopes £2; of a fixed conical tool such that neighboring strips meet
with G' continuity.

(a)

Fig. 4. Global collision test. Footpoints on @ passing the distance check (green)
and those that fail (red) are shown. When all points pass the check (a),
the position is marked as non-colliding. If at least one point fails the check,
the position is marked as colliding (b) and is eliminated from the list. (For
interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

were studied in [36]. Another physical factor strongly correlated
with the cutting force is not only the vibration of the milling tool
but also of the milled object itself. The vibration phenomenon of
thin impeller blades during flank milling is discussed in [33].

Other important factors in high-performance machining are
high velocities and accelerations, which both need to be con-
trolled throughout the milling process [37-39]. An algorithm that
seeks the optimal feedrate interpolation, considering both tan-
gential and in-axis jerk of the milling tool, was presented in [37].
A trade-off between the geometric accuracy and smoothness of
the motion was discussed in [40]. The reader is also referred to
the survey paper [41] for other relevant literature on flank 5-
axis CNC milling. In our contribution, we do not consider these
physical issues and focus solely on the geometric approximation
between the design surface and the milled conical envelope. In
contrast to [20,25], we consider conical tools, but our compu-
tational framework supports fixed conical tools as well as those
resulting from our optimization process.

3. Problem formulation

Given a reference free-form surface @ and a conical tool
Y, find a set of M motions of ¥ such that the M envelopes
£21, ..., £y share, pairwise, the normal fields along the com-
mon boundaries (i.e., they form a G! collection of strips), and
approximate @ as closely as possible; see Fig. 3.

Since there might be several possible machining directions, we
assume, as additional input, that there is a preferred, dominant,
direction in which the tool should move. Such an assumption is
in accordance with the machining practice as there are typically
admissible directions for the axis of the tool, arising form the
collision detection analysis. We do not incorporate collision de-
tection in our setup, however, we validate, as a post-process, that
the extended axis of the tool towards the shank does not collide
with the reference geometry; see Fig. 4.
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Fig. 5. Machining direction control. Given a free-form surface @, a tangent vec-
tor (red) at its central point, and an approximate distance between neighboring
paths, a set of guiding curves g; is computed. The direction of the tangent
vector indicates the preferable machining direction and the guiding curves
are initializations of the boundaries between neighboring envelopes of a given
conical tool. The sets of guiding curves for three different guiding directions are
shown. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

Fig. 6. Challenge towards a single tool. Two milling paths of two different
custom-shaped tools ¥; and ¥, on one flank of a spiral bevel gear, cf. Fig. 1(a),
are shown [42]. The milling strips are color-coded by the signed distance to the
reference surface (wire-frame). Our objective is to optimize the tool and the path
towards a single conical tool and G'-continuous envelopes. (For interpretation
of the references to color in this figure legend, the reader is referred to the web
version of this article.)

We support two options for this additional input: either (i) @
is equipped with a smooth tangent vector field that indicates the
desired motions of the tool, or (ii) we are given a single tangent
vector at a central point of @. While (i) is more precise in terms
of the desired motions, (ii) gives a simple tool for a user to easily
control the desired motion; see Fig. 5.

We consider only one family of strips, i.e., we do not sup-
port T-junctions or more complex configurations. However, the
individual strips can differ in length, depending on the input
geometry; see Fig. 3. We also consider full engagement of the tool,
i.e., the tool is assumed to be involved as a whole, not only a tip
or a part of the cone.

Even though the cutting tool is not exactly a cone (see again
Fig. 2(a)), the tool spins around its axis at a very high speed, and
therefore we conceptualize the tool as a truncated cone in our
considerations.

Although it would be conceptually possible to handle multiple
tools, we assume that only a single truncated cone ¥ is used.
This, again, is in accordance with the real-life machining practice,
where a single tool is preferable.

To further motivate our approach, we show results from [42]
in Fig. 6 where one flank of a spiral bevel gear is approximated
by motions of two custom-shaped tools ¥; and ¥,. Even though
only two strips are needed to meet machining tolerance close to
13 pwm, there are two different tools, which first overlap at the
beginning of the milling paths and then form a gap between the
strips. Our objective is to offer a path-planning algorithm that will
lead to only one tool and, more importantly, will stitch together
the neighboring strips in a G! fashion.

4. Preliminaries

Consider as a machining tool a truncated cone ¥, which can be
thought of as the envelope of a one-parameter family of spheres
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Fig. 7. An envelope 2 of a moving tool ¥. General characteristics (red curves)
depend on the instantaneous motion and therefore change dynamically in time.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

centered along the axis
I(s)=(1—-s)a+sb, sel0,1]. (1)

The radii of the spheres are determined by the linear radial
function

r(s)=(1—s)ry +sr, sel0,1]. (2)

We assume that the point a corresponds to the tool tip, and b
to the base of the tool (i.e., closer to the shank), hence r; < r;.
Under this convention, it is sufficient to think of a motion of ¥
as a ruled surface y which is defined as

y(s, t) = (1 — s)a(t) + sh(t), s, t €[0, 1], (3)

where a(t) and b(t) are known as the rail curves. As the ruled
surface represents a motion of a rigid line, it holds

L=la(t)=b(t)],  Vte[0,1], (4)

which will be further referred to as the rigidity constraint. Pa-
rameter s corresponds to the ruling direction, while t can be
interpreted as time (or pseudotime).

The ruled surface y(s, t) describes a motion of the tool axis I(s)
in time t. The tool ¥ creates (under this motion) the envelope £2,
see Fig. 7, which can be parameterized as

Q2 :xt*=y—rnt, (5)
where

+ Ar(Gys — Fye) £ (ys x ¥i)y/(E — A})G — F? 6
n= EG — F2 (6)

is the normal vector of the envelope. Here, A, = r, — rq, and
ys and y; denote the partial derivative of y with respect to s
and t, respectively, and E, F, G are the components of the first
fundamental form of y(s, t). The envelope formula (6) is a special
instance of in [43, formula (4)] because y(s, t) is linear in s and
the radii of the spheres are constant in time (parameter t) and
linear in the direction of the rulings (parameter s).

In general, there are two branches of the envelope $2, the
upper envelope x™ and the lower envelope X, see (5) and (6). As
our motivation is the CNC application, we are interested only in
that branch that is closer to the reference surface ®. Therefore,
if there is no danger of confusion, we omit the superscript and
write only X, which is assumed to be the correct branch (and
analogously with the normal vector field n). At each time instant
t, the tool ¥ touches envelope 2 along the characteristic curve
ch(s) = x(s,t = const.). This curve is in general not static;
its shape depends on the instantaneous motion of the tool and
therefore changes in time as the instantaneous motion changes;
see Fig. 7.

Our objective is to construct a set of ruled surfaces y;, i =
1,..., M (for a given conical tool) such that two adjacent enve-
lope strips £2; are connected with G' continuity (see Fig. 8) and
also closely approximate the input surface @.
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Fig. 8. A G' continuous join of two envelope strips £2; and £2,. The ruled
surfaces y; and y, are constructed such that the corresponding envelope strips
£2; and £, are connected with G! continuity.

Fig. 9. Guiding curves. Five guiding curves g;,i =1, ..., 5 serve as projections of
the initial rail curves a", bi",i=1,..., 4 onto the target surface @. Therefore,
al" and b" are computed as offset curves ¢ along g with radii r; and r,
respectively. Rail curves ai" and bi" then define initial ruled surfaces y",

i=1,...,4 describing initial positions of the axes of the given conical tool.

5. Initial positions of the tool

In this section, we look for initial positions of the tool, i.e., we
construct M ruled surfaces y(s, t), i = 1,...,M, cf. Eq. (3),
such that the corresponding envelopes Qii"i are close enough
to the target surface @ and two neighboring envelope strips
are close to one another. These positions will serve as initial
guesses in our optimization-based framework (Section 6), where
we aim to improve the approximation error and also to fix the
tiny gaps/overlaps of the neighboring strips to be joined with G’
continuity.

For the construction of yﬁ"i(s, t) we employ the so-called guid-
ing curves gi(t) C &,i = 1,...,M + 1, serving as orthogonal
projections of the initial sought-after rail curves a;"(t) and b;"(t),
i = 1,...,M onto &. The guiding curves g;(t) are computed
using an approach based on an idea from [10]. In particular, we
represent g;(t) as level sets of a scalar function G : & — R,
i.e., G is constant along every g;(t). The function G is computed
within an optimization-based framework, where we require G to
be fair and with a constant gradient perpendicular to a prescribed
guiding direction. In the case when a tangent vector field is given
(instead of a single vector), VG is required to be perpendicular
to this vector field. As a result, we obtain a set of fair guiding
curves g;(t) in a given direction and distributed along & in a
quasi-parallel fashion; see Fig. 9 and recall Fig. 5.

To satisfy the requirement that the guiding curves are pro-
jections of the rail curves, the individual curves (level sets) are
chosen so that their mutual distance is equal to d = |/L? — A2
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Fig. 10. Construction of the base points on two neighboring guiding curves g;
and g;yq. The points g;; and g;y,; both lie in the normal planes (transparent)
of g at 8ij-

Using the above approach, we obtain the guiding curves as
fine polylines. However, we need to work with fewer variables
during optimization (Section 6). Therefore, we choose the so-
called base points g;j on g; such that ||g;; — g1 j+1ll = h, where
h is a chosen step size; we set h as 1/100 of the bounding box of
the reference surface in our implementation. To ensure that the
parameterizations g;;; and g;,i = 1, ..., M, are aligned, the base
points of g;; are obtained as the intersections of the normal
planes of g; at g;; with g;;1; see Fig. 10.

Remark 1. In our algorithm, we allow adjacent envelope strips to
have different lengths; recall Fig. 3. This should thus be included
in the considerations when computing the base points on the
guiding curves. In more detail, it may be that there is no inter-
section of the guiding curve with any particular normal plane. Or,
conversely, some base points may need to be added because they
cannot be obtained as intersections with normal planes.

As the next step, we construct the rail curves a; and b;, i =
1, ..., M, being the r{- and r,-offset curves of @ along g; and g;, 1.
In particular, we compute the base-points:

a; = Gij+riNg,

(7)
bij = g1 +nrngy,
wherei = 1,...,M,j = 1,...,N and n;; are the unit normal

vectors of @ at g; ;; see Fig. 9.

The construction via (7) is in accordance with the requirement

that two neighboring strips should meet along their shared g;
curve with at least C° continuity. A (discrete) conical tool can be
seen as a pair of spheres centered along the a; and b; curves, with
radii r; and r,, respectively. Since the tip of the tool in one sweep
and the bottom of the tool in the following sweep need to nicely
approximate @ along the guiding curve g;, the two spheres have
to move tangentially in a synchronized way along g;.
Remark 2. Note that the initial ruling surfaces y™ do not satisfy
the rigidity constraint (4). However, this is corrected in Section 6,
where the rigidity constraint has the highest priority in the op-
timization; see Fig. 11. The histogram shows all lengths of the
rulings (tool’s axis) for two strips on the gear geometry shown
in Fig. 6. Observe a minor variation of the axis’ lengths that got
optimized perfectly.

6. Optimized positions of the tool

In this section, we describe a global optimization method that
we apply to the initial tool positions. This leads to tool mo-
tions producing envelope strips that are globally G! continuous,
cover most of the target surface, and approximate it sufficiently

Computer-Aided Design 163 (2023) 103555
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Fig. 11. Initial and optimized axis length. The construction of two ruled surfaces
via (7) returns axes with varying length. The histogram shows the initial tool
lengths (blue) and optimized (red). (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)

Fig. 12. Quad structure. Instead of describing the tool motions using the base
points a;j, b;; on the rail curves, we use a grid of points m;; to describe the
whole structure. The grid points (green) create a quadrilateral mesh uniquely
describing the particular orientations of the tool covering the whole surface.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

well. For geometries where the G! continuity is in contradiction
with the approximation quality (such as on highly curved input
surfaces), our optimization-based framework offers a compro-
mise, with the option to prioritize the desired objective (e.g. the
G' continuity); this is facilitated in an intuitive fashion using
optimization weights.

In order to reduce the number of variables in the optimization
process, we define the so-called grid points m;; (or m-grid for
short) as the average of a;;1; and b;j, that is
i1+ bij

2 9
Note that m;q;, ai;1; and b;; lie on the common normal of
@ with the normal vector n;q;; see Fig. 12. These grid points
form a quad mesh that lies on the offset surface of & at distance
(r1 + r2)/2. On the boundary where the a and b points are not
defined, i.e., the very first path of the tool tip and the very last
path of the bottom of the tool (see Fig. 12), the grid points m;
and myq; are defined analogously via the surface normal, to
make the description of the whole quad structure uniform. That
is, we define the boundary quad points as

miqj = l:],,M—] (8)

m a;;+ Ay
1j = A+ —my, )

4, j=1.....N. 9)
my,; = by;— 5 Mt

The grid points m are the unknowns in our optimization, and the
base points a; j and b; ; on the rail curves are computed from them
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via
a;, = m Arn
i,j i.j 5 b 1.: 1,..., M, (10)
r 1= 1, ey N.
bi; = myq;+ 7“i+1,j7
To summarize, we have the whole quad structure described by
the grid of points m;;, i = 1,..., M+ 1,j = 1,...,N and we

can arbitrarily change the representation of the ruled surfaces y;
(describing the motion of the tool) from a; j, b;; to m;; and back.

So far, we have only incorporated our objective that the tip
and the bottom of the tool should move tangentially to &. This
would cause under- and over-cuts of the internal parts of the
conical tool. In order to further improve the approximation error
for the whole tool, i.e., to bring the tool closer to @ globally, we
sample individual rulings and the corresponding values of the
radial function, i.e.,

yf‘/ = ai.j(] — Sk) + bi,jslh
“ = (1 —sg)+ 125k,

_ k—1
TK-1

which introduces additional K constraints for every position of
the axis.

In summary, we have constructed an initial m-grid of N x (M +
1) points that we aim to optimize. On top of this, each ruling
has K samples, but these are not optimization variables as they
are fully determined by the position of the rulings. Consequently,
we have 3N(M + 1) variables for the optimization process. The
pair of radii (r1, r;) and the length of the tool L are, unless stated
otherwise, also taken as given (and thus fixed).

k=1,....K, (11)

Remark 3. Recall that the strips can have varying lengths,
i.e., each strip can have its own number of samples N1, ..., Ny,
which is also how our algorithm is implemented. However, to
simplify the arguments and notation, the formulae that follow
rely on a unified N for all the strips.

We are now ready to present the optimization of the initial
m-grid. We have several objectives that need to be satisfied: the
axis of the tool should be rigid, the motion of the tool should
closely approximate the references geometry, the motion should
be fair, and the strips should be joined with G! continuity. We
now address these objectives, one at a time.

Rigidity of the axis. In order to guarantee that the ruling sur-
faces y; actually describe the rigid motion of the tool’s axis, the
distance between a; and b; must be constant in time and equal to
L, which we capture by

Frigia(m NMZZ laij — byl — 12)°. (12)

i=1 j=1

Approximation quality. Another requirement is the quality of
the approximation, i.e., we want the corresponding set of enve-
lope strips to be as close as possible to the reference geometry.
We use the first order approximation of the surface (tangent
planes at the footpoints) and require the points on the axes to
move parallel to these planes at the distance given by the radius
rk, leading to

N K ,
X (vl =) a3

1 j=1 k=1

Mz

Fapprox(m) 3NMK

where yl i L is the closest point (aka footpoint) of yl on @.

Fair motion. Another natural requirement is the fjalrness of the
motion (to avoid tool chattering). To force the rail curves behave
nicely, which is equivalent that the m-grid behaves nicely in the
time direction, we formulate

1 M+1N-1
mzznmuﬂ 2m;; +m;; 2. (14)

i=1 j=2

Ffalr(m)
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Observe that Fg; is applied only in the time direction. In the
ruling direction, the m-grid is subjected to Fypprox.

G! continuity. To ensure the G! continuity between two ad-
jacent envelope strips, we require the projections of the rulings
(tool axis in time) of the neighboring ruled surfaces to the corre-
sponding normal vectors to be equal. Denoting the two involved
angles between the tool axes and the surface normal (see Fig. 14)
via
(Mg, bij —a;j)

cos(6.1)
Y Ibij — ajjll (15)
, ni; 15, biyj —aigy)
cos(@ij)
' [biy1 — aip1ll
we define
M—-1 N )
Foi(m) = N(M m— D> (cos(6/)) — cos(6?))" . (16)

i=1 j=1

Proximity of the initial guess. As a regularizer, we include a term
that prevents the optimized positions to move too far from the
initial guesses, that is

1 M N
3N(M + 1) ;; i a7

Putting all the terms above together, the resulting objective
function F to be minimized becomes

Fipi(m) =

F(m) = W1Frigia + waFapprox + w3Fg1 + waFini + wsFgir - (18)

Implementation details can be found in Section 7.1.

Remark 4. The highest priority is given to the rigidity constraint
with weight w;y = 1 and the least priority is given to the
proximity term with wy = 0.0001 (unless stated otherwise).
Other weights are assigned according to the specific priority,
e.g., G! continuity versus approximation quality; see for instance
the example in Fig. 16 for the particular impact of the weights.

7. Examples

We now demonstrate our algorithm on several benchmark
industrial examples as well as on synthetic free-form surfaces.
The first example shows one flank of a spiral bevel gear ap-
proximated by five paths of a given (fixed) conical tool, before
and after optimization; see Fig. 13. Observe the improvement
in terms of the approximation error in Fig. 13(b-c). The en-
velopes, £2;,i = 1, ..., 5, are color-coded by the signed one-sided
distance error dist(£2, @) towards the reference surface ®@. The
error is computed in a discrete fashion, by sampling the ruled
surfaces R;, computing their footpoints on @, and subtracting the
corresponding radius of the cone (recall Eq. (11)) as

dist(£2;, @) = max(dist(yf;, Vi = rh. (19)
J.K h

Fig. 15 shows the optimization of three paths with and with-
out the G'-continuity term; see w3 in Eq. (18). Again, the paths
are color-coded by the distance error towards the reference sur-
face (gear flank) @. Observe that when applying the G! constraint,
the error changes smoothly along the ruling directions, while
without it there are clear marks indicating only G° continuity. As
expected, the approximation error improves when relaxing the
G'-continuity constraint.

Another qualitative comparison showing the trade-off be-
tween the G' continuity and the approximation quality is de-
picted in Fig. 16. These two objectives are represented in Eq. (18)
by the corresponding terms via weights w,, and ws, respectively.
Prioritizing the G! continuity (see Fig. 16, top row), one obtains
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Fig. 13. An industrial benchmark. (a) A spiral bevel gear with a cavity between two teeth (top frame). (b) The right flank & is approximated by five initial strips of
a conical tool, as described in Section 5. (c) Our optimization (see Section 6) improves the accuracy towards @ and G' continuity of the neighboring strips. In this

example, the optimization weights were set as w, = 0.0001 and w3 = 1; see (18).

Fig. 14. G' continuity. (a) Three consecutive tool axis positions are shown,
together with surface normals (red) and tangent planes (gray rectangles) of
@ at the two footpoints. Two neighboring axes span angles ' and 62 with
the corresponding surface normal. The constraint ' = 62 represents the G’
continuity of the underlying envelopes. (b) The corresponding conical tools
aligned with the reference surface @ are shown. Note that the axis endpoints
are not the centers of the orbital circles but rather the centers of the inscribed
spheres. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

0.0121
.

—0.0121
-

Fig. 15. G' continuity. Three optimized patches on the gear flank are shown. In
(a), the term corresponding to G' continuity of the neighboring strips is applied.
Ignoring it in (b), by setting w3 = 0 in Eq. (18), one obtains a lot more accurate
approximation. Note that the error bars are set intentionally on different scales
for visualization purposes: the same error range as in (a) would result in all three
strips to be almost completely green in (b). (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this
article.)

an approximation with an almost perfect solution in terms of
normal continuity among the neighboring envelopes, but with
larger distance error. Prioritizing the approximation quality, by

setting w, = 1 and w3 = 0.001 (see Fig. 16, bottom row), the
distance error is improved up to the industrial thresholds only by
slightly compromising the G! continuity among the neighboring
strips.

An example of an approximation of a synthetic free-form
surface is shown in Fig. 17. The network of 12 guiding curves
g; generates a set of M = 11 initial strips using a fixed conical
tool in Fig. 17(b). Observe the clear gaps between the strips of
the initial envelopes, that got optimized towards G! continuity
(weights w, = 0.005, w3 = 1) for a cost of only a minor decrease
of the approximation quality.

Fig. 18 shows the impact of the tool engagement on the
approximation quality. When the whole tool is involved (Fig. 18,
top), it results in 5 paths, with the error above 5 pwm. Using only
the upper half of the tool, one needs 10 paths, but they offer a lot
better approximation. Observe that the error drops considerably
below 5 pm, which is typically the desired error threshold for
gear benchmarks.

Yet another example, now on an industrial dataset of a blade
of a blisk (aka blade integrated disk), is shown in Fig. 19. The
reference geometry, &, is the concave side of one blade, and
three types of initial paths were experimented with: vertical,
horizontal, and diagonal. Our framework does optimize the con-
tact path, but only to a very small extent and thus the paths
follow closely the initial guiding curves. The best option are paths
called ‘vertical’ (see Fig. 19, left), where the approximation error,
after optimization, is below 25 pm and the maximum kink angle
deviation is 1.14°. This fact is in accordance with the geometry
of the blade as its shape is close to a parabolic cylinder, and
therefore it is expected that the best machining directions would
be orthogonal to the ruling directions.

An example of a face mesh from [29] is shown in Fig. 20.
We set the guiding direction to be vertical, which resulted in 24
guiding curves and consequently M = 23 initial envelopes; see
Fig. 20(b). With this complex geometry, the optimization worked
only until certain extent (see Fig. 20(c)), as the lengths of the tool
(of all positions) did not converge to a constant.

Another comparison with [29] is shown in Fig. 21, where a
surface with a convex and a concave bumps is shown. Clearly,
such a geometry is not well suited for approximation with conical
tools and the approximation errors are above the fine machining
tolerances for flank milling. However, our objective is to look for
approximations which offer G! connections between the adjacent
envelopes, and this has been achieved; see Fig. 21(c) with a nicely
smooth silhouette of the envelope strips.

Our final example shows a comparison of a given conical
versus a given cylindrical tool; see Fig. 22. For a flat geometry, e.g.
the flank of the gear, such a comparison would give a marginal
difference as the flat tool (conical or cylindrical) can approximate
it very well. On a free-form surface, however, one may observe a
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‘=" | angular error -t =)

Fig. 16. Accuracy versus G' continuity. Left: Another initialization on the gear flank using 5 strips. The optimization towards G! continuity (upper row) or accuracy
(lower row) is shown. Middle column: the optimized envelopes, color-coded by the approximation error. Right column: the quad structure of the m-grid. The
quadmesh is color-coded by the angular difference (cos(ng) — cos(ij))2 between the surface normal and the tool axes; recall Eq. (16). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)

A

\

N

b'”‘
)

dist(Q, @)
A
—2.64

(d) SRS

S =
Loptimized (3D view) | 2,64

Fig. 17. A general free-form surface. (a) An initial network of the guiding g curves is computed as described in Section 5. The initial paths (b) and the optimized
counterparts (c), when prioritizing the G' continuity, are shown. (d) A 3D view of the surface and the optimized paths.

Fig. 18. Tool engagement. The same tool is used, but with different engage-
ments: full in (a) and partial in (b). (a) 5 strips. (b) Using only the upper-half
of the tool results in 10 strips, but the approximation error drops considerably
below 5 pm.

slightly better performance of the conical tool. This agrees with
the theory: while both cylindrical and conical tools have constant
(zero) Gaussian curvature, conical tools adapt better towards the
given free-form shape.

7.1. Implementation details

All the simulations have been performed on a standard laptop
with 16 GB RAM and a 2.3 GHz Dual-Core Intel Core i5 processor.
The algorithms corresponding to guiding curves generation have
been implemented in the virtual Jupyter environment (same as
in [10]), and the global tool path optimization framework has
been implemented in Python 3.7.0 with the Trimesh, Tensorflow,
and Scipy libraries. The average computation took around 30
minutes. The most expensive example was that of Fig. 20, which
took 65 minutes. An overview of the optimization parameters of
all presented examples is given in Table 1.

7.2. Discussion & limitations

Collision detection. In our implementation, we did not incor-
porate global collision detection into the path-planning stage.
One could compute the bounds on the non-colliding position,
e.g. using the approach used in [30]. However, such an approach
would be an additional computational burden and more impor-
tantly would reduce the search space of all possible positions
of the truncated cones. The main challenge of this work lies
in connecting the adjacent envelopes in a G' fashion and the
collision detection is left as a post-process.

Initialization. When initializing the motions of the tool, we
compute the guiding curves that are as parallel as possible and
their distance is desired to be d = ,/L*> — A2. This equation
assumes a tangential contact at both ends of the tool and a
planar surface. Therefore, such an initialization is sufficient only
for relatively flat surfaces and/or scenarios when the size of the
tool is relatively small compared to the (principal) curvature radii
of the surface. For highly curved regions, as shown e.g. in Fig. 17,
such an initialization is not sufficient as the above constraint on d
is clearly violated. Recall also Fig. 20(d), where the initial guess is
poor and the tool axis length is not optimized to a constant, which
means that the physical realization would not even be possible
(as the tool has to be rigid).

Complex geometries. Our wish to approximate a free-form sur-
face using G' continuous envelopes of conical tools is possible
only for relatively flat geometries. A clear limitation is showed
in Figs. 20 and 21, where the optimization does not manage to
approximate the input surface within sufficient accuracy. How-
ever, this is not a limitation of the proposed methodology, rather
a limitation related to the fact the e.g. convex surfaces cannot
be closely approximated by a straight tool’s envelopes and over-
and/or under-cutting is inevitable.

Error measurement. In the geometric processing literature,
there are various ways how to measure the error between two
geometric entities, such as meshes. While the error measurement
in the terms of the classical Euclidean metric is the most common
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Fig. 19. Path dependence. A blade of a blisk (left) is approximated by three sets of milling paths according to the desired pivotal direction: vertical, horizontal, and
diagonal (from left to right). The top row shows the initial paths, and the bottom row shows the optimized paths using w, = 0.001 and w3 = 1. The envelopes
are again color-coded with the distance error to @. The orientation of the @ patch is signaled by the correspondence of its corners using the x and + symbols. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

initial

optimized

P 1 —1.69
(a) (b) ()

(d) 0 100 200 300 400

Fig. 20. A complex free-form surface. (a) An example of a face mesh @ from [29] with the initial guiding curves. (b) The initial set of M = 23 envelopes and (c)
the optimized counterparts, both color-coded by the distance to &. (d) The histogram of the tool’s length of 506 axis positions. The optimization failed to make the
axis length constant, cf. Fig. 11. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

optimized

Fig. 21. A convex-concave surface. (a) Another challenging geometry taken from [29]. The initial (b) and the optimized (c) envelopes, color-coded by the distance
to the input surface, are shown. While the initial envelopes have visible gaps (top frame), the optimization makes the result close to G', at the cost of a slightly
higher approximation error. Observe the smooth silhouette (bottom frame) of the approximation of the convex part. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
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Fig. 22. A conical versus a cylindrical tool. Using the same set of guiding curves (top frame), a synthetic free-form surface is approximated by four envelopes of a
conical (a) and cylindrical (b) tool.
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An overview of the simulation parameters for different examples used throughout the paper and the resulting errors. We report the length L of the axis, the two
radii, the number of sampling points sampled on the quad structure, the final error after optimization, and the mesh size. All lengths are given in millimeters.

Example L T T # points N x M x K Error Mesh size (mm)
Gear Fig. 13(c) 197 0.2988 0.986 40 x 5 x 40 0.01

Gear Fig. 15(a) 2.71 0.3 1 14 x 3 x 40 0.041

Gear Fig. 15(b) 271 0.3 1 14 x 3 x 40 0.0121

Gear Fig. 16 1.71 0.3 1 15 x 5 x 40 0.019 41 x31x 16
Gear Fig. 18(a) 1.717 0.3 1 15 x5 x 40 0.0051

Gear Fig. 18(b) 0.85 0.3 0.65 15 x 10 x 40 0.0051

Blisk Fig. 19 (vertical) 2.46 1 0.3 10 x 16 x 30 0.28

Blisk Fig. 19 (horizontal) 2.10 1 0.3 10 x 15 x 30 0.28 12 x 47 x 37
Blisk Fig. 19 (diagonal) 2.83 1 0.3 10 x 19 x 30 0.28

Face Fig. 20(b) 2.13 0.3 1 23 x 23 x 30 1.69 67 x 90 x 27
Concavity Fig. 21(b) 2.64 0.3 1 21 x 20 x 20 0.25 80 x 80 x 30
Free-form Fig. 17 23.85 3 10 20 x 11 x 30 2.64 280 x 290 x 100
Free-form Fig. 22(a) 18.62 2 4 20 x 4 x 40 2.38 108 x 253 x 55
Free-form Fig. 22(b) 18.67 4 4 20 x 4 x 40 2.38

one, one may consider the deviation of the normal fields as
well [44]. Our algorithm looks for solutions that minimize both
the distance between the envelopes and the reference surface,
and the deviation of the normals between the neighboring strips.
On a conceptual level, it is a step towards a Sobolev metric
H! that combines the deviation of distances (points) and angles
(normals), in our case blended with the corresponding weights;
recall Eq. (18).

Optimization. We incorporated the hard constraint on the tool
axis length as a soft constraint with a high weight. The opti-
mization worked well this way, recall Fig. 11, except for complex
geometries (Fig. 20(d)) that contradict good G' approximation.
We used gradient-based methods to optimize the initial positions.
While these methods work very well once a good initial guess is
provided, these methods typically tend to converge to local min-
imizers in scenarios where the initial guess is not good enough.
One could experiment with stochastic and/or machine learning
methods to improve the optimized solution. Such investigations
fall beyond the scope of the current paper.

Fixed versus variable tool. In most of the examples, we set the
radii r; and r, as fixed, and optimize the length L of the tool.
We incorporated r; and r, as optimization variables in Fig. 13,
but the error improvement was marginal compared to fixed radii
(r1 = 0.3, , = 1). In contrast, fixed length turned out to be a
more significant factor and therefore we optimized mainly for L
in our examples.

Overlapping. One could allow the tool to “overlap”, i.e., when
constructing the envelopes to allow tangential gliding such that
only a subpart of the tool would be involved/engaged. This en-
gagement would change along strips and also dynamically in
time. Such an approach might improve the approximation error.
However, it would require a very different conceptual approach
and would be computationally more expensive as the beginning
and end of the engagement would have to be incorporated as
extra variables.

8. Conclusion

We have introduced a new path-planning algorithm for 5-
axis flank CNC machining of free-form surfaces using conical
and/or cylindrical tools. Given an input free-form surface and
a pivotal machining direction given by a set of guiding curves
or just a single tangent vector, our framework computes the
milling paths of a conical tool, fixed or variable, such that the
tool moves close to the given guiding curves, and, among other
standard objectives such as the motion smoothness or approxi-
mation quality, optimizes the motions such that the neighboring
paths are G' continuous. As this constraint is too restrictive for
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complex geometries, our optimization-based framework offers a
trade-off between the approximation quality (machining accu-
racy) and G! continuity of the neighboring paths, controlled by
the corresponding weights in the our optimization.

Our algorithm has been validated on several industrial bench-
mark datasets as well as on synthetic free-form geometries. We
have shown that our results meet the fine industrial tolerances
of a few micrometers. In regions where G' continuity and high
accuracy cannot be met simultaneously, e.g. on highly convex
patches, one may consider curved (aka custom-shaped) tools,
which remains an interesting direction for future research, as well
as physical validations of this methodology.
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