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Pilot’s representation of dynamic situation in aviation, 

toward a visuospatial anticipation span 

Marianne Jarry, Colin Blättler, & Vincent Ferrari  

Centre de Recherche de l’Ecole de l’Air, Salon-de-Provence, France 

  Abstract 

In aeronautical context, operators are confronted with complex dynamic situations in 

which they must represent the spatial state of several events and their possible 

evolutions. For example, a pilot in dense air traffic must be able to anticipate multiple 

trajectories to avoid collision. However, there is no description in the literature of a 

visuospatial anticipation span, i.e., how many dynamic events is an individual able to 

anticipate simultaneously? The objective of this study is twofold: (1) to set up a 

research protocol that objectively measures a visuospatial anticipation span and (2) to 

determine its limit. This study is based on the representational momentum paradigm 

(Freyd & Finke, 1984), which classically measures the ability to anticipate the 

movement of a single target (Hubbard & Bharucha, 1988) or a scene (Blättler, Ferrari, 

Didierjean, & Marmèche, 2011). The originality of this study is that 21 participants 

had to recall the position of five targets moving simultaneously in different directions. 

The results show for the first time that the individual is able to anticipate the trajectory 

of five events. This study may guide future studies aiming at further understanding 

the limits of human anticipation and thus improving human-vehicle collaboration 

through the development of adaptive autonomous systems. 

  Introduction 

In the aeronautical context, operators (air traffic controllers, pilots) are confronted 

with complex dynamic situations in which they must represent the spatiotemporal 

state of several events and anticipate their evolution. For example, a pilot can visualize 

nearby traffic using his Traffic Collision Avoidance System (TCAS; Figure 1) and a 

controller can access traffic on his Air Traffic Control (ATC) screen. These display 

systems have many dynamic elements representing an air traffic situation. Since these 

operators perform a multi-tasking activity, they do not focus their attention on all these 

dynamic elements at all times. However, it seems that the operators manage to 

maintain a global coherence of the situation in what is commonly called Situation 

Awareness (SA) (Endsley, 1995). This model is described with three levels, from 

perception to projection (i.e., anticipation). It is the elements perceived at level 1 that 
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can be projected into level 3. However, the studies on visuospatial span highlight the 

limited ability to integrate information, and the number of elements that operators can 

project in their SA can therefore be investigated. It is widely agreed that the 

visuospatial span of short-term memory is about 6 (Kessels, van Zandvoort, Postma, 

Kappelle & de Haan, 2000), but this type of measurement does not incorporate the 

dynamic dimension that is essential in aeronautical situations. The aim of this study 

is to measure the limit of the number of dynamic elements that the individual can 

represent to him/herself: i.e., a visuospatial anticipation span. 

 

Figure 1. Simplified representation of the content of a Traffic Collision Avoidance System 

(TCAS) screen. The operator reading the screen is spatially symbolized by the aircraft at the 

bottom of the image. Each element (diamond) represents a moving object in the airspace near 

the aircraft. Each arc represents a distance in nautical miles from the aircraft (5, 10, 15 to 20 

nautical miles). 

Visuospatial anticipation has been studied for about 40 years in the Representational 

Momentum (RM) paradigm. RM is defined as the tendency of an individual to 

memorize the spatial position of a moving target or scene further away than it actually 

is (Freyd & Finke, 1984). Thus, when the individual observes a moving object, he or 

she represents its spatial position as shifted in time, i.e., ahead of time. When 

participants are asked to indicate the last spatial position of a moving target that 

disappears unexpectedly, they respond further than the actual position of 

disappearance (see Figure 2; Hubbard & Bharucha, 1988). 

The authors explain these results by the momentum metaphor theory which suggests 

that the principle of momentum is incorporated in mental representations. Thus, 

mental representations would incorporate a component of inertia like that observed 

for moving objects. Indeed, a physical object in motion cannot be immediately 

stopped because of its momentum, in the same way a mental representation of this 

motion cannot be immediately stopped because of a similar momentum within the 

representation system. Thus, the processes underlying RM allow for the production 

of visuospatial anticipation. Integrating the measure of visuospatial anticipation into 

the model of classical SA provides an objective measure of the “projection” 
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component of this model. Although this study only addresses the question of how 

many dynamic elements an individual can anticipate, another advantage of choosing 

visuospatial anticipation as measured by RM study methodology is that these 

processes are involved in perception, action, and cognition at the same time. 

Approaching SA through the lens of visuospatial anticipation would allow for a very 

broad spectrum of SA projections to be addressed. 

 

Figure 2. Materials and results adapted from Hubbard and Bharucha (1988). Target 

movements were horizontal leftward or rightward or vertical upward or downward. The black 

circles correspond to the disappearance points of the stimuli. The white circles correspond to 

the disappearance positions recalled by the participants on average. 

Visuospatial anticipation has most often been studied through perceptual processes 

and attributed to a function of compensating for neural delays between retinal cell 

activation and the corresponding cortical activation (Nijhawan, 2002; Devalois & 

Devalois, 1991). Indeed, even if this delay may seem short (of the order of a hundred 

ms), the position of an object may have moved. Thus, an action towards this object 

may be delayed if no compensation is exercised. In this context, the speed of 

movement of an object has a direct impact on the extent of the visuospatial 

anticipation that is elaborated. The greater the speed of movement on the retina, the 

greater the extent of anticipation (Berry, Brivanlou, Jordan, & Meister, 1999). While 

this compensation is present at early stages of visual processing (see Hubbard 2005 

for a review) other research shows that visuospatial anticipation appears at higher 

stages. Indeed, Hubbard and Bharucha (1988) showed that implicit knowledge of 

gravity force is integrated into visuospatial anticipation: a target moving downward 

(as if the target were falling) elicits a greater magnitude of visuospatial anticipation 

than if the movement is upward (see also Hubbard 2020 for a comprehensive review). 

Again, the implication of implicit knowledge of gravity is relevant to the interaction 

an individual has in, for example, grasping an object that is thrown at them (see also 

Hubbard, 2005 and 2006 for the influence of other types of implicit knowledge of 

physics such as centripetal and frictional force). Processes concerning action plans, 

involved during direct interaction with a moving object, have been shown to be 
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integral to the development of visuospatial anticipation. If an observer actively 

controls the target movement, then the magnitude of visuospatial anticipation is 

greater than if the observer passively observes the same target movement (Wexler & 

Klam, 2001; Blättler, Ferrari, Didierjean, & Marmèche, 2012). While the examples 

provided above can be considered to involve low-level processing, other research 

shows the involvement of higher-level processes such as conceptual knowledge (a 

drawing labeled “rocket” elicits greater visuospatial anticipation than if the same 

drawing is labelled “building”, Vinson & Reed, 2002), allocation of attentional 

resources (the more resources are focused on the target, the less visuospatial 

anticipation there is, Hubbard, Kumar, & Carp, 2009) or expert knowledge (a plane 

landing scene seen from the pilot’s point of view is anticipated more if the observer 

is an expert pilot than a novice, Blättler, Ferrari, Didierjean, & Marmèche, 2011). 

In the aforementioned experiments and the rest of the literature regarding visuospatial 

anticipation, no research asks the question of how many elements the cognitive system 

can anticipate. Studies by Blättler et al. (2010, 2011, 2012) and Khoury, Blättler, and 

Fabre (2020) show that participants are able to produce visuospatial anticipation when 

viewing natural scenes (driving or flying from the driver/pilot’s perspective). 

Although the scenes used have multiple elements, they all move in the same direction 

(approach). Finke, Freyd, and Shyi (1986) measured visuospatial anticipation of a 

dynamic pattern of three black dots with different directions. The induction was done 

by the successive presentation of 3 images. Afterwards, a fourth image was presented. 

The participants were then asked to answer whether “yes” or “no” the fourth image 

was similar to the third (Figure 3). The number of “yes” answers was higher when 

image 4 corresponded to the continuation of the induced movement. The authors thus 

observed visuospatial anticipation of the dynamics of the dot pattern. However, the 

authors did not assess the visuospatial representation of each dot. Thus, a strategy 

implemented by the participants could be to look at only one of them.  

 

Figure 3. Material adapted from Finke, Freyd and Shyi (1986). Each image was presented 

successively to induce movement in the targets (image 1 to 3). Image 4 appeared and 

participants were asked to compare it to the previous image. Participants were then asked to 

answer whether “yes” or “no” image 4 and image 3 were the same. In this example, images 

3 and 4 are the same. 
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The question remains, what happens when the individual observes elements moving 

in different directions? To address this shortcoming, in order to measure a visuospatial 

anticipation span, the present study is an adaptation of the Finke et al. (1986) protocol. 

Participants’ response intake is modified to obtain a measure of anticipation for each 

element. The scene represents an aeronautical situation in the appearance of a TCAS. 

This display features a central triangle symbolizing the aircraft being flown and five 

dots representing various aircraft moving around the aircraft (no altitude information 

is presented as this is not a collision avoidance task). After a motion induction of the 

five aircraft, participants respond by pointing to the last seen position of the 5 targets 

on a touch screen in a specified order for each trial. Participants are expected to recall 

the last position of the aircrafts further along their own movement direction. 

  Method 

  Participants 

A total of 21 students (21 male) in engineering school participated in the experiment 

(ages 21 to 23 years). Participants were recruited on a voluntary basis. They all gave 

their consent to participate and were told that they were free to stop the experiment at 

any time. All participants had normal or corrected vision. 

Sample size was defined using a power test with RStudio power.t.test (power of test 

= 0.9, true difference mean = 0.45, standard deviation = 0.45 and significance level 

= 0.05). 

  Stimuli and apparatus 

10 scenes were created on an image processing software. Each scene was composed 

of 5 targets (black dots of 24 pixels in diameter) in which a number is written (from 1 

to 5; see Figure 4. The spatial distribution of the targets was different for each scene. 

The induction of movements was done by the sequential presentation of 3 images. 

From one image to the next each target moved 40 pixels in a straight line either on the 

vertical axis (up/down, down/up) or on the horizontal axis (left/right, right/left). A 

triangle of 62 pixels in height with a base of 58 pixels symbolized the aircraft being 

flown and remained stationary. The experiment was presented on a 19-inch square 

touch screen with a definition of 1080x720 pixels. 

  Procedure 

Before the beginning of the experiment participant gave their consent and were told 

that they were free to stop the experiment at any time. Age and gender were collected 

for this experiment in an Excel spreadsheet along with the participant’s number. They 

were also aware that their data were anonymised and will be kept confidential. 
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Participants were seated 60 cm away from the touchscreen. They were instructed to 

recall the last perceived position of the 5 targets using the touchscreen in a clockwise 

direction following the ascending order of the numbers written on each target (from 1 

to 5; see Figure 4). 

The experiment began with a familiarization phase (2 trials). One trial consisted of a 

motion induction phase of the 5 targets. The presentation time of the images was 250 

ms. The interstimulus interval (ISI) was 250 ms. Each scene was presented 10 times 

to participants (10 times * 10 scenes = 100 trials). Once 5 responses (position of the 

target on the screen, x’, y’) were recorded, another trial was presented (Figure 5). 

 

Figure 4. Example of an image presented during the experiment. The black triangle in the 

centre of the image symbolized the plane being flown. The black dots were the targets. A 

number from 1 to 5 was written in the centre of the dot. 

 

Figure 5. Diagram of a trial. Stimuli 1, 2 and 3 were used to induce a movement to each 

target (1 to 5). The images appeared sequentially for 250 ms. The interstimulus interval (ISI) 

was 250 ms. After a retention interval set at 250ms, the response image without the 5 targets 

appeared. Participants were then asked to point to the last perceived position of the targets 

(corresponding to stimulus 3) on the touch screen. Once 5 responses were recorded, another 

trial was presented. 
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  Results 

The difference between the vanishing point (x,y) and the recalled point (x’,y’) is called 

displacement. For each direction of motion, the displacement of the recalled point 

along the axis of motion is called VS-displacement (for Visuospatial displacement), 

and the displacement along the orthogonal axis, O-displacement (for Orthogonal-

displacement) (see Figure 6). 

 

Figure 6. Example of a participant’s response and the calculation of the measurements. The 

black circles correspond to the disappearance points of the targets. The white circles 

correspond to the points recalled by the participants. The displacement of the white circle 

along the continuous motion axis is VS-displacement and the displacement along the dashed 

orthogonal axis is O-displacement. 

  VS-displacement analysis 

Thus, for each target and for each trial, a pixel value was obtained which could be 

positive or negative signifying the direction of the shift of the participants’ 

visuospatial representation. Five means were calculated according to the prescribed 

recall number, from Mtarget1 to Mtarget5 (see representation of results Figure 7). These 

differences provide the magnitude of anticipation of the final position of each target. 

For each mean, if the value is significantly positive then a visuospatial anticipation is 

obtained. 

Student’s t tests were performed to assess whether the means were significantly 

different from 0. VS = + 33 pixels (SD = 7), t(20) = 21.1, p < .001. Tests were 

significant for targets 1, 2, 3, 4, and 5, t(20) = 30.9, p < .001 (M target1 = + 42 px, SD = 

6); t(20) = 18.965, p < .001 (M target 2 = + 41 px, SD = 9); t(20) = 17. 437, p < .001 

(Mtarget3 = + 50 px, SD = 13); t(20) = 7.45, p < .001 (Mtarget4 = + 23 px, SD = 14); t(20) 

= 4.122, p < .001 (Mtarget5 = + 10 px, SD = 11), respectively. 

A repeated measures One-Way ANOVA was conducted with target number (1-5) as 

a within-group factor to observe if there was an effect of response order on 

anticipation magnitude. The analysis revealed an effect of response order, F(4,80) = 
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57, p < .001. Bonferroni post hoc tests revealed that the magnitude of anticipation for 

Target 1 is not different from Target 2 or Target 3; Target 1 vs. Target 2, p = 1; Target 

1 vs. Target 3, p = .072. All other tests were significant; p < .05. 

 

Figure 7. Graphical representation of the means of the differences between the vanishing 

position (at 0) and the position recalled by the participants as a function of the response 

order (target 1 to target 5). Variances are expressed as standard errors. 

  O-displacement analysis 

A Student’s t test was performed to assess whether the mean O-displacement (+78 px, 

SD = 5) was significantly different from zero. O-displacement is indeed different from 

zero, t(20) = 63.147, p < .001. 

  Discussion 

The aim of this study was to measure the limit of the number of dynamic elements 

that the individual can anticipate simultaneously: i.e., a visuospatial anticipation span. 

For this purpose, participants were asked to recall the last position of 5 targets, with a 

proper motion, presented in the same scene. Participants were expected to recall the 

last position of the targets further in the direction of their own movements. 

The results show that participants are able to anticipate a situation with five moving 

targets. Indeed, the overall average visuospatial anticipation of the five targets was 

significantly positive. This experiment allows for the first time to observe visuospatial 

anticipation for several elements, each of which has its own motion. Indeed, unlike 

Finke and Freyd (1985) and Finke et al. (1986) who evaluated a global pattern of three 

targets, here the visuospatial representations of each target were evaluated. Thus, the 

visuospatial anticipation span can be considered to be at least up to 5 items. However, 

a finer level of analysis puts this result into perspective. 
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The target-by-target analysis reveals that the magnitude of visuospatial anticipation 

changes with the recall order. Indeed, the magnitude of visuospatial anticipation 

increases until the third recalled target and then decreases rapidly. This evolution of 

the magnitude of visuospatial anticipation could be explained by the time that passes 

between the moment of target disappearance and recall. Indeed, there is a confounding 

variable between response time and recall order. The higher the recall number, the 

more the time to give the answer is important. This effect is classic in the RM literature 

(Freyd & Johnson, 1987; De Sá Teixeira, Kerzel & Lacquaniti, 2019). Freyd and 

Johnson (1987) show that visuospatial anticipation varies according to the retention 

interval (i.e., time between the last position seen and recall). These authors show that 

the magnitude of visuospatial anticipation increases up to 300 ms of IR and then 

decreases up to 900 ms. Thus, for these authors, this dynamic evolution of the 

visuospatial representation refers to the momentum metaphor. This metaphor implies 

that the inertia component, like the one observed for moving objects, is integrated in 

the visuospatial representation that participants make of the objects. This dynamic 

property of the visuospatial representation is therefore a sine qua non for showing that 

what is being measured is visuospatial anticipation. The pattern of results obtained in 

the study presented here seems to correspond to this dynamic property of the 

visuospatial representation. Thus, what is measured can be considered as visuospatial 

anticipation. Nevertheless, in this study the response times of the participants were 

not recorded, thus not allowing for comparative temporal analyses with previous 

studies (e.g., Freyd and Johnson, 1987). 

Several limitations must be overcome in order to measure an anticipatory span (1) the 

consideration of displacement along the orthogonal axis, (2) the disappearance of 

anticipatory traces over time, and (3) the maximum number of elements that an 

individual is able to anticipate simultaneously. Regarding (1) it is observed here that 

the amount of O-displacement is larger than those observed in previous studies (e.g., 

Hubbard & Bharucha, 1988). Thus, the relationship between O-displacement and the 

number of moving elements presented in a scene should be checked in future studies. 

Regarding point (2), Jarry, Blättler and Ferrari (2022) have indeed shown that after a 

delay of 1125 ms visuospatial anticipation is no longer observed. These authors also 

show that after a longer delay of 2250 ms participants are behind “reality”. As the 

method presented here asks participants to recall the position of elements in a precise 

order, the greater the number of elements to be recalled, the greater the recall time of 

the last elements. Thus, if recall occurs after 2250ms it may be that the anticipatory 

traces have faded because of time and not because of an exceeded span. Future studies 

should therefore disambiguate this point. Regarding (3), these initial results on 

visuospatial anticipation span are novel, but the numerical limit of visuospatial 

anticipation remains to be explored. Future studies will need to increase the numbers 

of dynamic features presented while carefully controlling the recall time in order to 

clearly establish a visuospatial anticipation span. 
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Once the visuospatial anticipation span is established, it will be possible to study its 

variations by the factors already identified in the visuospatial anticipation literature. 

The operationalization of visuospatial anticipation span assessment method will be an 

asset in the HMI optimization. For example, in the aviation environment, it has been 

observed that an experienced pilot anticipates more than a novice (Blättler et al., 

2011). The same may be true regarding the visuospatial anticipation span. Indeed, 

studies on cognitive expertise show that the development of chunks or templates (e.g., 

Gobet and Simon, 1996) through the strategic links maintained by the elements 

present in a familiar scene considerably increases the number of elements that the 

individual can picture. Moreover, Ferrari, Didierjean and Marmèche (2006) have 

shown an anticipation component in the representations of chess experts. If chess 

experts do not perceive a physical movement of the pieces on the chessboard, they 

infer a strategic dynamism (i.e., the possible future moves from a perceived 

organization of pieces on the chessboard). It could be that pilots and air traffic 

controllers integrate visuospatial and strategic anticipation components to their 

representations. This research direction could reinforce the classical SA model of a 

generic anticipation structure based on integrative processes of perception, action and 

cognition. 

The completion of the macroscopic model of SA by a finer understanding of the 

projection processes, in particular its spatiotemporal and numerical limits, will allow 

to improve initially the HMIs (e.g., TCAS and ATC) and the future interactions 

between human agents and artificial agents (e.g., autonomous vehicles). 
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Abstract 

Drivers experience difficulties when interacting with automated driving systems. The 

need for driver training is generally acknowledged, but training is limited so far – 

leaving the driver to learn by “trial and error”. We tested an Adaptive Tutoring System 

(ATS) in a driving simulator study. The ATS concept is based on prior research that 

includes a task analysis investigating the interaction with SAE level 2 systems, a re-

analysis of thinking aloud data from a large-scale field study, and research on 

categorizing drivers. These in-depth analyses allowed us to define the tutoring content 

and construct a truly adaptive tutoring system. The ATS was designed to support 

drivers in learning how to calibrate their level of trust and reliance strategy to different 

driving contexts and system reliability levels. Two groups of participants drove in 

low- and high-risk scenarios, where one group received the tutoring (tutoring group), 

and the other group only written information (baseline group). Calibration of trust and 

reliance strategy were assessed by changes in subjective trust ratings, monitoring 

behaviour and system usage from low- to high-risk scenario. Results indicate that the 

ATS does support drivers to calibrate their interaction strategy to a changed driving 

context and system reliability. 

  Introduction and Previous Work 

Vehicle automation is developing fast – in fact so fast that it is difficult for drivers to 

keep up with the pace of development. Current systems on the market are equipped 

with SAE (Society of Automotive Engineers) level 2 systems which support the driver 

in lateral and longitudinal task of driving (SAE, 2018). These new, often complex 

systems require the driver to learn a whole new set of skills and gain knowledge about 

a number of new topics (Heikoop, 2019). For years, human factors research has 

already pointed to the arising problems and risks which are associated with the 

introduction of vehicle automation (Endsley, 2017; Victor et al., 2018).  

It is generally acknowledged that additional tutoring for advanced driver assistance 

systems is needed as most of the time drivers only receive a short introduction from 

the car dealer and are left to learn how to interact with these systems by “trial and 
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error” (Boelhouwer, 2020b; Endsley, 2017). This is highly unacceptable given the 

potential risks resulting from this lack of training.  

In response to this, researchers begin to investigate different driver training 

approaches which generally show positive effects on interaction performance 

(Boelhouwer et al., 2020a; Forster et al., 2019a; Payre et al., 2016). However, one 

critical skill will be to recognize when the system reaches its operational boundaries 

and to calibrate the level of trust and reliance strategy according to changes in system 

reliability (Lee, 2020). Research shows that drivers tend to do that in general (Kraus 

et al., 2019) but also, that this is not necessarily true for all drivers. Recent research 

suggests that distinctive categories of drivers are observable when it comes to this 

skill (Neuhuber et al., in press). Since this is such a critical skill and drivers seem to 

differ, it is important to adapt tutoring approaches to the respective category a driver 

can be assigned to. The tutoring system proposed in this study aims to specifically 

address this point.  

  Adaptive Tutoring System (ATS) 

The ATS content was defined based on a task analysis describing the required 

knowledge and skills when interacting with SAE level 2 systems, a re-analysis of 

thinking aloud data from a large-scale field study (Neuhuber et al., 2020), and research 

on categorizing drivers based on their interaction strategy with advanced driver 

assistance systems (ADAS; Neuhuber et al., in press). 

For the task analysis every stage of the interaction with a level 2 system was analysed. 

Results were the cumulative set of knowledge and skill requirements for drivers. 

These requirements were structured based on the theory of knowledge spaces (Heller, 

Steiner, Hockemeyer & Albert, 2006) to ensure a logical order of the tutoring content 

(figure 1). 

 

Figure 1. Knowledge-tree for the interaction with level 2 systems. NDRA = Non-Driving 

Related Activity, ODD = Operational Design Domain. 
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The scope of the study was limited so the final setup focused on a reduced number of 

knowledge and skill aspects. The tutoring omitted the topics of Operational Design 

Domain (ODD) and detailed content about warnings and system (de-)activation.  

The analysis of the thinking aloud data highlighted which areas the tutoring system 

would need to focus on. The data is based on a field-study with 100 participants 

interacting with a commercially available level 2 system on a highway section. The 

overall results show that 28% of the participants experience some form of mode 

confusion. Almost half of the participants (45%) report to have difficulties to interact 

with the system. Most prominently, 63% of the participants made comments which 

suggested that they had not yet developed a correct mental model about the system 

functionalities and limitations. Therefore, the results highlight the need to focus on 

system functionality and limitations in the tutoring.  

An additional aspect of the ATS is to provide adaptive tutoring lessons based on the 

driver’s interaction strategy. This is based on previous research (Neuhuber et al., in 

press) which indicates that not all drivers calibrate the level of trust and reliance 

strategy to changes in situational risk and system reliability. Distinctive categories of 

drivers are observable in this regard (under-trusting, over-trusting, and calibrated). 

Under-trusting drivers tend to report low levels of trust and intensely monitor the 

system in low-risk situations. In contrast, over-trusting drivers show high levels of 

trust, tend to monitor the system less intense and are also hesitant to take-over manual 

control in high-risk driving situations. Calibrated drivers adapt their interaction 

strategy to the level of situational risk. 

The initial prototype of the ATS consists of mainly three parts: i) a short video which 

is shown to the driver before the first interaction with the system; ii) short “reminders” 

to consolidate the learnt material; and iii) adaptive tutoring content which is based on 

a general categorization of drivers. 

The ATS video combined verbal explanations to the defined topics with either 

schematic visualizations or short video clips (figure 2).  

 

Figure 2. Exemplary screenshots of the ATS video. Schematic visualization of Lane Keeping 

Assist functionality (left) and video clip of ADAS activation process during driving (right). 

 

The short reminders consisted of a short audio file triggered by the experimenter at 

the beginning of each drive. For the purpose of this study, the reminders focused on 
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the topic of system limitations, specifically focusing on the influence of harsh weather 

conditions on system reliability. The goal was to trigger a critical assessment of the 

situation by the participants. 

Adaptive tutoring was triggered by the experimenter and was based on an assessment 

of the current level of trust, monitoring behaviour and whether or not participants took 

over manual control in relation to the current driving context (low- vs. high-risk). 

Participants were categorized into three main categories, “under-trusting”, “over-

trusting” or “calibrated/neutral” (see table 1). The specific content of the adaptive 

tutoring for each category is explained in table 2. 

Table 1. Logic of driver categorization for low- and high-risk driving condition 

 Low-risk High-risk  

 Trust Monitoring Take-

over 

Trust Monitoring Take-

over 

Under-trusting low high yes - - - 

Over-trusting - - - high low no 

Calibrated / Neutral high low no low high yes 

 

Table 2. Content of the adaptive tutoring for each driver category 

Driver Category Content 

Under-trusting Re-assurance that the system functions reliably under good weather 

conditions; need to re-assess the situation and decide whether intense 

monitoring and/or take-over of manual control is warranted. 

Over-trusting Same logic as for “under-trusting” category. Reminder that the system 

tends to display system limitations under harsh weather conditions; to 

re-assess the situation and decide whether reliance behaviour needs to 

be adapted. 

Calibrated / Neutral Re-assurance that the driver assesses the situation correctly.  

 

  Present study 

In the present study it is investigated whether the ATS supports drivers in learning 

how to calibrate their level of trust and reliance strategy to different driving contexts 

and system reliability levels. Two groups are being compared - one group receives the 

ATS (tutoring group), the other group receives only written information (baseline 

group). It is hypothesized that the tutoring group is better able to perform the trust and 

reliance calibration process. It is particularly hypothesized that, from low- to high-risk 

driving scenario, the tutoring group shows a reduced level of trust (H1), increased 

monitoring (H2) and increased number of manual take-overs (H3) compared to the 

baseline group.  
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  Method 

  Participants 

A total of 20 participants (9 female), 10 in the baseline and 10 in the tutoring group, 

took part in the study. Participants were aged between 21 and 43 years (M = 27.75, 

SD = 6.21). On average, participants held their driving license for 8.3 years (SD = 

6.17). All participants received a compensation of ten euros. Participants were pre-

selected according to the following criteria: possession of a driving license for more 

than three years and no or very limited previous experience with advanced driving 

assistance systems. Table 3 provides mean values regarding age, driving experience 

and propensity to trust (assessed with the propensity to trust subscale, Körber, 2018) 

regarding the two experimental groups (baseline, tutoring). Potential group 

differences were checked with two-sample t-tests. No significant differences between 

the two groups were observable.  

Table 3. Mean (M) and standard deviation (SD) for age, driving experience and propensity to 

trust for baseline and tutoring group 

 N Age Driving Experience Propensity to Trust 

  M SD M SD M SD 

Baseline 10 29.00 7.41 10.00 7.77 3.00 0.63 

Tutoring 10 26.55 4.81 6.66 3.69 2.94 0.66 

 

Experimental Design and Procedure 

Participants received written instructions about the study and its goals and signed an 

informed consent at the beginning of the study. A short drive was undertaken to give 

participants the chance to familiarize with the driving simulator. Participants were 

randomly assigned to either the baseline or the tutoring group. Each participant drove 

in two experimental conditions that differed in the risk level that was present during 

the drive (low-risk, high-risk). Participants were asked to take a seat in the simulator 

were they also received either the written information (baseline group) or watched the 

tutoring video on a tablet mounted in the middle console (tutoring group).  

A secondary task was introduced to divert drivers’ attention between two tasks. 

Participants could watch YouTube videos on a tablet whenever they felt it was not 

necessary to direct attention to the automated system or the road. This task was chosen 

as i) it is a realistic task for drivers to engage in while using ADAS (Dunn et al., 2019), 

ii) it can be interrupted quickly, and iii) participants do not feel the urge to respond 

(like, e.g., when engaged in a SMS conversation). Subjects were instructed to drive 

on the left lane of a two-lane highway, speed up to 130km/h and then to activate the 

automated driving systems, i.e. Lane Keeping Assist (LKA) and Adaptive Cruise 

Control (ACC). Participants could take-over manual control whenever they deemed 

necessary. Each experimental drive lasted approximately 15 minutes followed by a 

short break and administration of a short set of questions. 
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Simulator Scenario  

The same highway-section was used for both drives. Traffic was implemented on the 

right lane driving slower than 130km/h to motivate participants to drive on the left 

lane. The low-risk drive had good weather conditions with normal visibility and no 

system unreliabilities. In the high-risk drive, risk was operationalized by combining 

environmental factors (heavy rain and low visibility), system unreliability and a 

monetary incentive to perform well (in terms of driving safely) in this condition 

(instruction that half of the compensation depends on the performance within this 

experimental drive). The system unreliability was implemented as a failure to detect 

the lane markings correctly and therefore the vehicle swerved to the centre of the two-

lane highway. The duration of the system unreliability was approximately 20 seconds, 

starting at 2:20 min, 4:40 min, 9:00 min and 12:50 min within the 15-minute drive 

(figure 3).  

 

Figure 3. Experimental procedure for low- and high-risk drive. System failures are indicated 

by lightning bolts. 

 

Information Material 

The baseline group received written information which was similar to a driver manual 

describing the available systems in the vehicle. Participants in the tutoring received 

the ATS as described above. The content was the same for both groups. 

Equipment and Data Processing 

The study was conducted using a semi-static driving simulator from Vi-Grade 

operating with the VI-DriveSim software package. The Simulator is equipped with an 

automated driving system which keeps the lane and the set speed. Eye-Tracking data 

was collected using the DIKABLISGLASSES 3 and processed using the software D-
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Lab and the statistic software R (R Core Team, 2013). As a secondary task the online 

video platform YouTube was used (videos were self-chosen by the participants). The 

application was presented on a 10.1-inch Android Tablet. The set-up is depicted in 

Figure 4.  

 

 

Figure 4. Experimental set-up with exemplary participant wearing eye-tracking glasses and 

using the tablet mounted on the middle console. 

 

Analysed Variables 

  Trust in automation  

Trust was measured using a 3-item trust scale (adapted from Mayer et al., 1995). 

Answers were given on a scale ranging from 1 (not at all) to 7 (completely). The 

internal consistency measured with Cronbach’s Alpha was high for both scenarios (α 

= .74 after low-risk scenario, and α = .80 after high-risk scenario). During the drive, 

single trust items (How much do you trust the system?) with a scale from 1 (not at all) 

to 7 (completely) were issued to assess the current level of trust. This assessment was 

only used for the categorization of drivers to trigger the adaptive feedback in the 

tutoring group. 

 

  Monitoring Behaviour  

Results are reported regarding the percentage of time a participant spent monitoring 

the system behaviour (monitoring ratio). Fixations to the areas street and dashboard 

where combined to calculate an overall parameter. 

 

  Manual Take-Over 

Results are reported regarding the total number of manual take-overs participants 

performed throughout the driving scenario.   

 

Data Analysis 

Data was analyzed using two-way ANOVAs with the factors condition (low-risk, 

high-risk) and group (baseline, tutoring). A significance level of .05 was used for all 

statistical tests. 
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  Results 

  Trust 

The analysis of the self-reported trust data revealed non-significant results, therefore 

hypothesis 1 was not supported. This was the case for the main effect between the 

experimental conditions (low-risk vs. high risk; F(1,36) =  2.4, p = .129, η2 = .06) and 

for the main effect between the intervention groups (baseline vs. tutoring, F(1,36) =  

2.6, p = .113, η2 = .06). The interaction between the two factors indicates also a non-

significant result (F(1,36) =  0.4, p = .365, η2 = .02). A post-hoc power analysis 

revealed extremely low statistical power of .08 for detecting the small observed effect 

sizes. Mean values are shown in figure 5.  

 

Figure 5. Mean trust values for baseline and tutoring group in the low- and high-risk driving 

condition. Error bars show Standard Error. 

 

  Monitoring Behaviour 

The analysis regarding to monitoring behaviour partially support hypothesis 2. Results 

indicate a significant difference between the two driving scenarios regarding the 

amount of attention participants directed towards the system (F(1,36) =  9.7, p = .004, 

η2 = .17). Participants generally increased the amount of monitoring from the low- to 

the high-risk driving scenario (figure 6). The analysis also shows a significant 

difference between the baseline and tutoring group (F(1,36) =  10.1, p = .003, η2 = 

.18). Participants in the tutoring group generally showed an increased monitoring of 

the system compared to participants in the baseline group (figure 6). An interaction 

between the two factors is not observable (F(1,36) =  1.1, p = .296, η2 = .02). 
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Figure 6. Mean monitoring ratio towards the system for baseline and tutoring group in the 

low- and high-risk driving condition. Error bars show Standard Error. 

 

 

Figure 7. Mean number of manual take-overs for baseline and tutoring group in the low- and 

high-risk driving condition. Error bars show Standard Error. 
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  Manual Take-Over 

Results indicate a significant difference between the two driving scenarios regarding 

the number of manual take-overs (F(1,36) =  4.8, p = .035, η2 = .08). Participants 

generally took over manual control more often in the high- compared to the low-risk 

driving scenario (figure 7). Furthermore, the tutoring group took over manual control 

more often compared to the baseline group. (F(1,36) =  12.7, p = .001, η2 = .21). 

However, the results indicate a significant interaction between the factors condition 

and group (F(1,36) =  7.5, p = .009, η2 = .12). The difference between the tutoring and 

the baseline groups becomes apparent within the high-risk drive as participants in the 

tutoring group tended to take-over manual control more often than participants in the 

baseline group, supporting hypothesis 3 (figure 7).  

  Discussion 

The presented study investigates a first prototypical adaptive tutoring system for 

drivers interacting with semi-automated driving functions. Results indicate that the 

tutoring approach does help drivers to adapt their interaction strategy to changing 

driving context and changed system reliability – a skill which is crucial for a safe 

interaction (Lee, 2020). The tutoring group particularly showed increased monitoring 

towards the system and a higher tendency to take-over manual control within the high-

risk driving scenario. However, this calibration process is not necessarily reflected in 

the self-reported levels of trust as no difference between the baseline and tutoring 

group and between the two experimental conditions (low- and high-risk) was 

observable.  

The results of this study add to the previous scientific literature on the effect of driver 

tutoring by focusing on a truly adaptive approach which supports drivers in the 

calibration process (Boelhouwer et al., 2020a; Forster et al., 2019a; Payre, 2016). 

Similar to the study of Payre et al. (2016), it was also observable in this study that 

merely the amount of time interacting with an automated driving system already 

benefits drivers. Forster et al. (2019b) also report an increase of performance up until 

the fifth interaction with a system. The results of this study suggest that the ATS could 

speed up this process significantly. In contrast to the study by Forster et al. (2019a), 

the presented results support the assumption that a tutoring system is more effective 

than written information alone. 

The tutoring seems to address particularly one problem which has been discussed 

previously: some drivers seem to be hesitant to take-over manual control in uncertain 

situations (Victor et al., 2018). Participants in the baseline group did increase the 

intensity with which they monitored the system in the high-risk driving scenario. This 

confirms previous studies reporting that drivers generally calibrate their interaction 

strategy when encountering system failures (Krause et al., 2019). However, at the 

same time participants in the baseline group were hesitant to take over manual control 

of the vehicle in situations where the system was clearly not functioning as intended. 

Compared to this, participants in the tutoring group took over manual control on 

average three times, almost matching the four occurrences of system failures in the 

scenario. These results suggest that the tutoring system successfully supported drivers 

in assessing changes in system reliability and consequently, to act accordingly.  
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Due to limited time in the study, the tutoring omitted other important topics, as for 

example regarding the Operational Design Domain (ODD) or a broader scope of 

potential system limitations (as for example when encountering construction sites or 

roundabouts). These topics would of course be necessary to allow the formation of a 

complete mental model and should be included in future studies. The limited sample 

size of the study introduces further limitations: First, in combination with the observed 

small effect size for the results on self-reported trust, the small sample size contributed 

to an extremely low statistical power of the analysis. The non-significant results could 

have stemmed from this limitation. Replications of this study are thus needed to 

determine the reliability of the non-significant results. Second, the small sample does 

not allow to generalize for a general population, but it can provide a basis to formulate 

new hypotheses and to inform future research. In conclusion, the results indicate that 

the ATS supports drivers in the calibration process and reduces uncertainty for drivers 

in how to act when system limitations occur. This effectively leads to a higher take-

over readiness and over-all safer interactions.  
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  Abstract 

The driver’s tasks and responsibilities vary in a multi-level automated driving car. 

While drivers have to monitor the system and the environment in assisted and partially 

automated driving, they can engage in non-driving related tasks during higher levels 

of automation. To support drivers in their tasks and increase their mode awareness, 

the system should provide comprehensible feedback about it’s state and intentions. 

Two different feedback concepts were implemented for this purpose, comparing a 

visual-auditory with a visual-auditory-vestibular feedback. A driving study (N=47) 

was conducted with a test vehicle simulating partially and highly automated motorway 

driving. Depending on their experience with adaptive cruise control (ACC), 

participants were split into three groups and experienced manual, partially and highly 

automated driving as well as transitions between these levels. The results revealed that 

both concepts generated high levels of trust and acceptance. Experience with ACC 

showed no significant effect. However, visual-auditory feedback with additional 

vehicle motions could significantly increase the predictability of the automated 

vehicle’s behaviour. Moreover, in partially automated driving visual-auditory-

vestibular feedback was perceived as more relieving than without vehicle motions.   

  Introduction 

The driver’s role is changing as automated driving functions become increasingly 

widespread. According to the taxonomy of the Society of Automotive Engineers 

(SAE, 2016), automated driving vehicles (SAE L2-L5) can perform both lateral and 

longitudinal vehicle guidance, with only the driver’s responsibilities changing. During 

partially automated driving (SAE L2), the driver has to monitor the automated system 

and the environment. In higher levels of automation (LoA), the driver is allowed to 

withdraw from supervising and accomplish a non-driving related task (NDRT). Future 

vehicles may combine several LoA. The greatest challenges facing these multi-level 

systems are not only the variation in responsibility for the driving task, but also the 

transitions between different LoA. Literature to date has mainly considered questions 

regarding the time until manual control is regained and the respective influencing 

factors (Zhang et al., 2019). The available time budget and driver’s reaction to a take-

over request (TOR) mostly range from five to ten seconds (e.g., Gold et al., 2013), 

whereas studies regarding the mental stabilization time after a transition have shown 
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that it takes the driver up to 40 seconds to regain full attention (Merat et al., 2014). 

This means that the cognitive processing of a take-over situation takes more time than 

the (reflexive) motoric response to a TOR (Zeeb, 2016) and should be further 

addressed (Merat et al., 2014).  

The varying responsibilities (SAE, 2016) in a multi-level system and transitions leads 

to new challenges in the HMI design (Othersen, 2016). Regular feedback from the 

vehicle is important to keep the driver informed, despite the more passive role. 

Feedback can be provided in a variety of ways and via all modalities (Bengler 

et al., 2020). As state of the art, feedback is usually presented visually (Albert 

et al., 2015), auditorily (Forster et al., 2017) or tactilely (Petermeijer et al., 2017). The 

design and information content of feedback depends on the respective LoA and thus 

on the driver’s task (Beggiato et al., 2015; Bengler et al., 2020). In this context, 

multimodal feedback and interfaces are advantageous, resulting in a better system 

awareness (Bengler et al., 2020; Wickens, 2002). Moreover, multimodal feedback can 

be complemented by active vehicle motions covering the vestibular modality. These 

motions provide a new possibility to communicate intentions of the automation before 

initiating a manoeuvre. Previous studies showed for partially automated driving that 

detecting a preceding vehicle should be announced via pitch motions (Cramer et al., 

2018). Additionally, roll motions should announce lane changes (Cramer, 2019). 

These pitch and roll motions have been considered useful in assisting drivers 

regarding their mode and system awareness (Cramer et al., 2018; Cramer, 2019). 

There is still some uncertainty about vestibular feedback in a multi-level automated 

vehicle. The aim of this study is to examine whether additional vestibular feedback 

can improve the driver’s mode awareness. Furthermore, based on previous results 

showing a correlation between experience with adaptive cruise control (ACC) in years 

and evaluation of feedback (Wald et al., 2021), the influence of experience with ACC 

on the assessment of the feedback concepts will be investigated. Additionally, this 

study provides an overview of activation times for different transitions depending on 

feedback. As most of the transition studies so far took place in driving simulators, 

those findings have to be confirmed in a real road environment (Zhang et al., 2019) 

and need to include more realistic scenarios (Eriksson & Stanton, 2017). Thus, two 

different feedback concepts, one with active vehicle motions and one without motions, 

were investigated in a real-world driving study with uncritical transitions between 

different LoA by three groups depending on the ACC experience. 

Method 

Sample 

Forty-seven drivers with a mean age of 32.91 (SD = 9.93) years, ranging from 22 to 

59, participated in the experiment. The sample represented a variation of gender and 

technical background (23.4% technical female, 25.6% non-technical female, 31.9% 

technical male and 19.1% non-technical male). Participants drove an average of 

14,468 km a year (SD = 8,888 km) before and 9,000 km a year (SD = 5,782 km) 

during the period influence by the COVID-19 pandemic situation. 72% of the sample 

had used lane keeping assistance and 36% partially automated driving systems before. 

Moreover, 66% had previous experience with ACC, 16 participants with little 
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experience (M = 1.29, SD = 0.77, min = 0.1, max = 2) and 15 with high experience 

(M = 8.73, SD = 4.53, min = 3, max = 18) with ACC. 

Test setup and equipment 

The driving study was conducted on the three-lane German A9 motorway between 

the Manching and Denkendorf exits. However, only the right and middle lane of the 

motorway was used for safety reasons. The test vehicle, an Audi A5 (year of 

construction 2012), drove at a maximum of 120 km/h. A prototypical automation 

system was implemented that was able to simulate partially (SAE L2) and highly 

(SAE L4) automated driving. The test vehicle performed lateral and longitudinal 

vehicle guidance.  

The participant sat in the driver’s seat, and there were two further experimenters in 

the test vehicle. The experimenter in the passenger seat acted as a safety driver. 

Additional equipment such as a second interior mirror, additional exterior mirrors, 

driving school pedals, and a monitor to display essential information about the system, 

assisted the safety driver. Besides triggering lane changes, this experimenter could 

adapt to speed limits and provoke HMI elements, pitch and roll motions (referring to 

Cramer et al., 2018; Wald et al., 2021). The second experimenter sat in the back seat, 

coordinated the questionnaires and gave the participants instructions. 

Study procedure 

The driving study took place during the COVID-19 pandemic situation, so a hygiene 

concept was developed with experts beforehand which is similar to Wald et al. (2021). 

Fig. 1 presents the sequence of the driving study. The experiment was conducted in 

German. Participants initially received verbal instruction on the procedure, the test 

vehicle operation, and the various transitions (Figure 1). They then practised 

activating the different LoA in the stationary test vehicle, which was followed by the 

test drives. During all driving sessions, participants drove manually on the motorway 

and activated the automation system in the right lane. During the first three minutes 

of the settling-in drive, the test vehicle performed no lane changes since the 

participants got familiar with the system. Drivers received neither visual nor 

vestibular feedback during the settling-in phase, but only basic information such as 

current speed and position in the instrument cluster. Subsequently, they experienced 

two feedback concepts consisting of four transitions in a randomized order. During 

L4, participants had to play a game on a tablet mounted in the centre console.  

Human-Machine Interface 

The human-machine interface consisted of visual elements in the instrument cluster, 

auditory signals, and active vehicle motions. According to literature recommendations 

(Beggiato et al., 2015), system’s status, future and current manoeuvres, current 

velocity and a preceding vehicle were presented in the cluster (Wald et al., 2021). The 

LoA were displayed in different colours (L2 in blue, L4 in green) for this driving 

study. Lane changes were announced with an arrow in the cluster, the direction 

indicator and additional active roll motions in the vestibular concept. A degressive 

roll profile with an angle of 3.0° and an acceleration of -4.5°/s² was used to announce 
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lane changes (Cramer, 2019; Wald et al., 2021). Moreover, pitch motions announced 

a slower detected preceding vehicle with an angle of 1° and an acceleration of -5°/s² 

(Cramer, 2019).  

 

Figure 1. Sequence of the driving study and transitions. 

Immediately after entering the motorway, a system suggestion to activate L2 was 

displayed. Based on experts’ advice for an unobtrusive suggestion, no additional 

auditory hint was given. However, a sound announced the other transitions for the 

following LoA with an additional pop-up. The transition pop-up in L2 indicated that 

L4 was available, whereas a transition pop-up in L4 requested the driver to activate 

L2. A task description was shown after the transition had been accepted. Depending 

on the following LoA, the description indicated that performing a NDRT (in L4) was 

allowed or prompted the driver to fully monitor the system (in L2). A transition to 

manual driving (SAE L0) was announced with red symbols and an intrusive sound. 

Processing and evaluation of the data 

Objective data included vehicle data and internal data from the automation system, 

from which activation times were calculated. After each transition, questions were 

asked about mode awareness. At the end of both concept driving parts, the participants 

answered questionnaires regarding their subjective perception of the feedback 

concepts. Trust in automation was assessed by the questionnaire from Körber (2019) 

which is divided into six subscales on a five-point Likert scale ranging from 1 

(“strongly disagree”) to 5 (“strongly agree”). Participants rated the three subscales 

Reliability/Competence, Understanding/Predictability, and Trust in Automation to 

obtain respective trust of each feedback concept. The German version of the 

questionnaire by van der Laan et al. (1997) was used to evaluate acceptance of the 

feedback concepts. This survey is divided into the subscales usefulness and satisfying 

based on nine items on a five-point scale from -2 to 2. Mode awareness was measured 

with two questions (Othersen, 2016) after each transition for the previous mode on a 

15-point scale consisting of five categories from “very little” to “very strong” with the 

additional opportunity “no answer”. Participants were asked to orally validate their 

task awareness (“I was always aware which tasks I had and which ones the system 

had.”) and their monitoring behaviour (“I have permanently monitored the system.”). 

After each concept drive, participants were asked to rate specific statements for the 

feedback characteristics on a 7-point rating scale from 1 (“does absolutely not apply”) 
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to 7 (“does absolutely apply”). Three statements, each for L2 and L4, stated whether 

the feedback was perceived as annoying, distracting and relieving. Moreover, 

predictability of the automated vehicle was validated after each transition with the 

statement “How predictable was the system behaviour in the previous mode?” 

(Petermann-Stock, 2015) on a 15-point scale. 

The data were analysed using MATLAB, the statistics with R. For this study, a 

repeated measure mixed design was used combining the between-subject factor 

experience with ACC and depending on the dependent variable, the within-subject 

factors feedback concept, transition and LoA. The participants received both visual-

auditory (VA) and visual-auditory-vestibular (VAV) feedback. The sample was 

divided by their experience with ACC (zero, little and high). An analysis was 

performed and interpreted, even if the Shapiro-Wilk test showed significance, as the 

ANOVA is considered robust against a violation of the normal distribution (Blanca et 

al., 2017). A significance level of α = 0.05 was initially applied and partial eta-squared 

was computed as effect size statistics.  Degrees of freedom were corrected when 

Mauchly’s test for sphericity showed significance (Greenhouse-Geisser). 

Homogeneity of variance was assessed by Levene’s test for equality of error variances 

and homogeneity of covariances was calculated by Box’s test for equality of 

covariance matrices. Unless otherwise stated, data was homogenous in variance and 

covariance. Post hoc comparisons were controlled with Benjamini-Hochberg 

corrected p-values (Benjamini & Hochberg, 1995). 

Results 

Activation times 

The values for the mean (M), standard deviation (SD) as well as minimum and 

maximum for each transition depending on the feedback concept are presented in 

Table 1. Analysis of variance for activation time finds neither a significant effect of 

experience with ACC or feedback, nor any significant interactions (p > .05). 

However, ANOVA yielded a significant main effect for transition 

(F(1.62,63.18) = 18.48, p < .001, 𝜂𝑝
2 = 0.321). Following post-hoc analysis revealed 

that the activation time for transition from L4 to L2 (M = 8.77, SD = 4.83) is 

significantly higher compared to transition from L2 to L4 (M = 5.33, SD = 2.26, 

p < .001) and to transition from L2 to L0 (M = 5.64, SD = 3.3, p < .001).  

Table 1. Descriptives of participants' activation times for different transitions depending on 

feedback concept. 

 Visual-auditory Visual-auditory-vestibular 

 M (SD) Min Max M (SD) Min Max 

L2 to L4 5.41 (2.66) 2.36 15.77 5.24 (1.81) 2.82 12.68 

L4 to L2 8.48 (3.7) 3.54 24.99 9.07 (5.77) 2.86 31.48 

L2 to L0 5.34 (3.47) 1.71 23.78 5.95 (3.13) 2.26 15.96 

 

 

 



34 Wald, Hiendl, Albert, & Bengler 

Trust and acceptance  

Trust is presented in Figure 2. Overall, both concepts were evaluated as reliable, 

predictable, and generated high trust in automation. The applied ANOVA indicated 

no significant differences between the feedback concepts for Reliability 

(F(1,44) = 1.79, p = .188, 𝜂𝑝
2 = 0.039), Predictability (F(1,44) < 1, p > .05) and Trust 

in Automation (F(1,44) = 1.27, p = .267, 𝜂𝑝
2 = 0.028). Moreover, there was neither an 

effect of experience with ACC nor an interaction between experience and feedback 

for all three subscales (p > .05).  

 

Figure 2. Participants' mean ratings of the feedback concepts for the three dimensions of the 

questionnaire from Körber (2018) depending on the experience with ACC. 

Concerning acceptance, both concepts were rated as useful (VA: M = 0.74, SD = 0.32, 

VAV: M = 0.74, SD = 0.37) and satisfying (VA: M = 1.38, SD = 0.48, VAV: 

M = 1.34, SD = 0.64). However, analyses of variance showed neither significant 

differences between the feedback concepts (F(1,44) < 1, p > .05) nor between the 

experience with ACC (F(2,44) < 1, p > .05) for both scales. Moreover, there were no 

interaction effects between feedback and experience for either scale.  

  Mode Awareness 

Results for task awareness showed that neither experience with ACC (F(2,44) = 1.89, 

p = .163, 𝜂𝑝
2 = 0.079) nor the feedback concept (F(1,44) < 1, p > .05) yielded a 

significant effect. However, there was a significant effect of LoA 

(F(1.77,77.68) = 17.34, p < .001, 𝜂𝑝
2= 0.283). Post hoc tests revealed a significant 

higher task awareness for L0 (M = 14.37, SD = 1.28) compared to the first (M = 12.67, 

SD = 2.67, p < .001) and the second (M = 12.9, SD = 2.09, p < .001) L2 section. 

Moreover, L4 (M = 13.85, SD = 1.85) generated a higher task awareness than the two 

L2 sections (p < .001). The applied ANOVA indicated no significant interaction 

effects. Figure 3 presents the result. 
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Figure 3. Participants' mean ratings for the feedback concepts of their task awareness 

depending on the experience with ACC. 

Additionally, participants should monitor the system constantly during L2 and not at 

all during L4. The ANOVA for self-rated monitoring behaviour for the two L2 

sections revealed neither a main effect for experience with ACC (F(2,44) < 1, p > .05) 

nor for feedback (F(1,44) < 1, p > .05). However, a significant effect of LoA was 

found (F(1,44) = 6.73, p = .013, 𝜂𝑝
2 = 0.133), indicating a decreasing monitoring 

behaviour from the first (M = 11.4, SD = 2.57) to the second (M = 10.69, SD = 2.87) 

L2 section. Furthermore, a significant interaction between LoA and feedback 

(F(1,44) = 4.54, p = .039, 𝜂𝑝
2 = 0.093) was noted. Subsequent post hoc analysis 

showed no significant differences (p > .05). Moreover, there were no further 

significant interaction effects. The applied ANOVA for L4 revealed no significant 

effects for experience with ACC (F(2,44) = 1.27, p = .292, 𝜂𝑝
2 = 0.054) and feedback 

(F(1,44) < 1, p > .05). The interaction between the two factors achieved statistical 

significance (F(2,44) = 3.28, p = .047, 𝜂𝑝
2 = 0.013), but post hoc tests showed no 

significant results.   

Feedback characteristics 

The mean values for distracting, annoying and relieving can be found in Table 2. 

Analysis of variance for annoying and distracting found neither a significant main 

effect nor any significant interactions (p > .05). On a descriptive level, VA seems to 

be less annoying and less distracting in L4 (cf. Table 2). The ANOVA for relieving 

yielded no significant differences in experience, LoA or feedback. However, the 

interaction between feedback and LoA reached statistical significance 

(F(1,44) = 5.37, p = .025, 𝜂𝑝
2 = 0.109). Post-hoc comparisons indicated that VAV is 

more relieving than VA (p = .006) in L2. 
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Table 2. Assessment of feedback characteristics for L2 and L4 depending on the feedback 

concept. 

 Distracting  Annoying  Relieving 

 M SD  M SD  M SD 

L2         

Visual-auditory 1.70 0.81  1.40 0.68  4.43 1.64 

Visual-auditory-vestibular 1.70 0.91  1.40 0.68  5.04 1.35 

L4         

Visual-auditory 1.81 1.48  1.49 1.04  4.53 2.14 

Visual-auditory-vestibular 2.26 1.67  1.81 1.42  4.40 2.13 

 

Concerning predictability, analysis of variance found neither a significant effect for 

experience with ACC nor for LoA or any significant interaction. Feedback, however, 

had a significant effect on the predictability (F(1,41) = 5.77, p = .021, 𝜂𝑝
2 = 0.123). 

Participants rated VAV (M = 11.57, SD = 2.49) as more predictable than VA 

(M = 11.21, SD = 2.73).  

Conclusion and Discussion 

The aim of the current study was to examine whether additional vestibular feedback 

can improve driver’s mode awareness. Therefore, two different feedback concepts for 

a multi-level system with partially and highly automated motorway driving were 

evaluated. In general, both concepts generated high trust and acceptance scores. These 

results are consistent with previous research (Cramer, 2019; Wald et al., 2021). 

Moreover, results for the single item predictability revealed that VAV was more 

predictable compared to VA, although the subscale Understanding/Predictability of 

the trust questionnaire showed no differences between the feedback concepts. This 

inconsistency may be due to the fact that the subscale considered understanding in 

addition to predictability, thus allowing a more precise measurement. Furthermore, 

VAV was more relieving in L2. These results support the findings of Cramer (2019). 

However, additional active vehicle motions in L4 appear to be distracting and 

annoying on a descriptive level. Contrary to expectations, this study did not find a 

significant difference between the concepts for task awareness and monitoring 

behaviour. Results revealed that L2 generated a lower task awareness than L0 and L4. 

These findings further support the idea of recent studies indicating that the driving 

task should either be fully undertaken by the driver or completely surrendered to the 

automated driving system (Petermann-Stock, 2015). Additionally, this study found 

that the monitoring behaviour decreased after L4. Activation times for the transition 

from L4 to L2 were higher compared to other transitions (L0 to L2 and L2 to L0) in 

uncritical situations. This result may be explained by the fact that drivers had to deflect 

from the NDRT and orientate themselves in the environment. Surprisingly, no 

differences were found between the experience in ACC which is contrary to a previous 

study (Wald et al., 2021).  

The generalisability of these results is subject to certain limitations. Due to the real-

world scenario, standardisation of the requirements is difficult since the surrounding 

traffic and the weather are not controllable. To ensure similar conditions, the study 
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proceeded on same times during the day. Moreover, participation in the study was 

voluntary, what might have positively influenced the results because participants were 

interested in automated driving. Overall, this study strengthens the idea that additional 

vestibular feedback can improve the human driver interaction in partially automated 

driving. Based on these and previous results, further research should combine 

different feedback strategies in a multi-level system (e.g., using vestibular feedback 

only in partially automated driving) to support drivers in their tasks.  
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Abstract 

When designing automated driving, defensive manoeuvre design scores higher in user 

ratings than dynamic manoeuvre design. Seemingly contradictory, dynamic driving 

manoeuvres have been shown to render the perception of the drive as more natural 

and understandable – in specific situations. To examine manoeuvre design in such a 

specific scenario, a driving simulator study on a highway was conducted with 36 

participants. The participants experienced twelve on-ramp situations in which the 

automated vehicle reacted to a merging vehicle by either changing lanes, braking or 

continued driving (no reaction). Also, the distance to the merging vehicle and traffic 

flow were varied. In each situation, participants were asked to assess the experience 

using a handset control (indicating their desire to react to the situation). After each 

situation, participants rated their experienced trust and acceptance in the manoeuvre 

design. Results show that lane change was the preferred decision, resulting in higher 

trust, comfort and acceptance ratings. Data from speech protocols and handset control 

indicate that automated cars should react as early as they recognize a merging vehicle 

on the on-ramp. Interestingly, when traffic density was high, braking was rated 

comparable to lane change. 

Introduction 

In the near future, a mixed traffic scenario of manually driven as well as highly 

automated vehicles (HAVs) is expected (Ghiasi et al., 2017; Patel et al., 2017). This 

situation will be present until the full transition where only a small quantity of manual 

driven vehicles are in use, which could take decades (Altenburg et al., 2018). Till then, 

HAVs must be able to handle situations requiring interactions with other road users 

(Rasouli et al., 2017; Schwarting et al., 2019). As road traffic is a social system 

(Müller et al.; Rasouli et al., 2017) these interactions should be efficient, smooth, safe 

and predictable (ERTRAC, 2019; Felbel et al., 2021). To meet these requirements, 

HAVs have difficult prerequisites from both a technical as well as a human factors 

viewpoint. First, sensor data from a demanding environment must be captured and 

fused (Liu et al., 2017). Second, based on the sensory data real time motion planning 

is calculated and performed. This motion planning is not only dependent on safety 

(Artunedo et al., 2019) but also on users’ trust (Dettmann et al., 2021; Kraus, 2020; 

Lee et al., 2004), acceptance (Detjen et al., 2021; Jian et al., 2000) and discomfort 
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(Hartwich et al., 2018). Studies on automated driving manoeuvre design have shown 

a preference for driving trajectories, which are experienced as natural. For example, 

Rossner and Bullinger (2019) have shown that participants prefer a lateral shift to the 

right (i.e. away from the oncoming traffic) to increase the lateral distance in situation 

with oncoming traffic. Contrary, in situations without oncoming traffic a positioning 

in the middle of the lane was preferred. In a driving simulator study based on real road 

environments Peng et al. (2021) have shown that drivers are able to distinguish 

between the natural driving manoeuvres of humans and the more machine-like 

negotiations of an artificial controller. Natural driving manoeuvres are described as 

more proactive where they are not only reacting to given situations but predict future 

driving scenarios. Mullakkal-Babu et al. (2022) compared in a simulation-based 

approach a cut-in scenario a predictive and a reactive automated driving system. The 

predictive system resulted in a significant better performance on aspects such as 

temporal proximity to crash, expected crash severity and the number of aborted lane 

changes by human-driven vehicles. This machine prediction could be enhanced by 

incorporating the anticipation capabilities of human drivers and therefore, must be 

considered while developing automated manoeuvre designs (Dettmann et al., 2021). 

Drivers’ anticipation for upcoming traffic situations seems to be influenced by 

situational characteristics. According to Muehl et al. (2020), a perceivable reasons 

(e.g. causal cues or target cues) support the anticipation of other driving behaviour. 

This indicates that not only the motion of other vehicles needs to be considered to 

understand the anticipation process but also the context in which the vehicles operate. 

In addition, context might also influence the evaluation of a performed automated 

manoeuvre of the own vehicle, especially if it is not in line with the user’s expected 

manoeuvre. Therefore, context needs to be considered when designing and evaluating 

automated driving functions. There is yet not sufficient knowledge which manoeuvre 

an automated vehicle should perform. In the present study, we try to fill the identified 

research gap by investigating three different automated manoeuvre designs in an on-

ramp-situation (i.e., highway context).  

Method 

The study sample is based on 36 participants (10 female, 26 male). Their average age 

was 35.1 years (SD = 12.1 years). On average, the subjects drove approximately 

59.000 km (SD = 42.400 km) in the last five years and had had a driver's license for 

16.8 years (SD = 11.6). The distribution of travel time among road types was 

predominantly among urban traffic with 43%, followed by highway (35%) and rural 

roads (22%). More than half of the participants had no experience with either driving 

simulator studies (78%) or autonomous driving studies (94%). However, the majority 

considered themselves moderately to very well informed about the topic on automated 

driving. Participants assumed that automated vehicles would consistently obey 

applicable speed limits (86%), drive at a greater distance from other road users than 

human drivers (69%), and always act cooperatively (81%).  

Design and apparatus 

To investigate the manoeuvre design of a HAV under variation of distances and traffic 

flow in a highway on-ramp scenario, a driving simulator study based on a mixed 
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design was applied. Each participant experienced all driving scenarios (within-subject 

design with repeated measurement). 

Table 1. Combinations of the investigated driving scenarios 

Manoeuvre design: lane change 

Traffic density: low Traffic density: high 

Relative position: 

close 

Relative position: 

far 

Relative position: 

close 

Relative position: 

far 

Scenario 1 Scenario 2 Scenario 3 Scenario 4 

    

Manoeuvre design: continuous driving 

Scenario 5 Scenario 6 Scenario 7 Scenario 8 

    
Manoeuvre design: braking 

Scenario 9 Scenario 10 Scenario 11 Scenario 12 

    
Black vehicle: automated EGO-vehicle. White vehicle: merging vehicle. The relative position 

indicates the position of the merging vehicle to the EGO-vehicle. 

 

Three implicit factors were considered in the highway scenarios: i) the manoeuvre 

design of the automated EGO-vehicle, ii) traffic density (low with 3 vs. high with 7 

cars) and iii) the relative position of the merging vehicle (570 m vs. 660 m) to the 

EGO-vehicle. The manoeuvre design of the EGO-vehicle was perceived and assessed 

from the participants' first-person perspective. The variations of manoeuvre design 

involved lane changes (yes/no), continuous driving (yes/no), and braking (yes/no). 

This resulted in a total of twelve driving scenarios (3 x 2 x 2). The twelve 

experimental conditions were randomized for each participant to achieve 
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comparability with respect to all conceivable confounding variables as well as to 

exclude possible sequence effects. Table 1 shows the twelve combinations of the 

investigated scenarios. 

Each scenario started in a highway parking lot. The automated EGO-vehicle then 

drove at a constant speed of 100 km/h in the right-hand highway lane. This was 

followed by an approximately 850 m highway on-ramp situation where the 

surrounding traffic and the relative speed of the merging vehicle to the EGO-vehicle 

were varied according to the scenarios in table 1. The merging vehicle had a speed of 

80 km/h on the acceleration lane (250 m) and then increased its speed to 100 km/h as 

soon as it changed the lane onto the highway. The EGO-vehicle pulled into a parking 

lot again at the next exit. This marked the end of one driving scenario and the next 

situation started via a trigger by the participants. Each scenario lasted about 90 

seconds. The simulator used to recreate the scenarios can be classified as a type C 

simulator (Rimini-Döring et al., 2004) using a projector-based vision system with a 

field of view of 180 degrees (Figure 1). The steering wheel and both pedals have force 

feedback actuators implemented and provide a realistic input to control the simulated 

vehicle. SILAB 7.0 was used to simulate the situations. 

Figure 1. Driving simulator (left), handset controller with "desire for reaction" scale (right) 

Procedure and materials 

The participants were asked to complete a demographic questionnaire (sex, age, 

annual mileage). Furthermore, technology affinity was assessed using the ATI Scale 

(Franke et al., 2019) as well as sensation seeking (Hoyle et al., 2002). Additionally, 

momentary fatigue was queried. Subsequently, the participants were able to 

familiarize themselves with the driving simulator in similar situations as described 

above. After starting the experiment, the participants experienced 12 experimental 

drives in randomized order. After each drive, they filled out a questionnaire that 

included the evaluation of the manoeuvre design of the automated EGO-vehicle and 

the assessment of trust, comfort and acceptance through single items (from 1 to 10; 

higher is better). To gather an online assessment of subjective data for the evaluation 

of the manoeuvre design a handset controller was used. Participants had the 

opportunity to use the controller by pressing the lever to report back their desire for a 

reaction from the automated EGO-vehicle using a scale from 0% desire for reaction 

to 100% desire for reaction. More actuation of the hand controller indicated an 

increased desire for a reaction. This also made it possible to determine the exact 

location on the highway where a different or earlier vehicle reaction (i.e. manoeuvre 
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design) was desired. After the final experimental drive, a final questionnaire on 

perceived fatigue and a semi standardized interview was presented. The driving 

simulator study took about 75 minutes. 

Results 

Descriptive Analysis 

Regarding the assassament of the overall attitude towards automated driving, 

participants’ answer was predominantly positive (70 %). However, only 14% of the 

participants dealt with the topic of "automated driving" professionally. 

Figure 2 illustrates the general subjective ratings of the three experienced manoeuvres. 

Table 2 gives the description and the numerical value for the ratings. The mean values 

across all scenarios were summarised to show the tendency which manoeuvre HAVs 

should perform in an on-ramp situation in relation to a merging vehicle. Lane change 

and braking were perceived as defensive driving, with lane changes being judged 

more defensively. Continuous driving was assessed as offensive driving and was 

perceived as more reckless and riskier compared to the lane change. Braking as well 

as the continuous driving irritated the participants. The profile diagram shows that 

lane change manoeuvres tended to be preferred in response to an oncoming vehicle, 

as they were rated as more predictable, comfortable and cooperative.  

 
Figure 2. Subjective ratings for the lane change, continuous driving and braking manoeuvre. 

Error bars reflect Standard Error. 

Ratings of trust, comfort and acceptance were compared performing Three-way 

ANOVAs with repeated measurements including “manoeuvre design” (lane change 

vs. continuous driving vs. braking), "traffic density" (low vs. high) and "relative 

position of the merging vehicle" (close vs. far). Figure 3 shows the mean values of the 

dependent variables for all scenarios. 

Trust 

A within-subject tests show significantly higher trust ratings for the lane change 

manoeuvre (F(2,70) = 13.195, p < .001, p
2  = .274) with a large effect. Furthermore, 

interaction effects could be identified between first, the three manoeuvre designs and 

relative position with a large effect (F(2,70) = 7.687, p < .001, p
2  = .180), and 
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second, between all independent variables: manoeuvre design, traffic density and 

relative position of the merging vehicle with a medium effect (F(2,70) = 3.144, 

p = .049, p
2  = .082). 

Table 2. Description and numerical value of the eight subjective single items (see figure 2) 

Item          = 1                    = 5 

general manoeuvre very defensive o   o   o   o   o 

 

very offensive 

predictability very unpredictable o   o   o   o   o 

 

very predictable 

comfort very uncomfortable o   o   o   o   o 

 

very comfortable 

cooperation very uncooperative o   o   o   o   o 

 

very cooperative 

irritation  very low o   o   o   o   o 

 

very high 

riskiness very low o   o   o   o   o 

 

very high 

thoughtlessness very low o   o   o   o   o 

 

very high 

feeling of stress very low o   o   o   o   o 

 

very high 

Inference analysis 

 

Figure 3. Mean values for trust, comfort and acceptance (single item questions from 1 – 10 

after experiencing a driving scenario e.g. lane change + high traffic density + close relative 

position to merging vehicle). Error bars reflect Standard Error. 

Comfort 

Regarding comfort, a within-subject test shows a significant difference for the 

manoeuvre design (F(2,70) = 23.148, p < .001, p
2  = . 398), in which the lane change 

was rated as most comfortable with a large effect. In addition, traffic density 

(F(1,35) = 8.589, p = .006, p
2  = .197) and relative position to the merging vehicle 

(F(1,35) = 9.889, p = .003, p
2  = .220) had each a significant impact on the comfort 

rating with a large effect. Furthermore, a significant interaction exists between the 
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manoeuvre design and the relative position (F(2,70) = 13.811, p < .001, p
2  = .283) 

with a large effect size. 

Acceptance 

A within-subject tests show significantly higher acceptance ratings for the lane change 

manoeuvre (F(2,70) = 26.915, p < .001, p
2  = .435) with a large effect. Traffic density 

(F(1,35) = 10.045, p = .003, p
2  = .223) and relative position to the merging vehicle 

(F(1,35) = 25.213, p < .001, p
2  = .419) significantly influence the rating with a large 

effect. In addition, a significant interaction effect is imminent between the manoeuvre 

design and the relative position to the merging vehicle (F(2,70) = 19.914, p < .001, 

p
2  = .363) with a large effect. 

Handset control results 

All data was cumulated over the driven distance of 1100 m of the four different 

scenario combinations. Figure 4 shows the cumulated values for the scenario with low 

traffic density and a close relative position to the merging vehicle. The desire for 

reaction rises approximately at the same time for all three manoeuvre designs. In the 

lane change manoeuvre scenario, the participants' desire to react is at a maximum 

about 50 m before the EGO-vehicle changes its lane and falls rapidly after the lane 

change is completed. In the braking and continuous driving scenario, the strongest 

desire for reaction is reached at about the same distance. In the lane change scenario, 

the desire for reaction reaches its maximum and minimum faster compared to the other 

manoeuvre designs. 

Figure 4. Cumulated handset control values over all participants: low traffic density and 

close relative position to the merging vehicle. (1) EGO-vehicle reacts to the merging vehicle 

by changing lanes or braking. (2) Merging vehicle enters the highway. (3) EGO-vehicle 

changes lane to the right 

Figure 5 shows the cumulated values for the scenario low traffic density and a close 

relative position to the merging vehicle. The desire for reaction rises approximately at 

the same time for all three manoeuvre designs. One exception is a small peak in the 
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lane change scenario at about 200 m before the merging vehicle initiates its lane 

change. Participants “desire to react” falls as soon as a reaction of the EGO-vehicle is 

noticeable. Only in the continuous driving scenario it stays high till 175 m after the 

merging vehicle changed its lane onto the highway and falls quickly afterwards. In 

the lane change manoeuvre design scenario, the desire for reaction reaches its 

maximum and minimum faster compared to the other manoeuvre designs. 

Figure 5. Cumulated handset control values over all participants: high traffic density and close 

relative position to the merging vehicle. (1) EGO-vehicle reacts to the merging vehicle by 

changing lanes or braking. (2) Merging vehicle enters the highway. (3) EGO-vehicle changes 

lane to the right 

Figure 6. Cumulated handset control values over all participants: high traffic density and far 

relative position to the merging vehicle. (1) EGO-vehicle reacts to the merging vehicle by 

changing lanes. (2) EGO-vehicle reacts to merging vehicle by braking. (3) Merging vehicle 

enters the highway. (4) EGO-vehicle changes lane to the right 

Figure 6 shows the cumulated values for the scenario low traffic density and a far 

relative position to the merging vehicle. The desire for reaction rises approximately 

at the same time for all three manoeuvre designs, but stays at a low level in the lane 
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change manoeuvre scenario. Interestingly, the handset control value in the braking 

scenario has two peaks. An initial peak, when the merging vehicle is visible and 

another when the EGO-vehicle breaks. In this combination, the reaction values of 

the manoeuvre breaking and continuous driving have the same peak hight. The lane 

change manoeuvre has the lowest handset control value. 

 

Figure 7 shows the cumulated values for the scenario high traffic density and a close 

relative position to the merging vehicle. Overall, the same reaction profile as in Figure 

6 can be seen. One difference is the higher handset control value for the braking 

manoeuvre. It reaches is highest peak slightly before the merging vehicle changes its 

lane from the on-ramp. 

Figure 7. Cumulated handset control values over all participants: high traffic density and far 

relative position to the merging vehicle. (1) EGO-vehicle reacts to the merging vehicle by 

changing lanes. (2) EGO-vehicle reacts to merging vehicle by braking. (3) Merging vehicle 

enters the highway. (4) EGO-vehicle changes lane to the right 

Discussion and Conclusion  

The aim of the study was to investigate three different automated manoeuvre designs 

in an on-ramp situation on a highway. The results show that the manoeuvre design, 

traffic density as well as the relative position of the merging vehicle have a significant 

influence on the evaluation of trust, comfort, and acceptance. Under the variation of 

traffic density and the relative position to the merging vehicle, participants’ preference 

for the lane change manoeuvre was identified. Trust, comfort and acceptance ratings 

were significantly higher. In addition, participants considered the lane change 

manoeuvre as more cooperative. According to Mullakkal (2022) a proactive 

automated driving function should be implemented over an reactive. In this case, a 

more cooperative manoeuvre design (i.e. lane change) can be classified as a proactive 

driving function. Furthermore, the handset control values for the lane change were the 

lowest, indicating less demand for another reaction. Over all three manoeuvre designs, 

participants wanted an earlier reaction, shown by the early increase in the handset 

control values. This is in line with Roßner and Bullinger (2019), where an early 
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reaction to an imminent obstacle is desired. Although, braking was mentioned positive 

in the subsequent interview, it was not rated significantly different than the continuous 

driving manoeuvre in the subjective questionnaires or the handset control data.  

It could be explained by insufficient braking reaction of the EGO-vehicle, indicated 

by the second peak in the handset control values, as the values rises even after the 

breaking was initiated. While causal cues were kept the same in all scenarios, the 

participants described the lane change as more anticipatory. It can be explained by the 

inherent expectation of the participants. The majority assessed the lane change as the 

correct manoeuvre and may therefore be subject to hindsight bias. Hence, in 

subsequent studies, the evaluation of anticipation should be examined before the 

manoeuvre is carried out. 

Based on the results, the following recommendations on manoeuvre design can be 

given: 

• early initialisation of automated reaction to merging vehicles through e.g. early 

vehicle movement or HMIs 

• in light traffic, a lane change is preferred. When lane changing, an early use of 

the indicators is advised 

• in heavy traffic, braking is preferred when the adjacent lane is occupied 

• continuous driving should be performed only in combination with an HMI. 

Otherwise there is no feedback from the EGO-vehicle to the passenger as to 

whether it has recognised the forthcoming situation 
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  Abstract 

Beside sharing, electrification of drives, and on-demand operations, the idea of using 

automated vehicles (AV) in public transport is one building block that is often 

included in conceptions of a sustainable and efficient future mobility system. If 

successfully implemented, it could allow new public transportation services where 

this is not economically feasible at present. The success of such services will crucially 

depend on their use by the population, which is in turn determined by perceptions of 

their usefulness, ease of use, safety, and attractiveness. We provide insights on user 

perceptions of an urban self-driving minibus service in the project HEAT (Hamburg 

Electric Autonomous Transportation) from the second phase of pilot operation in 

2021. Based on data from passenger surveys (n = 446) that were conducted directly 

after the ride, we analyse the status of progress and identify further development needs 

from a user perspective. Results show positive attitudes towards using driverless 

vehicles in public transport, but also a need to further improve system performance in 

order to create a viable mobility alternative. We point out and discuss measures how 

performance could be increased. 

  Introduction 

  Vision of automated vehicles in public transport 

The development of self-driving vehicles, in combination with electrification and 

shared mobility, is thought of as a potential way to make public transport more 

efficient, flexible and needs-oriented and to enhance the environmental compatibility 

of mobility overall (Fulton et al., 2017). Especially, the reduction of personnel costs 

is hoped to allow to offer public transportation where it is not economically feasible 

at present (Bösch et al., 2018). Municipalities and public transport operators 

worldwide are interested in exploring how these technologies can be used and in 

understanding their opportunities and constraints (UITP, 2016).  
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  Current Status 

While autonomous driving has to some degree been successfully established in 

environments where separated lanes can be implemented (e.g., metro, light rail and 

certain shuttle bus applications; cf. Wang, 2016), it seems to remain a challenge in 

urban mixed traffic environments. In a review of European pilot projects with 

automated bus systems, Hagenzieker and colleagues (2021) found that the buses 

typically operate at low speeds, with 78% of pilots below 21 km/h and the most 

frequent category being 12-16 km/h. They are often slower than cyclists and other 

surrounding traffic and tend to stop, often suddenly, when any object comes within a 

certain distance, regardless of the relative trajectories (e.g., also when cyclists or cars 

are overtaking). These characteristics lead to many overtakings and other exceptional 

manoeuvres by other road users. So far, stewards on board have generally been 

indispensable, due to constraints in legislation, on the one hand, but also for solving 

situations that the automation cannot handle on its own.  

  Research goal 

Introducing autonomous driving brings along a number of changes for transportation 

users as well as other road users interacting with the self-driving vehicles (Dreßler et 

al., 2019; Heikoop et al., 2020). The successful implementation of such systems will 

also depend on how well they fit human requirements, including how much they are 

perceived as useful, easy to use, and attractive by their (potential) users. System design 

should therefore be user-centred from the beginning of development (Nielsen, 2009; 

Wickens et al., 2004). The work presented here was part of the iterative user research 

in the project HEAT (Hamburg Electric Autonomous Transportation). It aimed to 

yield a comprehensive picture of how users experienced a self-driving shuttle piloted 

in a public road environment and what they conceived for the future use of this 

technology. 

  Theoretical and implementation background 

  Facets of user experience 

Theories of user acceptance identify factors that predict the use of or the intention to 

use a product or service based on new technology and specify how these factors shape 

this intention (Madigan et al., 2016, 2017; Venkatesh et al., 2012). The factors 

represent dimensions of user experience, i.e., “a person's perceptions and responses 

that result from the use or anticipated use of a product, system or service” (ISO 9241-

210). They can further be specified by distinguishing perceptions of instrumental 

(pragmatic) qualities, perceptions of non-instrumental (hedonic) qualities, and 

emotional reactions (Thüring & Mahlke, 2007). 

The user surveys applied aimed to assess the most important facets of user experience, 

based on existing evidence in the context of self-driving vehicles and public transport 

(cf. Madigan et al., 2016, 2017). These included pragmatic qualities (perceived 

usefulness, safety, reliability, ease of use), hedonic qualities (perceived comfort and 
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diversion•), and emotional reactions (self-assessments of valence and arousal; Russell, 

1980). To qualify these assessments, the surveys contained further items to describe 

detailed aspects of user experience, such as perceptions of the driving style created by 

the autonomous driving functions and their interplay with potential actions on the part 

of the vehicle attendants. 

  Pilot operations 

The project HEAT, funded by the German Federal Ministry of the Environment, 

Nature Conservation and Nuclear Safety, ran from 2018 to 2021. Its aim was to 

explore the application of electric, self-driving shuttles in urban public transport. The 

project included two phases of test operations with passengers in the Hamburg district 

of HafenCity: the first one from October to November, 2020, serving a fixed route of 

800 m length with two stops; the second one from August to October, 2021, on a fixed 

route of 1.8 km length with five stops (Figure 1). In both operation phases, there were 

vehicle attendants on board who supervised the autonomous shuttle’s driving with an 

allowed maximum speed of 25 km/h on the public roads with speed limits of 30 km/h, 

and 50 km/h, respectively.  

 

Figure 1. Test operations with passengers 2020 and 2021: routing and stops. 

The vehicle (2.95 t) had room for one wheelchair and was technically permitted to 

transport up to seven passengers (sitting and standing). Due to COVID-19, only three 

passengers were allowed to ride simultaneously. The shuttle was developed to drive 

the test route, including the crossing of traffic lights, completely automated. However, 

in case other vehicles parked on the lane had to be passed, the shuttle attendant had to 

approve this manoeuvre manually before the shuttle carried it out automatically as it 

involved a deviation from the defined driving lane. Before riding, passengers were 

required to register (including acceptance of carriage conditions and privacy policy) 

using the HEAT app or by filling out a paper form. 

 

• meaning a sense of fun or entertainment, e.g., due to the novelty of the experience (cf. Madigan et al., 

2017) 
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Figure 2. The autonomous vehicle applied in the test operations. 

  Methods 

  Structure of the user survey 

The survey consisted of 30 items, covering two pages in its paper-pencil-version, with 

the following sections: informed consent and introduction referring to the most recent 

ride on the shuttle, use context (purpose, date and time, position taken in the shuttle, 

prior experience), physical user experience (cabin temperature, air quality), 

experience of the shuttle’s way of driving (frequency, kind and valence of unexpected 

experiences) in four situation categories, overall user experience (emotional valence 

and arousal; perceived safety, usefulness, reliability, ease of use, comfort and 

diversion), qualitative feedback (aspects liked and disliked about the design; wishes 

for improvement), kind and assessment of information sources used, introduction of 

potential role of driverless shuttles in the future, respondent’s intention to use such 

shuttles and applications deemed useful, individual characteristics (e.g. gender, prior 

experience with other driverless vehicles), personal technological innovativeness 

(based on Goldsmith & Hofacker, 1991), and a final, free-text item that asked if there 

was anything else the respondent would like to communicate regarding the shuttle. 

  Data collection 

The survey existed in a paper-pencil and an online version (SoSciSurvey). One or two 

pollsters were present at the main shuttle stop and approached passengers with the 

survey after their ride. Respondents participated on a voluntary basis without 

compensation. On-site data collection was carried out in accordance with safety rules 

due to the COVID-19 situation. As an alternative to the paper-pencil version, the link 

to the online questionnaire was distributed via the HEAT app and postcards with a 

QR code available in the vehicle. 

  Results 

For brevity, the presentation of results focuses on the second phase as the patterns of 

results were mostly similar in both phases while the number of participants was higher 

in the second phase, and the route had reached its final expansion then. 
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  Sample characteristics 

The survey was completed by 446 passengers, aged 8 to 82 years (M = 39.7, 

SD = 17.2). There were more male (54.7%) than female (32.5%) respondents (other 

gender: 0.9%, no response: 11.9%). Despite the extension of the route in comparison 

to the first trial phase, only 4 respondents (0.9%) reported having used the shuttle for 

transportation purposes (“to get from A to B”). Most (89.2%) still took the ride for 

curiosity, in order to try out the new technology (no response: 7.4%; “other” purpose: 

2.5%). 

  Ride experience 

Perceptions of driving style 

Figure 3 shows the reported frequencies of unexpected experiences in four situation 

categories. Most unexpected experiences were associated with braking behaviour: 

Altogether, 78.4% of respondents reported at least one unexpected experience 

regarding braking. In accelerating and driving around bends, the shuttle’s driving 

appeared more consistent with expectations, as only 6.0% and 8.9% of respondents 

indicated unexpected experiences, while 70.6 and 74.2% did not notice anything 

unusual, and 17.9 and 18.4% did not respond to the item. Finally, regarding any other 

driving situation, around 12.8% of respondents reported one or more unexpected 

experiences. 

Figure 3. Reported frequency of unexpected experiences regarding the shuttle’s way of 

driving in four manoeuvre / situation categories. 

Of the respondents who reported at least one unexpected experience in braking, 62.9% 

also gave some qualification of what the experience was about. Many responses 

referred to the onset of braking which was qualified as abrupt or unexpectedly sharp 

in certain cases. The causes of braking were mostly recognizable to passengers and 

mostly involved other motorized vehicles or bicyclists coming near, e.g., in standing 

very near the lane and/or partly protruding into the lane (e.g., side mirror), parking 

out, or overtaking. In a number of cases, the cause was not obvious to the respondent.  

Of all passengers who felt surprised by the shuttle’s braking at least once, the majority 

did not classify this experience as unpleasant. However, 22.6% stated that the braking 

felt unpleasant to them, which corresponds to around every sixth of all passengers 

who took the survey. Few events were marked as unpleasant in the other three driving 

situation categories. The five instances reported in the acceleration category were all 
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associated with sudden braking, which also occurred in some of the eight instances in 

the turning category, while the rest involved slow cautious advancement around the 

bend. Of the users who reported unexpected experiences in other driving situations, 

twelve indicated that these also felt inconvenient to them. The experiences were about 

waiting due to obstacles in the lane (incorrectly parked vehicles), the behaviour of 

other road users (e.g., car coming too near in overtaking), and, in three cases, 

unexpected positioning behaviour of the shuttle (e.g., late lane change for turning, 

with car passing on the right). 

  Use experience 

The distributions of user assessments concerning use experience (boxplots) are shown 

in Figure 4. For analysis, the coding of mirrored scales was reversed, for all scales to 

point in the same direction.  

 

Figure 4. User assessments concerning emotional valence and arousal, perceived safety, 

comfort and hedonic quality of the ride (left) and perceived usefulness, reliability and ease of 

use of the shuttle (right). 

Overall, passengers reported positive emotional experience of the ride, with a mean 

assessment of M = 5.9 (SD = 1.3) on the scale from 1 – unpleasant to 7 – pleasant. 

The arousal associated with this valence was experienced as normal to slightly 

activated (M = 4.8, SD = 1.5). Regarding the dimensions of pragmatic quality, 

passengers felt safe on the ride (M = 5.6, SD = 1.5) and perceived the shuttle as useful 

(M = 5.6, SD = 1.6). Perceived ease of use was high (M = 5.8, SD = 1.6). Perceived 

reliability (M = 5.2, SD = 1.7) was slightly lower, with more variation in the 

individual assessments. Concerning hedonic quality, passengers expressed high levels 

of fun associated with the ride (M = 5.9, SD = 1.4, from 1 – boring to 7 – entertaining). 

Perceived comfort was slightly above the middle of the scale on average and showed 

more variation in individual scores (M = 4.7, SD = 1.7). 

  Qualitative feedback 

59.0% of respondents used the free text field to give an indication of what they liked 

about the design of the shuttle. The most frequent category of mentions (n = 141) 
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referred to aesthetic aspects of design, including topics such as clear, simple or 

functional design; modern, futuristic or distinctive design, attractive design, and light 

colours. The next most frequent category (n = 85) referred to spatial design aspects, 

including large windows on all sides (“without advertisement”), good panoramic view 

and lightness in the cabin as well as a spacious interior•. Some respondents named the 

compact size of the vehicle. A number of statements (n = 23) dealt with technological 

aspects, most frequently the electric drive, which was liked mostly for its silence and 

partly for the aspect of environmental protection. A smaller number of statements 

mentioned the aspect of autonomous driving or the monitors inside the shuttle where 

route information was displayed. Two further considerable categories concerned seat 

design (n =11; aspects: comfortable, material wood, and belts) and accessibility 

(n = 17), including suitability for wheelchairs and low access height. 

Looking at aspects not liked about the design of the shuttle, 42.2% of respondents 

gave some qualitative information. The most frequent category of mentions (n = 66) 

addressed the design of the seats, which were characterized as hard or uncomfortable 

by around half of these remarks. A smaller number of mentions revolved around the 

safety belts that some seats were equipped with, with different foci (not available on 

all seats, unclear where using belt is required, unnecessary or provisional, not wide 

enough for users with large body girth). Individual mentions referred to a low height 

of the seats or the orientation. The next most frequent category involved spatial 

aspects of design (n = 63). Most of these referred to aspects of capacity, with topics 

like (too) small size, few seats or little space. A smaller number of remarks dealt with 

the availability of handles to hold on to (too few, or unfavourable arrangement). A 

number of statements (n = 33) referred to characteristics of driving (mostly braking). 

Individual statements involved aspects of accessibility, namely a rather narrow space 

for turning a wheelchair inside the shuttle, the usability of the ramp (probably referring 

to the steepness of the angle) and the low auditive perceptibility of the shuttle for road 

users. 

Of the respondents 41.9% provided a statement on what they would consider desirable 

to improve the design of the shuttle. The most frequent category of mentions (n = 67) 

involved technological aspects. Around half of these concerned the further 

development of the driving functions, in order to, for example, reach a higher velocity, 

smoothen the driving by avoiding sudden breaking, or enable fully automated 

operation. Ideas not mentioned before include using the shuttle’s connectivity to 

enable phased green traffic lights for the shuttle. The suggestions concerning seat 

design (n = 40) and spatial design (n = 47) mostly take up the criticism presented 

above, by proposing softer or more comfortable seats, vessels with higher capacity, 

more seats overall, more seats in direction of driving, and enhanced possibilities to 

hold on to a handle, e.g., in standing, sitting down/getting up or getting on/off the 

vehicle, and a bit more space for turning wheelchairs or prams inside. 

 

• Mind the maximum number of passengers of three (plus two vehicle attendants). 
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  Intention to use self-driving shuttles in public transport 

The item to assess passengers’ intention to use self-driving public shuttles in the future 

had three response options: besides yes, definitely and no way, passengers had the 

possibility to choose yes if ... and then qualify the conditions in a free text field. 68.4% 

of respondents indicated they would definitely use driverless shuttles. 18.8% 

expressed a use intention given certain conditions. Within these, the most frequent 

category of mentions (n = 34) involved that the technology be fully tested, developed 

and safe. A related topic (n = 14) concerned the further development of performance, 

often mentioning higher velocity, but occasionally also aspects such as a bigger fleet 

or network, smooth driving or higher transparency of the technology. Ten respondents 

(2.2%) stated they would not use driverless shuttles, and 10.5% did not respond to the 

item. 

  Discussion  

  Limitations 

Our goal was to capture a comprehensive picture of user experience in passengers 

who had experienced a self-driving shuttle and could base their opinions on this. As 

we can suppose that most of our respondents tried the HEAT shuttle based on their 

own interest and motivation, the results apply to persons who are generally open to 

using this technology and may differ for persons who are not. 

Importantly, the results must be considered in the light of the presence of vehicle 

attendants on board. This means that the user assessments and requirements that were 

collected can be applied, but certain additional requirements concerning an 

autonomous operation without an attendant on board did most probably not become 

obvious. Prior research in the HEAT context has shown that drivers of public transport 

vehicles fulfil additional functions from a user perspective, including that of a system 

expert providing helpful information, an instance of supervisory control and a contact 

person in case of exceptional situations (Dreßler et al., 2019). Design of autonomous 

shuttles must propose alternative solutions to enable the same, e.g., through proactive 

passenger information, safety and security measures, or the possibility to get in contact 

with a service or control centre (cf. Grippenkoven et al., 2019). 

Moreover, the focus of the project was on piloting the technology and giving the 

public an opportunity to try it. Thus, the shuttle operations were not integrated in the 

regular public transport offers. This was reflected, e.g., in that the shuttle could be 

used for free and did not appear as part of travel chains proposed in public transport 

information systems. This trial character needs to be considered, too, when 

interpreting the user experience results: As most of the users tried the shuttle for 

curiosity, the demands and expectations were probably lower than they would be in 

using the shuttle as part of a regular travel chain. Finally, the trial had to be carried 

out under particular conditions due to the COVID-19 situation (e.g., only three 

passengers could use the shuttle at a time, nose-mouth covers were worn), which may 

have changed user experience in certain respects compared to the conceived normal 

operations.  
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  Conclusions 

Passengers experienced the vehicle and the ride on it in a positive way overall. The 

vast majority expressed their willingness to use self-driving shuttles if these were a 

readily available transport option. Notably, this was the case even though passengers 

experienced imperfections in the vehicle’s way of driving that mostly concerned 

occasional “jerky” driving due to braking. The overall pattern of user assessments 

including the observation that technological aspects were rarely mentioned under 

dislikes, but more often under ideas for improvement shows that passengers obviously 

took account of a to-be-expected development status in their evaluation. They were 

positive about the technology overall and understanding about some current 

constraints, but they also expect that these be resolved in future applications to make 

self-driving shuttles a competitive transport option. 

The most important optimization potential in the current system, both from a user 

perspective and with regard to the interactions of the vehicle with surrounding traffic, 

is the further advancement of the anticipation capability and performance of the 

autonomous driving functions. It is necessary in order to enable a fluent driving style 

and avoid abrupt braking reactions as well as waiting times of both the automated 

vehicle and the surrounding traffic due to mutual obstruction of the way. In addition 

to high-definition maps and the recognition of environment features for positioning, 

the current AV shuttles mostly exploit trajectory information of surrounding objects 

for manoeuvre planning. Some are also connected with elements of the road 

infrastructure to get more information, e.g., on the status of traffic lights, or additional 

trajectory information of surrounding objects from road infrastructure sensors, as in 

the case of the HEAT shuttle. However, while the systems need to interact with 

human-operated vehicles and vulnerable road users, the exploitation of trajectory 

information as it is currently done does not seem to lead to satisfactory performance. 

The vehicles behave rather reactive and lack the anticipatory skills that characterize 

expert human drivers who exploit predictions about the further course of events based 

on knowledge of situation categories and including additional cues, as for example 

the reversing lights of other vehicles. With regard to the achieved speed and 

autonomy, the HEAT system was already rather advanced within current trials of AV 

in public transport. However, user feedback concerning use intention and research 

findings on perceived usefulness (Madigan et al., 2016) clearly shows that efficiency 

needs to be further advanced if AV in public transport is to become a viable transport 

option for a large number of users. Beside the enhancement of autonomous driving 

functions, additional measures may help to improve overall system performance. One 

of them is the thoughtful identification and/or design of a suitable operation 

environment and the stopping points with regard to infrastructural conditions. In a 

video analysis that was also conducted in the HEAT project, much less conflicts in 

association with waiting (due to other vehicles or the HEAT vehicle itself representing 

obstacles), passing and overtaking were observed on roads with at least two lanes per 

direction (Wissen Bach, 2021). In addition, the quality of interactions between AV 

and surrounding traffic can probably be enhanced by additional means of information 

and communication, for example a more prominent marking of the vehicle as being 

autonomously driving as well as being a vehicle of public transport (associated with 

entry and exit of passengers, necessity of taking care in passing). Dynamic display of 
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the current status and the pending next manoeuvre (e.g., obstacle ahead, planning to 

drive around it automatically/manually; duration) and maybe also recommendations 

may further help other road users to understand and anticipate the vehicle’s actions 

and interact in a safe way. 

The results give hints to what users require in public transport in general and 

underscore the insight that perceived usefulness is the most important criterion in 

choosing a means of transport. While part of the user feedback referred to autonomous 

driving, a major portion dealt with general aspects of service quality in public 

transport that are independent of automation level. These include basic aspects such 

as availability and reliability, but also respect for user needs and human factors such 

as accessibility, practicability (e.g., in the transport of luggage and other items) and 

the need for comfort and aesthetics (see suggestions for improvement in results part). 

In the first visions of using autonomous vehicles in shared transport with flexible 

routes, the systems were conceived to be readily available by now. The results of 

current pilots highlight that autonomous driving functions the way they are configured 

currently are not mature to blend in smoothly into mixed traffic environments. 

Research and development strive to conquer new ground concerning the operational 

design domains and find solutions for challenging environments. Given the 

observation that the development is progressing slower than originally thought and 

the urgency of transforming transportation for sustainability, municipalities, transport 

operators and policy makers should not wait for automated driving functions to be 

fully mature to implement innovative transport services in mixed-traffic 

environments, but in parallel develop concepts how digitization and user-centred 

design can be used to enhance the availability of public transport and stimulate 

sharing. This includes the use of automated driving in more constrained environments 

and the exploration of how flexible on-demand transport with human operators can be 

made possible today already. 
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  Abstract 

Automated vehicles are expected to bring benefits not only for their drivers, but also 

for traffic safety and the environment. For this to happen, drivers must be willing to 

use automated vehicles, which depends on whether they perceive them as safe and 

trust them. One source of information that influences how automated vehicles are 

viewed is media coverage, such as newspaper or magazine articles. To investigate the 

impact of media reports on the perceived safety of and trust in automated vehicles, we 

conducted an online experiment. After presenting the features of an SAE Level-3 

automated vehicle, participants’ (N = 114) initial safety perceptions and trust were 

measured along with other variables. Participants were then randomly assigned to read 

one of three newspaper articles that portrayed automated driving in the city as either 

positive, negative, or neutral. Perceived safety and trust were then measured again. 

Finally, participants experienced an automated drive through urban traffic and the 

dependent variables were assessed one more time. Results indicate that the 

information from the media report significantly influenced trust and perceived safety, 

especially the negative report. However, after experiencing the automated ride, trust 

recovered back to the initial level and perceived safety even increased.  

  Introduction 

In March 2018, two accidents involving automated vehicles (AVs) occurred within a 

few days of each other. In the first accident, an Uber test vehicle in self-driving mode 

killed a pedestrian who was crossing the street while pushing a bicycle (NTSB, 2019). 

This was the first fatal accident involving an AV in which a pedestrian was killed. In 

the second accident, the driver of a Tesla Model X operating in ‘Autopilot’ mode was 

killed when the vehicle drifted out of its lane and crashed into a barrier (NTSB, 2020). 

Both accidents led to a great deal of media coverage with headlines like “Self-driving 

uber car kills pedestrian in Arizona, where robots roam” (Wakabayashi, 2018; New 

York Times). An analysis of over 1.7 million tweets before and after the 

aforementioned fatal accidents revealed that not only did the number of tweets about 

AVs increase in the days following the crashes, but so did the proportion of negative 

tweets and the negativity in the tweet texts themselves (Penmetsa et al., 2021). A 

content analysis of online and print articles on automated driving in German 

newspapers revealed a similar pattern. Following accidents involving AVs, which 
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included the two fatal accidents described here, an increase in the frequency of 

reporting and a more negative tone of articles was observed (Jelinski et al., 2021). In 

general, i.e. not immediately after an accident, the tone of articles in German 

newspapers reporting on AVs as well as their headlines were mostly neutral with a 

slight tendency towards a positive tone for the article and a slight tendency towards a 

negative tone for the headline (Jelinski et al, 2021). A larger study from 2019 

examined around 20,000 electronic news articles about AVs from European countries 

with a sentiment analysis (dos Santos et al., 2022). Overall, the predominant sentiment 

was negative (e.g. AVs are unreliable), followed by neutral (e.g. AVs are vehicles that 

drive themselves) and then positive (e.g. AVs are safe). Articles were further divided 

into categories, for instance market (e.g. stock markets) or test and safety (e.g. 

accident reports). In the test and safety category, that the authors describe as very 

relevant to the acceptance of AVs, the sentiment was slightly more neutral than 

negative, and considerably more negative than positive (dos Santos et al., 2022). 

Media coverage, like newspaper or magazine articles, is an important source of 

information that is widely available to the lay audience and that influences the 

perception of AVs (Sharma & Mishra, 2022). In two large European surveys in 

September 2019 with over 27,000 citizens, six out of ten respondents said that they 

had read, seen or heard something about AVs in the previous twelve months (dos 

Santos et al., 2022). Consumers’ expectations about AVs and expected benefits are 

high, e.g. increased safety (Ro & Ha, 2017; Utriainen, 2021), increased driver comfort 

(Hartwich et al., 2018) or reduced vehicle emissions (Stogios et al., 2019). However, 

the majority of respondents in a European survey said that they would not feel 

comfortable with AVs, both as a passenger of an AV and as another road user (e.g. a 

pedestrian being in the presence of an AV) (dos Santos et al., 2022). This is a crucial 

issue that should be addressed because as long as the majority is not comfortable or 

willing to use AVs, they cannot unfold their benefits. Two factors that play a decisive 

role in predicting whether people intend to use AVs are trust and perceived safety. 

When people perceive AVs as safe and have trust in them, they are more likely to use 

them (Zhang et al., 2021; Zoellick et al, 2019). Trust and perceived safety are in turn 

influenced by the information that is available to drivers (Khastgir et al., 2018; Kraus 

et al., 2019; Ward et al., 2017). For example, higher levels of trust were observed 

when drivers had a detailed explanation about AV system functions compared to none 

(Khastgir et al., 2018). When people have not yet had the opportunity to interact with 

a new technological system, they rely on second-hand information, e.g. from media 

reports (Miller et al., 2021). Previous experimental studies have shown that 

information from media reports have direct and indirect influence on people’s 

willingness to ride an AV (Anania et al, 2018; Zhu et al., 2020). When presented with 

negative (positive) information, even as short as a single headline, people are less 

(more) willing to ride an AV (Anania et al., 2018). Media reports displaying the 

opportunities and risks of AVs in a neutral manner were shown to influence attributes 

like comfort and usability but not perceived safety or trust (Feldhütter et al., 2016). 

  Present study 

Up to the authors knowledge, no studies have been conducted that compare the impact 

of positive, negative and neutral media reports on drivers’ perceived safety of and 
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trust in AVs. Following the protocol of Feldhütter et al. (2016), perceived safety and 

trust were measured at the beginning of the study as a baseline, directly after reading 

a media report and after experiencing an automated drive. An urban traffic setting was 

chosen both for the media report as well as the automated drive. Previous studies have 

mainly focused on SAE Level-4 (Feldhütter et al., 2016) or Level-5 (Anania et al., 

2018; Zhu et al., 2020) AVs. While these AVs are not commercially available yet, 

Mercedes-Benz now offers an approved SAE Level-3 system for series production 

vehicles (Mercedes-Benz Group, 2021). Now that these vehicles are on the road, they 

may also move more into the focus of reporting. Thus, a Level-3 AV was examined 

in the present study. 

  Method 

  Sample 

Overall, 114 people participated in the study. Fourteen participants were excluded 

from data analysis because they failed to correctly answer a manipulation check 

question (n = 9), had technical issues (n = 3) or stated to not have answered the 

questionnaire truthfully (n = 2). The remaining sample (N = 100) consisted of 37 men, 

62 women and one non-binary person. Participants’ age ranged from 18 to 62 years 

(M = 28.8 years, SD = 12.4 years). About half of the participants (47%) had their 

driving licence for 3 to 10 years, around one third (30%) for more than 10 years and 

around one fourth (23%) for less than 3 years. The majority (60%) indicated that they 

drive either daily or at least four times a week. Around one fifth of the sample (18%) 

stated that they had experience with automated driving (SAE Level-2 system). 

Participants were recruited via social media and university mailing lists. In order to 

be able to participate, people were required to be German native speakers and to hold 

a valid driving licence. Participants were compensated with course credits or had the 

chance to win one of three €22 Amazon vouchers. 

  Materials and experimental design 

A 3x3 mixed design was applied in this study, with the between factor media report 

(positive vs. neutral vs. negative) and the within factor measuring time (baseline vs. 

after media report vs. after automated drive). Three media reports (see Figure 1 for an 

example) in the style of short newspaper articles were created that were all similar in 

length (90-94 words). The positive article described how an AV prevented a fatal 

accident with pedestrians, the negative article described how a pedestrian died in a 

crash with an AV and the neutral article described how AVs could change urban traffic 

in the future.  
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Figure 1. Example of one media report (negative) in the style of a short newspaper article 

created for this study (translated from German by the authors). 

Trust in the AV was measured with the German version (Kraus et al., 2020) of the 

Trust in Automation Scale (Jian et al., 2000). The scale consists of seven items that 

are rated on a 7-point Likert scale with two poles (1 = “do not agree at all” and 

7 = “completely agree”). Perceived safety was measured with one item (“How safe do 

you feel in an automated vehicle?”) that was rated on a 10-point Likert scale with two 

poles (1 = “not safe at all” and 10 = “very safe”). Affinity for technology was assessed 

with the German version of the Affinity for Technology Interaction (ATI) Scale 

(Franke et al., 2019). To experience a drive with an AV, a 3-minute long video was 

created using Unity and the asset Windridge city. From the driver’s perspective, 

participants saw a drive through a simulated city with pedestrians crossing in front of 

them (see Figure 2). The automated drive was similar to the baseline drive by Colley 

et al. (2020).  

 

Figure 2. Automated drive through the city from the driver’s perspective with a pedestrian 

crossing in front of the AV. 

In all crossing cases, the AV decelerated in a timely fashion and came to a complete 

stop. No critical situations occurred during the journey. As the AV was a Level-3 

system, it could reach system limits and then issue a take-over request (TOR). The 

participants would then have to take over control. However, this did not happen during 

the automated drive.  
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  Procedure 

The study was conducted online using the survey platform Unipark. After providing 

informed consent, participants first answered questions about demographic data, their 

typical driving behaviour, their experience with automated driving and their affinity 

for technology. Then the functionalities of a Level-3 AV were explained to them. This 

included that the AV takes over the complete longitudinal and lateral control, is 

equipped with an emergency brake assistant and issues a TOR when system limits are 

reached. Participants were further informed that in case of a TOR, the AV will prompt 

the participants to intervene (e.g. by selecting possible courses of action via a button 

press). Afterwards, trust and perceived safety were measured for the first time. 

Participants were then randomly assigned to one of the three media reports (positive, 

neutral, or negative). After reading the report, a comprehension check followed. They 

were asked whether they understood the text and had the possibility to specify any 

unclarities. As a manipulation check, one question on the content of the media report 

was included. Trust and perceived safety were then measured for the second time. 

Next, participants experienced the automated ride via video from the driver’s 

perspective. After that, perceived safety and trust were measured for the third time, as 

well as takeover willingness. Participants then had the possibility to specify 

unclarities, provide additional comments regarding the study, and state whether they 

answered the questions honestly. Lastly, participants were debriefed and informed 

that the newspaper articles were created for research purposes and that the contents 

did not depict true events. 

  Data preparation and analysis procedure 

For each dependent variable, a 3x3 mixed ANOVA with the between factor media 

report (positive vs. neutral vs. negative) and the within factor measuring time 

(baseline = T1, after media report = T2, after automated drive = T3) was calculated 

using SPSS 27. Since the ANOVA is considered robust to a violation of the normal 

distribution (Glass et al., 1972), it was also performed and interpreted when a normal 

distribution according to the Shapiro-Wilk test was not given. The Greenhouse-

Geisser adjustment is reported in cases where the assumption of sphericity assessed 

by Mauchly’s test was violated. The homogeneity of the error variances was violated 

once (trust at T2), so a Box-Cox transformation was performed and the analyses 

continued with the transformed variable. For simple main effects of the between factor 

(media report), a one-way ANOVA was calculated. For simple main effects of the 

within factor (measuring time), a one-way repeated measures ANOVA was 

calculated. Bonferroni-adjusted t-tests were used as post-hoc comparisons between 

two specific groups. 

  Results 

A total of 100 participants were included in the analysis. Of those, 34 read the positive 

media report, 28 the neutral media report and 38 the negative media report.  
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  Perceived safety 

Ratings of perceived safety ranged from 1 to 10, higher values representing higher 

levels of perceived safety. Across all media report groups, perceived safety was 

highest after experiencing the automated drive (T3; M = 6.70, SD = 1.95) compared 

to after reading the media report (T2; M = 6.13, SD = 1.95) and the baseline (T1; 

M = 6.12, SD = 1.88). Across all measuring times, perceived safety was highest in the 

positive media report group (M = 6.61, SD = 1.77), followed by the neutral media 

report group (M = 6.36, SD = 2.00) and the negative media report group (M = 6.02, 

SD = 1.98). 

Figure 3 shows perceived safety by media report group and measuring time. At the 

baseline (T1), the mean values for perceived safety were similar for all three groups. 

After the media report (T2), mean perceived safety values diverged. While perceived 

safety increased for the positive media report group, it decreased for the negative 

media report group and remained at the same level for the neutral media report group. 

After the automated drive (T3), the values of all three groups converged again and all 

increased, with the strongest increase for the negative media report group.  

 

Figure 3. Mean scores of perceived safety per media report group and measuring time. Error 

bars reflect 95% confidence intervals (CI). Higher ratings represent higher perceived safety. 

The mixed ANOVA revealed a significant main effect for measuring time, 

F(1.36, 132.23) = 8.56, p = .002, partial η² = .08. The interaction effect, 

F(2.73, 132.23) = 2.32, p = .084, partial η² = .05, and the main effect for media report, 

F(2, 97) = 1.05, p = .355, partial η² = .02, were not significant. Post-hoc tests 

confirmed that there were no significant differences for T1 and T3 between all three 

media report groups. However, after reading the media report (T2), perceived safety 

was significantly higher for the positive group compared to the negative group, 

Mdiff = 1.15, p = .036. As for the development over time, perceived safety significantly 
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increased for the positive group from T1 to T2, Mdiff = 0.47, p = .003, and for the 

negative group from T2 to T3, Mdiff = 1.08, p = .002.  

  Trust 

Trust ratings ranged from 1 to 7, higher values representing higher levels of trust. 

Across all media report groups, trust was highest after the automated drive (T3; 

M = 4.73, SD = 1.13) followed by the baseline (T1; M = 4.54, SD = 1.21) and after 

reading the media report (T2; M = 4.41, SD = 1.28). Across all measuring times, trust 

was similarly high for the neutral (M = 4.77, SD = 1.16) and the positive (M = 4.68, 

SD = 1.09) group and lower for the negative group (M = 4.29, SD = 1.25).  

Figure 4 shows trust by media report group and measuring time. At the baseline (T1), 

mean trust ratings were similar for all three groups. After reading the media report 

(T2), trust ratings in the negative media report group decreased while they remained 

at the same level for the positive and the neutral group. After experiencing the 

automated drive (T3), trust in the negative group increased back to the baseline and 

was similar to that of the positive and the neutral group.  

 

Figure 4. Mean scores of trust per media report group and measuring time. Error bars reflect 

95% confidence intervals (CI). Higher ratings represent higher trust. 

The mixed ANOVA resulted in a significant interaction effect, 

F(3.77, 182.78) = 6.99, p < .001, partial η² = .13. Regarding the simple main effects 

for measuring time, a significant effect was found between the groups at T2, 

F(2, 97) = 5.83, p = .004. After reading the media report (T2), trust was significantly 

lower for the negative group compared to the positive, Mdiff = - 1.00, p = .009, and the 

neutral group, Mdiff = -0.94, p = .022. Post-hoc tests confirmed that there were no 

significant differences between the three groups at T1 or T3. Regarding the simple 

main effects for media report group, a significant effect of measuring time was found 

for the negative group, F(2, 74) = 16.85, p < .001. For the negative group, trust was 
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significantly lower at T2 compared to T1, Mdiff = -0.53, p < .001, and T3, Mdiff = -0.73, 

p < .001. Post-hoc tests confirmed that there were no significant differences between 

measuring times for the positive and the neutral group. 

  Discussion 

Information from the media report significantly influenced perceived safety and trust. 

In all three media report groups, participants did not differ significantly in their initial 

scores for perceived safety and trust. Thus, the groups had no baseline differences that 

needed to be considered. After reading the media report, the groups diverged. The 

group with the positive media report had significantly higher trust and perceived 

safety values than the group with the negative report. For perceived safety this is due 

to a significant increase in the positive group, while for trust this is due to a significant 

decrease in the negative group. After experiencing an automated drive through the 

city, the ratings for all three groups converged again. The convergence is likely due 

to a significant increase in perceived safety and trust in the negative group. In line 

with previous research, the neutral media report had no impact on perceived safety 

and trust (Feldhütter et al., 2016). 

Similar to Anania et al. (2018) who used only headlines, the short newspaper articles 

used in this study led to significant differences between groups. Even relatively short 

media reports have the potential to influence people’s perceptions of AVs. Positive 

media coverage of AVs can lead to AVs being seen as safe, which increases people’s 

willingness to use them (Anania et al., 2018; Zoellick et al., 2019). Negative reporting 

on AVs on the other hand reduces trust in them and therefore also the willingness to 

use them (Anania et al., 2018). This is particularly important for two reasons. First, 

trust is the most critical predictor for intention to use AVs (Zhang et al., 2021). 

Second, negative media coverage of AVs is more prevalent (dos Santos et al., 2022) 

and negative messages are spread more rapidly and widely on social media compared 

to neutral or positive ones (Tsugawa & Ohsaki, 2015). Even ambiguous story events 

that could be interpreted as positive or negative, are increasingly negative connotated 

over multiple transmission episodes (Bebbington et al., 2017). A negative news story, 

e.g. about an accident involving an AV, could reach more people and have a stronger 

impact than a positive report. This is especially important as long as people do not yet 

have their own experience with AVs which would offset the negative reports. Even 

though vehicles with SAE Level-3 systems can be purchased now, they are very 

expensive and it will take some time before they are available to a larger number of 

drivers. 

  Limitations, strengths and future research 

In this study, participants read only one short newspaper article. However, people 

consume lots of different media reports each day (Zenith, 2019). Further research is 

needed to examine whether prolonged media consumption exacerbates or attenuates 

the results shown here. In addition, it would be interesting to study how different 

combinations of positive, negative and neutral media reports influence people’s 

perception of AVs. In this study, the effect of the media report was captured directly 

after reading it. A longer delay between reading the media report and experiencing 

the AV could be of interest. However, the scenario used here might be comparable to 
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consuming media, e.g. a short newspaper article, just before getting into the vehicle 

and starting a journey. Furthermore, mass media and social media seem to influence 

people’s perceptions of AVs differently (Zhu et al., 2020). Thus, a comparison of mass 

media reports, as used in this study, and social media reports could yield new insights. 

Moreover, the automated drive was only experienced online. The findings should be 

verified under more realistic or immersive conditions such as a driving simulator or 

in a field study under real driving conditions.  

  Conclusion 

Media reports about automated driving influence people’s perception of AVs. While 

neutral reports have no influence on perceived safety and trust, positive and especially 

negative reports have. After experiencing automated driving, the decreased trust and 

perceived safety evoked by the negative media report recovered. Even though Level-

3 AVs are available, it will take some time before a large number of people will 

experience these systems first hand. However, with more and more Level-3 AVs on 

the road, media coverage of AVs could be more about real-life events such as 

accidents than about other topics such as technical developments. If media coverage 

tends to be unbalanced and too negative, the public might distrust AVs and be 

unwilling to use them, negating all the benefits AVs may have not only for their 

drivers but also for the traffic safety of all road users as well as for the environment. 
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Abstract 

There is not yet sufficient knowledge on how people want to be driven in a highly 

automated vehicle. Many studies suggest that automated vehicles should drive like a 

human driver, e.g. moving to the right edge of the lane when meeting oncoming 

traffic. To generate naturally looking trajectory behaviour, more detailed studies on 

manual driving are necessary. This is a driving simulator study investigating different 

oncoming traffic scenarios in curves. Fourty-six participants experienced three 

different oncoming traffic scenarios either on a 3.00 m or on a 3.50 m lane width in 

manual driving. Results show that participants react to oncoming traffic by veering to 

the right edge of the lane. We also found that the type of oncoming vehicles influences 

manual driving behaviour. Trucks lead to significantly greater reactions and hence to 

more lateral distance between the ego and the oncoming vehicle. From this study on 

manual driving, we recommend an adaptive autonomous driving style which adjusts 

its trajectory behaviour on type and position of oncoming vehicles. Thus, our results 

help to design an accepted and trusted trajectory behaviour for highly automated 

vehicles. 

State of knowledge 

Sensory and algorithmic developments enable an increasing implementation of 

automation in the automotive sector. Ergonomic studies on highly automated driving 

are essential aspects for later acceptance and use of highly automated vehicles 

(Banks, 2015; Elbanhawi et al., 2015). In addition to studies on driving task transfer 

or out-of-the-loop issues, there is not yet sufficient knowledge on how people want 

to be driven in a highly automated vehicle (Gasser, 2013; Radlmayr & Bengler, 

2015). First insights show that preferences regarding the perception and rating of 

driving styles are widely spread. Many prefer their own or a very similar driving 

style and reject other driving styles that include e.g. very high acceleration and 

deceleration rates or small longitudinal and lateral distances to other road users 

(Festner et al., 2016; Griesche et al., 2016; Dettmann et al., 2021). Studies show that 

swift, anticipatory, safe and seemingly natural driving styles are prioritized (Bellem 

et al., 2016; Hartwich et al.; 2015; Dettmann et al., 2021). In the literature, trajectory 

behaviour as one part of the driving style is mostly implemented as a lane-centric 
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position of the vehicle in the lane. From a technical point of view this is a justifiable 

and logical conclusion, but drivers show quite different preferences, especially in 

curves and in case of oncoming traffic (Bellem et al., 2017; Lex et al., 2017). In 

manual driving situations without oncoming traffic, participants drive close to the 

centre of the lane on straights (Schlag & Voigt, 2015; Rosey et al., 2009). In curves, 

participants show a different driving behaviour and move closer to the road centre in 

left turns and closer to the roadside in right turns (Rossner & Bullinger, 2018). 

Several studies report a tendency to cut the curve by hitting the apex, especially for 

left turns (Bella, 2005; Bella, 2013; Spacek, 2005). When meeting oncoming traffic 

in manual driving, participants increase their lateral safety distance by moving to the 

right edge of the lane, both on straights (Schlag & Voigt, 2015; Rossey et al., 2009; 

Triggs, 1997) as well as in left and right curves (Lex et al., 2017; Schlag & Voigt, 

2015). When meeting heavy traffic, participants’ reactions are even greater (Spacek, 

2005; Dijksterhuis, 2012; Mecheri et al., 2017; Schlag und Voigt, 2015; Rosey et al., 

2009; Räsänen, 2005). With the appearance of oncoming traffic in left curves, two 

manual driving strategies overlay: to hit the apex and to avoid short lateral distances 

to the oncoming traffic. Therefore, left curves are going to be the main focus of this 

study. In summary, the implementation of this natural driving behaviour into an 

automated driving style includes high potential to improve the driving experience in 

an automated car. Previous studies (Rossner & Bullinger 2018, Rossner & Bullinger 

2019, Rossner & Bullinger 2020a, Rossner & Bullinger 2020b; Rossner et al. 2021) 

show that reactive trajectory behaviour in highly automated driving leads to 

significantly higher acceptance, trust and subjectively experienced driving 

performance on straights and in curves. In order to implement adaptive trajectories 

that modify trajectory behaviour on different lane widths and adjust their behaviour 

on type and position of oncoming vehicles, it seems most relevant to investigate 

manual trajectory behaviour in more detail. The aim of this study is to gain more 

knowledge on manual driving to implement better reactive trajectories that include 

less negative side effects and lead to a better driving experience. The results of the 

study will help to design an accepted and trustfully trajectory behaviour for highly 

automated vehicles.  

 

Method and variables  

A fixed-based driving simulator (Fig. 1) was used to conduct a mixed-design 

experiment. Forty-six participants experienced three different oncoming traffic 

scenarios either on a 3.00 m or on a 3.50 m lane width in manual driving.  

Table 1. Participant characteristics 

 Number Age Driving licence 

holding (years) 

Mileage last five 

years (km) 

 N  M        SD   M        SD M          SD 

Female 13 35.2     6.9 17.3      6.9 60,300     57,000  

Male 33 33.9     7.7 15.7      7.8 98,300     69,900 

Total 46 34.3     7.4 16.2      7.5 87,500     68,100 
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Figure 1. Driving simulator with instructor centre (left) and a participant (right) 

All participants were at least 25 years old and had a minimum driving experience of 

2.000 km last year and 10.000 km over the last five years (see Table 1 for details). On 

the simulated rural road straight and curve sections were showed in alternation, so 

after each curve a straight section followed. The curves had a radius of 450 m and a 

length of 250 m. The test track consisted of 7 right and 19 left curves with none, one 

or two oncoming vehicles. Left curves with oncoming traffic lead to more safety 

critical situations and were therefore implemented in a higher number. For the same 

reason, two oncoming vehicles only occurred in left curves. Oncoming traffic was 

balanced to minimize sequence and habituation effects. The speed of the oncoming 

traffic was set at 80 km/h and represented either by a car or a truck. Participants were 

instructed to drive 100 km/h, but should feel free to reduce speed. However, all curves 

could be safely passed at 100 km/h (Vetters, 2012). Higher speeds of the ego vehicle 

were excluded by an activated limiter function at 100 km/h within the driving 

simulation. Consequently, the ego vehicle encountered the oncoming traffic at the 

apex of the curve with a very high probability (Fig. 2). Driving data, e.g. velocity or 

lateral position, was recorded throughout the whole experiment. 

 

Figure 2. Ego vehicle ecountering oncoming traffic (OV) at the apex of the curve.  

Results  

Script-based data monitoring discovered zero invalid data recording cases, which 

needed to be excluded for further analysis. Each curve was splitted into 10 equal 

parts of 25 m. Driving data were averaged for each section (S). The analysis focused 

on the lateral behaviour of the ego vehicle in each sector in dependence of oncoming 

traffic, curve type and lane width. Lateral distance as main dependent variable was 

measured form the centre of the ego vehicle to the road side (Fig. 3). Left and right 

curves are reported separately in the following sections.  

 

OV 



78 Rossner, Friedrich, & Bullinger 

 

 

Figure 3. Measures in oncoming traffic scenario. OV = Oncoming vehicle, Ego = Ego 

vehicle. 

Left curves 

Without oncoming traffic, a similar behaviour for both lane widths can be observed. 

Participants enter the curve with a lateral shift to the road side. This represents a 

typical curve cutting manoeuvre. When passing the curve, participants increase the 

lateral distance to the roadside and reduce the distance to the road centre until section 

9. In section 10, the opposite behaviour is shown, because participants prepared to 

drive out of the curve into the straight section. With oncoming traffic, a different 

behaviour can be determined. Between section 2 and 8 on about 150 m driven, a 

relocation of the trajectory in reaction to the oncoming traffic is performed. Lateral 

position differs most in section 5, which is the planned meeting point with the 

oncoming vehicles. On the lane width condition 3.00 m, lateral position without 

oncoming traffic differs 0.45 m from the truck and 0.27 m from the car scenario. On 

the lane width condition 3.50 m, participants show smaller reactions. The differences 

in lateral position without oncoming traffic is 0.37 m to trucks and 0.21 m to cars.  
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Figure 4. Mean values of lateral distance to the road side for each section in left curves 

In addition, it was examined whether the between-subject factor lane width has an 

influence on the participant’s driving behaviour. Using the rmANOVA with between-

subject factor, the the lane width can be verified as an influencing factor (F (1, 44) = 

17.17, p < .001, ηp² = .28). A post-hoc analysis according to Bonferroni also showed 

that the lane behaviour in the curve without oncoming traffic differed significantly 

from all other traffic situations (p < .001). The situation of oncoming traffic with one 

car dif-fered significantly from the scenario with two oncoming trucks (p <.001). The 

situa-tion with two oncoming cars in comparison to one oncoming truck (p = .01) and 

two oncoming trucks (p < .001) have significantly larger distances to the roadside. All 

oncoming traffic situations compared with one oncoming truck showed no significant 

difference (p = .29). 
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Right curves 

Without oncoming traffic, a similar behaviour for both lane widths can be observed. 

Participants entre the curve with a lateral shift to the road centre. Again, this represents 

a typical curve cutting manoeuvre When passing the curve, test participants decrease 

the lateral distance to the roadside und increase the distance to the road centre until 

Section 8. In section 9 and 10, the opposite behaviour is conducted, because 

participants prepared to drive out of the curve into the straight section. 

 

 

Figure 5. Mean values of lateral distance to the road side for each section in right curves 

With oncoming traffic, a different behaviour can be determined. Between section 2 

and 7 on about 125 m driven, a relocation of the trajectory because of the oncoming 

traffic is performed. As seen in left curves, lateral position differs most in section 4 
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respectively 5, which is the planned meeting point with the oncoming vehicles. On 

the lane width condition 3.00 m, lateral position without oncoming traffic differs 

0.33 m from the truck and 0.23 m from the car scenario. On the lane width condition 

3.50 m, participants show smaller reactions. The differences in lateral position without 

oncoming traffic is 0.25 m to trucks and 0.13 m to cars. 

As for the left curves, the factors oncoming traffic (F(2, 88) = 29.92, p < .001, ηp² = 

.41) and the position in the curve (F(3.76, 166.11 ) = 25.18, p < .001, ηp² = .36) were 

identified as significant main effects. The lane width also led to significantly different 

lateral distances (F (1, 44) = 25.17, p <.001, ηp² = .36). The post-hoc analysis 

according to Bonferroni showed that the type of oncoming traffic differs for each one 

(no oncoming traffic vs. car p <.05, no oncoming traffic vs. truck p <.001, car vs. truck 

p <.001). 

Conclusion and outlook 

The aim of this study was to gain more knowledge on manual driving to implement 

better reactive trajectories that include less negative side effects, e.g. passing 

oncoming traffic with too small distances to the OV or to the road side, and that lead 

to a better driving experience. The use of manual drivers’ trajectories as basis for 

implementing highly automated driving trajectories shows high potential to increase 

perceived safety on straights and curves (Rossner & Bullinger 2019; Rossner & 

Bullinger 2020a; Rossner & Bullinger 2020b; Rossner et al. 2021). Results of the 

study show in left curves without oncoming traffic, that participants gradually 

increase the lateral distance to the roadside. This indicates that the participants try to 

reduce the curve radius and minimize centrifugal forces that would potentially occur 

in a real world driving environment (Spacek 2005; Schlag & Voigt, 2015). 

Participants then show the opposite lateral behavior in right curves, but the strategy 

of passing the curve follows the same scheme. When considering the oncoming traffic 

situations, a distinction can be made with regard to the type of oncoming traffic. In 

both curve types and on both lane widths, significant differences in lateral position 

are found comparing none oncoming traffic, oncoming cars and oncoming trucks. 

When meeting a car, the lateral safety distance should be increased by moving about 

0.20 m to the roadside based on the trajectory without oncoming traffic. If the 

oncoming vehicle is a truck, the safety distance should be increased by about 0.35 m 

to the roadside based on the trajectory without oncoming traffic. In contrast to this, 

the number of oncoming vehicles has no significant effect on the reaction of the 

participants. It is found that the car situations (one car vs. two cars) and truck 

situations (one truck vs. two trucks) do not differ significantly from one another. 

These results amplify the need of adaptive trajectories for highly automated vehicles 

to generate a positive driving experience and, therefore, higher acceptance rates of 

highly automated vehicles (Siebert, 2013; Hartwich et al., 2015). In all use cases, 

a safe driving performace has to be guaranteed during the whole drive. The overall 

safety Finally, the limitations of studies in fixed-based driving simulators depict the 

transfer of the results to real world driving situations. Bella (2009) arguments that 

specific use cases can be researched and various parameters (e.g. speed, lateral 

distance, angle of the brake pedal) can be recorded in driving simulator studies. Of 

course, no movement forces are perceptible, but the visual impression has a great 
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influence on the perception of the oncoming traffic situations and the perceived lateral 

distances. Curves with a radius of 450 m and a length of 250 m can be passed safely 

with 100 km/h, so that the absence of movement forces is not that important. 

Nevertheless, it is very recommeded to conduct a similar study in a real world 

environment. The results also cover only a small part of the existing use cases. Other 

factors, such as meeting oncoming traffic at the beginning respectively the end of the 

curve, curves with additional horizontal course or the influence of additional traffic 

on the ego vehicle’s lane are further topics to be investigated.  
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  Abstract 

In highly automated driving (SAE Level 4), the driver will be no longer responsible 

for driving and can sleep during the ride. This opportunity is likely to change user 

needs. Our work focuses on the first phase of the user-centred design approach and 

aims to identify the target groups who are willing to use the sleep function and the 

relevant use cases. First, we conducted an online survey with N = 264 participants to 

investigate the characteristics that describe the future users of the sleep function. To 

derive relevant use cases, N = 7 participants of the online survey with a high intention 

to sleep during automated driving were invited to a subsequent interview study. The 

online survey identified predictors for a high intention to use a sleep function, such as 

young age as well as a high frequency and duration of sleeping as a passenger in public 

transport or cars. However, the results showed that there is no distinct target group. 

The interviews revealed that the wish to sleep during automated driving is related to 

the individual’s current mobility behaviour and the personal desire to enhance comfort 

during inconvenient trips. We derived exemplary use cases. Future research should 

identify requirements for comfortable sleep during highly automated driving. 

  Introduction  

Nowadays, sleeping as a car driver is still a vision of future mobility. Previous studies 

found relaxing, napping and sleeping as very popular non-driving related task (Becker 

et al., 2018; Kyriakidis, Happee & de Winter, 2015). Whereas in today’s cars it is 

neither possible nor legal to sleep as a car driver, this scenario could become real with 

the advancing automation of vehicles. The Society of Automotive Engineers (SAE) 

differs between six levels of automation (SAE, 2021). While in Levels 0 to 3, the 

driver has to be at least ready to take over the driving task, in Levels 4 and 5 users do 

not need to supervise the driving task. Sleeping as a driver would, thus, be legitimate 

initially in Level 4, called “high driving automation” (SAE, 2021). 

Up to now, it is unclear how such an in-car sleeping function must be designed to fit 

user requirements. Before specifying user’s requirements and designing and realising 

solutions, the user-centred design approach demands to specify the context of use 

(DIN, 2010). Therefore, it is important to specify the target group and potential use 
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cases of the function to be developed. The use cases do not only depend on the 

technical feasibility but also on the requirements of the target group. 

To identify the target group of a Level 4 sleeping function, we conducted an online 

survey. The goal of this survey was to exploratively reveal characteristics which are 

associated with the intention to sleep during highly automated driving and to outline 

potential use cases. As a survey cannot explain the personal motives contributing to 

the wish to sleep during automated driving, a subsequent interview study aimed to 

gain a deeper understanding about the target group’s motives and needs that lead to 

their wish to sleep in the car. The interviews ought to reveal distinct and attractive 

usage scenarios that meet the needs of the target group. 

  Methods 

  Online survey 

  Sample and procedure 

The participants were recruited from the test driver panel of the Wuerzburg Institute 

for Traffic Sciences (WIVW), via project partners and social media. In total, N = 264 

(n = 79 female, n = 185 male, n = 0 diverse) aged between 18 and 83 years (M = 47.1, 

SD = 15.7) took part in the survey. 

The survey was conducted in German language with the software LimeSurvey 

(LimeSurvey GmbH). Completing the survey took about ten minutes. At the 

beginning, the participants were informed that their participation was voluntary, not 

financially compensated and that personal data would only be collected if the 

participant was interested in taking part in the subsequent interview study. At the end, 

participants could optionally provide their name and email to be invited in the 

interview study. All data was collected and processed in accordance to the European 

General Data Protection Regulation. 

The survey was conducted between December 2020 and January 2021. At this time, 

it had to be assumed that the Covid-19 pandemic significantly affected the mobility 

of large parts of the society. For this reason, participants were asked to answer all 

questions about their mobility as they had experienced it prior to the onset of the 

pandemic, i.e., during a period with fewer or no home office and travel restrictions. 

  Measures 

The main goal of the survey was the identification of characteristics describing a target 

group for an in-car sleeping function. The criterion determining the target group was 

defined by the intention to use such a future sleeping function. The intention to use 

was measured by the level of agreement with the statement “In the future, I would 

sleep during the automated drive if I had the opportunity to do so”. The approval was 

indicated on a seven-point Likert-scale from “fully disagree” to “fully agree”.  

To statistically describe the target group, several potential predictors have been 

included in the survey. The investigated predictors addressed the following aspects: 

socio-demographic characteristics (age, gender, educational level, amount of weekly 

working hours, urbanisation of the residential environment), mobility (frequency of 
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drives in the city, on rural roads, on motorways, at night, and in traffic jams as well 

as the annual mileage, commuting time, the frequency of private and business trips), 

sleeping behaviour (frequency and duration of naps as passenger in cars, in means of 

public transport, and at home, as well as the feeling to get sufficient sleep in everyday 

life), attitude towards driving (association of driving a car with fun, strain, stress, and 

discomfort as well as the prior knowledge about automated driving). 

The second goal of the survey was to explore the context, in which a sleeping function 

is likely to be used by members of the target group. Therefore, all subjects who had 

indicated at least slight agreement to the criterion were conceived as members of the 

target group and were asked additional questions about their desired use cases of an 

in-car sleeping function. The participants were asked about their preferred time of day 

to use a sleeping function. Furthermore, they were asked about the estimated 

frequency and duration of use. Additional items explored the desired occasion of the 

drive and the types of road. A detailed list of all items and the used scales can be found 

in table 5 in the appendix. 

  Data analysis 

As there were no assumptions about a higher level model as well as a hierarchical 

order of the predictors, all predictors were analysed by simple linear regressions.  

Due to the large number of statistical tests, the p-values were adjusted according to 

Bonferroni-Holm (Holm, 1979) within each category of predictor (socio-demographic 

characteristics, mobility, sleeping behaviour, attitude towards driving). The level of 

significance is α = .05 for all adjusted p-values. 

  Interview study 

  Sample and procedure 

N = 7 participants (n = 3 female, n = 4 male, n = 0 diverse) aged between 32 and 63 

years (M = 40.4, SD = 10.9) took part in the interview study. All participants had 

previously participated in the online survey and indicated that they would use a future 

in-car sleeping function. Therefore, they were conceived as members of the target 

group (answer to the item “In the future, I would sleep during the automated drive if 

I had the opportunity to do so” with at least “rather agree”). On average, the sample 

had a high intention to use (M = 6.4, SD = 0.8, Min = 5 “rather agree”, Max = 7 “fully 

agree”). 

After giving informed consent to the study procedure and data collection in 

accordance to the European General Data Protection Regulation, the interview was 

conducted as individual online video conference. The interview was conceptualised 

as semi-structured, qualitative survey with an open answering form. Conducting the 

interview took about 45 minutes. 

  Measures 

The interview was structured in four thematic parts. The first part was dedicated to 

better understand members of the target group. Participants were asked about the 

reasons why they wished to sleep during highly automated driving, and which benefits 

they saw in an in-car sleeping function. In the second block of questions, the 
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participants were asked to describe in detail a desired use case of the in-car sleeping 

function. The interviewer asked further questions, e.g., about the occasion, 

destination, and duration of the drive, to what time of day it may take place and how 

frequently these drives would occur. The third part was about the actual mobility of 

the participants. The participants were asked how regularly and how frequently they 

used a car and other means of transport (e.g., trains and busses) and also asked about 

the trips’ occasions, durations and times of day. At the end of the interview, the 

interviewer asked whether the participants’ mobility would change if there was the 

possibility to sleep during the trip. 

  Data analysis 

The participants’ qualitative verbal responses were tagged and clustered by content, 

meaning that responses were grouped across different questions if the participant 

provided related information herein. Because of the small sample size, inference 

statistical tests are not indicated, and all analyses were carried out qualitatively and 

descriptively.  

  Results 

  Online survey 

Relationship between the investigated predictors and the intention to use an in-car 

sleeping function 

Of the N = 264 surveyed participants, n = 106 agreed at least slightly to the criterion 

(n = 47 “rather agree”, n = 42 “agree”, n = 17 “fully agree”). The proportion of these 

as target group conceived persons in the entire sample was thus 40.2%. Of the 

remaining participants, n = 147 rejected the idea of sleeping during the drive (n = 44 

“rather disagree”, n = 41 “disagree”, n = 57 “fully disagree”). The remaining n = 16 

participants indicated “neither nor”.  

Among the socio-demographic characteristics, age significantly predicted the 

intention to use the sleeping function, indicating that younger participants had a higher 

intention to use than older ones. Further, the educational level significantly predicted 

the intention to use: A higher educational degree was associated with a higher 

intention to use. The gender, amount of weekly working hours and urbanisation of the 

residential environment could not predict the intention to use. The statistical results 

of the socio-demographic variables can be found in table 1.  

Table 1. Results of linear regressions for socio-demographic variables 

Variable β Adj.R² F df p Adj. p 

Age -.035 .071 21.130 1, 261 < .001 < .001 

Gender .224 < .001 0.703 1, 262 .402 .402 

Highest educational 

level 

.295 .085 25.450 1, 262 < .001 < .001 

Amount of weekly 

working hours 

.008 < .001 1.022 1, 262 0.313 .626 

Urbanisation of the 

residential environment 

.189 .011 3.934 1, 262 0.048 .144 
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After Bonferroni-Holm adjustment, the participants’ mobility did not significantly 

predict the intention to use. There were tendencies that the intention to use was 

predicted by the frequency of night drives and the frequency of traffic jams, indicating 

that people may have a lower intention to use if they experience frequent night drives 

or traffic jams. However, after adjusting the p-values, these models are conceived as 

not significant. The statistical results of these and the other mobility variables are 

listed in table 2.  

Table 2. Results of linear regressions for mobility variables 

Variable β Adj.R² F df p Adj. p 

Frequency of drives in 

the city 

-.162 .005 2.191 1, 262 .140 .840 

Frequency of drives on 

rural roads 

-.171 .005 2.282 1, 262 .132 .924 

Frequency of drives on 

motorways 

-.075 < .001 0.496 1, 262 .482 > .999 

Frequency of drives at 

night 

-.247 .011 3.881 1, 262 .050 .398 

Frequency of drives in 

traffic jams 

-.410 .016 5.220 1, 262 .023 .207 

Annual mileage -.038 < .001 0.123 1, 262 .726 > .999 

Commuting time 

(single way) 

.089 < .001 0.550 1, 187 .459 > .999 

Frequency of business 

trips longer than 2 

hours 

.119 < .001 0.721 1, 262 .397 > .999 

Frequency of private 

trips longer than 2 

hours 

.057 < .001 0.115 1, 262 .734 .734 

 

In the domain of sleeping behaviour, the frequency and duration of taking a nap as 

passenger in cars in the present significantly predicted the intention to use. Passengers 

who usually sleep longer and more often had a higher intention to use an in-car 

sleeping function. The same applies for persons who sleep regularly and for long 

periods in public means of transport. These variables also significantly predicted the 

intention to use. In contrast, the frequency of taking a nap at home did not significantly 

predict the wish to use a sleeping function. However, participants who perceived their 

regular nocturnal sleep as insufficient had a higher intention to use than people with 

sufficient sleep. The statistical results of all variables concerning sleeping behaviour 

are listed in table 3.  
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Table 3. Results of linear regressions for variables concerning sleeping behaviour 

Variable β Adj. R² F df p Adj. p 

Frequency of naps as 

passenger in cars on 

trips longer than 40 

minutes 

.663 .102 27.020 1 ,228 < .001 < .001 

Duration of naps as 

passenger in cars on 

trips longer than 40 

minutes 

.630 .096 25.850 1, 233 < .001 < .001 

Frequency of naps as 

passenger in public 

means of transport on 

trips longer than 40 

minutes 

.802 .175 44.760 1, 205 < .001 < .001 

Duration of naps as 

passenger in public 

means of transport on 

trips longer than 40 

minutes 

.486 .121 29.270 1, 205 < .001 < .001 

Frequency of naps at 

home up to 40 minutes 

.057 < .001 0.144 1, 259 .704 > .999 

Feeling of getting 

sufficient sleep 

-.202 .021 6.517 1, 259 .011 .022 

 

All measured variables about the attitude towards driving significantly predicted the 

intention to use an in-car sleeping function. Participants who associated driving with 

strain, stress, or discomfort and did not associate driving with fun had a higher 

intention to use. Prior knowledge about automated driving correlated positively with 

the appreciation of an in-car sleeping function. The statistical results about the attitude 

towards driving are listed in table 4.  

 

Table 4. Results of linear regressions for variables concerning attitudes towards driving 

Variable β Adj. R² F df p Adj. p 

Association of driving a 

car with fun 

-.241 .026 7.932 1, 262 .005 .021 

Association of driving a 

car with strain 

.212 .029 8.868 1, 262 .003 .016 

Association of driving a 

car with stress  

.216 .025 7.619 1, 262 .006 .012 

Association of driving a 

car with discomfort  

.203 .015 5.130 1, 262 .024 .024 

Prior knowledge about 

automated driving  

.166 .025 7.753 1, 262 .006 .017 
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Characteristics of use cases for an in-car sleeping function 

The n = 106 participants with an intention to use an in-car sleeping function were 

asked the further questions about the circumstances in which they could imagine 

sleeping during the drive. The majority of the subsample wanted to use the function 

occasionally (n = 44) or rarely (n = 35). N = 14 imagined using the sleeping function 

frequently, n = 4 very frequently. N = 9 would (almost) never sleep during automated 

driving. The minimum imagined travel time to make use of the in-car sleeping 

function was on average M = 77.5 minutes (SD = 76.3, min = 10, max = 480).  

The majority of the target group could imagine sleeping on drives to their holiday 

destination (n = 93) or on recreational trips (n = 63). For daily routine trips (e.g., 

shopping), a sleeping function does not seem to be a promising feature (n = 5). In the 

domain of job-related occasions, n = 61 wanted to sleep on their way from work, 

followed by n = 52 who wished to sleep on vocational drives, and n = 38 on their way 

to work. 

Sleeping during automated driving was conceivable at all times of day with a 

preference of the early morning and the night (cf. figure 1). A sleeping function would 

be used mainly on motorways (n = 95) and during traffic jams (n = 90). The vision of 

sleeping on federal roads (n = 57) or straight rural roads (n = 55) found partial appeal. 

Sleeping on urban roads (n = 17) or on bendy rural roads (n = 12) does not seem to be 

promising. 

 

Figure 1. Intended times of day to use an in-car sleeping function. 

  Interview study 

Reasons for the wish to sleep during automated driving 

When asked about the reasons for their intention to use an in-car sleeping function, 

participants mentioned both, problems they associate with manual driving and 

solutions they expect from an in-car sleeping function. With regard to today’s 
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problems, participants indicated that longer trips often evoke strain, stress, and 

persistent concentration. As a result, participants reported that they quickly become 

tired during long or overnight car trips and need to plan their driving times according 

to their fitness level. One participant added feeling uncomfortable before long trips.  

Consistent with the aforementioned problems, on the benefits side, participants 

reported that sleeping during the trip offered the opportunity to relax and recover. The 

vision of an in-car sleeping function was further associated with higher driving 

comfort. It was expected that this would make one arrive at the destination recovered 

instead of fatigued. In addition to the aspect of comfort, the participants also 

mentioned a gain in time due to the in-car sleeping function. The time of day could be 

utilized better and a lack of sleep e.g., from the previous night, could be caught up 

during the trip. Furthermore, it would be more attractive to travel at off-peak times 

than it is nowadays. 

Derived use cases of an in-car sleeping function 

The scenarios described by the participants were clustered into three use cases.  Most 

participants named more than one imaginable use case. The majority (n = 6) wished 

to sleep on drives to visit their families and/or friends who do not live nearby. The 

described trips took between one and five hours and were typically made on weekends 

(e.g., as weekend commuters). The mentioned drives began in the late afternoon and 

ended in the early or late evening, depending on the driven distance. With regard to 

the taken sleep, parts of the nocturnal sleep would be translocated into the vehicle. 

N = 5 participants wished to sleep (also) on shorter trips that take between 30 and 45 

minutes and start either in the early morning (outbound) or in the late afternoon 

(return). As occasions, participants named destinations for one day, mostly to get to 

and from work (n = 4) but also recreational trips (n = 1). In this use case, the 

participants would rather nap instead of sleeping deeply. 

Third, n = 3 participants described the wish to use an in-car sleeping function during 

long drives to their holiday destination. The participants indicated that they already 

partially do these trips at night today. Traveling time is supposed to be between 8 and 

10 hours. With an in-car sleeping function, the participants anticipated to sleep 

through the entire night and to arrive recovered. 

Anticipated changes in mobility due to an in-car sleeping function 

N = 3 participants indicated that their mobility behaviour would change due to the 

possibility to sleep during the trip. In terms of changes, the participants named to make 

the most of holiday trips, to travel long distances more often, and to generally travel 

more often and at other times. N = 2 participants felt that their mobility would change 

only slightly. They expected to have to plan less before trips to be fit to drive. 

Furthermore, they wanted to reschedule their holiday journeys into the night. The 

remaining n = 2 participants anticipated no changes in their mobility behaviour due to 

an in-car sleeping function. Their driving routes and driving times were already fixed 

and could not be changed easily (e.g., way to work). 
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  Discussion 

The development of high driving automation will enable the driver to completely 

refrain from the driving task and to sleep during the trip. The presented studies focused 

on the first phase of the user-centred design approach and aimed at identifying the 

target groups who are willing to use an in-car sleeping function and to reveal the 

relevant use cases with an exploratory approach. An online survey with N = 264 

participants and a subsequent interview study with N = 7 participants have been 

conducted. 

Implication of results 

The results of the online survey demonstrate that an in-car sleeping function is 

perceived as an attractive feature. The intention to use cannot be ascribed to a distinct 

target group but is associated with several predictors such as young age, high 

education, regular naps in means of transport, and aversion to manual driving.  

The online survey examined the attractiveness of different scenarios of use (duration 

and occasion of the journey, road conditions, and the time of day). Especially long 

trips and trips to recreational and holiday destinations found agreement. Furthermore, 

sleeping during automated driving is imaginable at any time of day, with focus on the 

night and early morning. However, the online survey cannot explain the personal 

motives contributing to the wish to sleep during automated driving. The survey’s 

results reveal characteristics for future use cases, but they cannot explain how these 

characteristics are related to one another. 

Targeting on these issues, the results of the subsequent interview study showed that 

members of the target group expect an eased and restorative instead of a stressful and 

straining drive. Members of the target group are unified by the common wish to 

improve recurring straining drives they are already experiencing today. The 

interviews showed how the characteristics of the expected use cases matched to one 

another: The participants named day trips taking between 30 and 45 minutes starting 

in the early morning and/or late afternoon, weekend trips taking between one and five 

hours starting in the late afternoon, and long holiday trips taking between eight and 

ten hours. These results clarify that an in-car sleeping function must address a wide 

application area. Members of the target group expect short naps as well as long, deep 

sleep. This should be considered in the further ergonomic development of the sleeping 

function. A sleeping function should be able to be used at all times of day. In contrast, 

the interviews provided evidence that long sleeping periods during the day are as 

unlikely as short powernaps during night trips.  

A considerable part of the interview sample expected changes in their mobility due to 

the availability of an in-car sleeping function. However, we consider the indicated 

changes as rather small. Essentially, the participants expected to travel longer 

distances and more often. Major changes in mobility, e.g., changes in their place of 

residence or job have not been mentioned. 
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  Methodological limitations 

The results are supposed to provide a forecast about future target groups and use cases 

of an in-car sleeping function. The accuracy of this forecast may be limited by the fact 

that the surveyed sample is not representative to the general population and may have 

been subject to a self-selection. It is, thus, possible that the participants had a higher 

interest to the survey’s topic than the general population which may lead to an 

overestimated interest in the sleeping function. The actual proportion of the target 

group by the entire population may, thus, be overestimated. Further, the interviews 

examined only a very small subsample and gathered qualitative results and 

perspectives of few persons. Conclusions to the general population must therefore be 

drawn very carefully. However, we consider that the subsample fairly represents the 

target group as the subsample’s results in the interviews fitted the results of the entire 

sample in the online survey. Moreover, the interviews provided complementary 

impressions about needs and motives of the target group. 

The quality of the forecast may further be reduced due to the fact that to this point of 

time, high driving automation is not generally available and sleeping as driver is not 

possible yet. Therefore, the results base on today’s needs which can be solved by a 

future in-car sleeping function. This may explain that the use cases reflect mobility 

behaviour that is rather typical for today’s time. It must be considered that needs and 

mobility may change with emerging new technologies. It cannot be excluded that high 

driving automation and the possibility to sleep during the trip encourage new patterns 

of mobility which can hardly be discovered by an early user-centred approach. 

Likewise, up to this point, little is known about the technical conditions, possibilities, 

and limitations of a sleeping function. It is therefore unclear whether the user 

requirements are technically feasible (e.g., highly automated driving for eight hours 

to holiday destination). 

  Conclusion 

The online survey showed that there is not one distinct target group that would like to 

use an in-car sleeping function, but that there are several indicators that predict the 

intention to use. The interviews explored conceivable use cases. A sleeping function 

is appreciated if recurring drives are perceived as inconvenient (e.g., associated with 

fatigue). Further research is now required to examine the user requirements towards 

the design of an in-car sleeping function. To present design solutions, technical 

development must also be taken into account. 
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Appendix 

Table 5. Items used in the online survey 

Category Item Answer  

Socio-

demographics 

1. Age Numerical input [years] 

 

 2. Gender Single choice 

• female 

• male 

• diverse 

 3. Highest educational level Single choice 

• no graduation 

• lower secondary graduation 

• secondary graduation 

• advanced technical certificate 

• higher education entrance 

qualification 

• bachelor’s degree 

• master’s degree/diploma 

• doctoral degree 

 4. Amount of weekly working 

hours 

Numerical input [hours per week] 

 5. Urbanisation of the 

residential environment 

Single choice 

• rural 

• rather rural 

• rather urban 

• urban 

• metropolitan 

Mobility 6. Frequency of drives in the 

city 

Single choice 

• fewer than 1x per week 

• 1-2x per week 

• 3-5 times per week 

• (almost) daily  

 7. Frequency of drives on 

rural roads 

cf. item 7 

 8. Frequency of drives on 

motorways 

cf. item 7 

 9. Frequency of drives at 

night 

cf. item 7 

 10. Frequency of drives in 

traffic jams 

cf. item 7 

 11. Annual mileage Single choice 

• up to 5000 km 

• 5000 – 15000 km 

• 15000 – 25000 km 

• 25000 – 35000 km 

• more than 35000 km 
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Category Item Answer  

 12. Commuting time (single 

way) 

Single choice 

• up to 15 minutes 

• 15 – 30 minutes 

• 30 – 45 minutes 

• 45 – 60 minutes 

• more than 60 minutes 

 13. Frequency of business trips 

longer than 2 hours 

Single choice 

• never or rarely 

• multiple times per year 

• multiple times per month 

• weekly or more frequently 

 14. Frequency of private trips 

longer than 2 hours 

cf. item 13 

Sleeping 

behaviour 

15. Frequency of naps as 

passenger in cars on trips 

longer than 40 minutes 

Single choice 

• I am never a passenger 

• (almost) never 

• rarely (3-4x of 10 trips) 

• occasionally (5-6x of 10 trips) 

• often (7-8x of 10 trips) 

• very often (9-10x of 10 trips) 

 16. Duration of naps as 

passenger in cars on trips 

longer than 40 minutes 

Single choice 

• I am never a passenger 

• not at all 

• 0-10 minutes 

• 10-20 minutes 

• 20-30 minutes 

• longer than 30 minutes 

 17. Frequency of naps as 

passenger in public means 

of transport on trips longer 

than 40 minutes 

cf. item 15 

 18. Duration of naps as 

passenger in public means 

of transport on trips longer 

than 40 minutes 

cf. item 16 

 19. Frequency of naps at home 

up to 40 minutes 

Single choice 

• (almost) never 

• 1-2x / week 

• 3-5x / week 

• (almost) every day 

 20. Feeling of getting sufficient 

sleep 

Single choice 

• 1 - fully disagree 

• 2 - disagree 

• 3 - rather disagree 

• 4 - neither nor 

• 5 - rather agree 

• 6 - agree 

• 7 - fully agree 
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Category Item Answer  

Attitude 

towards 

driving  

21. Association of driving a car 

with fun 

cf. item 20 

 22. Association of driving a car 

with strain 

cf. item 20 

 23. Association of driving a car 

with stress  

cf. item 20 

 24. Association of driving a car 

with discomfort  

cf. item 20 

 25. Prior knowledge about 

automated driving (self-

assessment) 

cf. item 20 

Use case 26. Time of day to use an in-

car sleeping function 

Multiple choice 

• early morning (5-7 a.m.) 

• morning (7-10 a.m.) 

• late morning (10-12 a.m.) 

• noon (12 a.m. – 2 p.m.) 

• afternoon (2-6 p.m.) 

• early evening (6-8 p.m.) 

• evening (8-11 p.m.) 

• night (11 p.m. – 5 a.m.) 

 27. Minimum duration of trip 

for using sleeping function 

Numerical input [minutes] 

 28. Anticipated frequency of 

use 

Single choice 

• (almost) never 

• rarely (3-4x of 10 trips) 

• occasionally (5-6x of 10 trips) 

• often (7-8x of 10 trips) 

• very often (9-10x of 10 trips) 

 29. Acceptable road conditions 

to use a sleeping function 

Multiple choice 

• motorways 

• federal roads 

• straight rural roads 

• bendy roads 

• cities 

• traffic jams 

 30. Anticipated driving 

occasions for using 

sleeping function 

Multiple choice  

• vocational trips 

• way to work 

• way home from work 

• daily routines (e.g. shopping) 

• recreational trips 

• holidays 
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  Abstract 

Driven by the mobility transition towards a more ecological modal split, bicycles are 

becoming more popular as a means of transportation in cities. Therefore, bicycle 

infrastructure should become an increasing focus of urban planners. When designing 

infrastructure measures for cyclists, user acceptance, especially subjective safety, and 

comfort experience, are important reasons for the usage. To evaluate such factors in 

advance and derive the corresponding design requirements for urban planners at an 

early stage, the use of virtual reality (VR) can help to evaluate planned infrastructure 

measures. This paper presents an experimental design to evaluate infrastructure 

measures for cyclists in a VR study with 20 participants in an urban context. Subjects 

were presented 19 infrastructure measures in VR which were previously evaluated by 

an expert focus group for objective safety and divided into three safety categories. The 

images were randomized, and subjects were asked in a structured think-aloud 

procedure to provide statements about the subjective assessment, as well as reasons 

for their decision. In this paper, we present the study design and the results regarding 

reasons for or against specific infrastructure measures and will conclude with a 

methodological discussion regarding infrastructure assessment via virtual reality to 

aid urban planners and authorities. 

  Background 

In the wake of societal and technological trends such as demographic change (Buffel 

& Phillipson, 2012) and advancing digitization (Kramers et al., 2014), almost all areas 

of daily life are changing. For the future design of cities, this means adjustments in 

urban development as well as the (re)design of inner-city mobility (Loorbach & 

Shiroyama 2006; Burns, 2013). In this context, influencing the mobility behaviour of 

citizens has been the focus of many research projects for some time. This was amongst 

others done through gamification (Torres-Toukoumidis et al., 2022), financial (cash 

credits; Thøgersen, 2009; Bamberg & Schmidt, 2001) or political marketing measures 

to increase the frequency of use of alternative modes of transport (walking, cycling, 

public transport). 

All measures used to increase the attractiveness of alternative means of transportation, 

can generally be divided into hard and soft policies (Gärling et. al, 2009). Soft policies 
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include strategies that focus on increasing information access, increasing motivation 

and (digital) communication aspects. Hard measures attempt to influence the use of 

transport modes through physical changes to infrastructure, increased costs for car 

use, or control of road space. Regarding soft policies, research indicates a mostly 

short-term change in behaviour (Bamberg & Schmidt, 2001) while hard policies 

suggest that urban design measures have a higher potential to stimulate a long-term 

behavioural change. Wardman, Tight and Page (2007) studied factors influencing 

cycling behaviour and found that cycle lanes separated from the road can increase the 

frequency of cycling trips by 55% and lead to a slight decrease in car commuting. 

Here, when designing infrastructure measures for cyclists, user acceptance, especially 

subjective safety, and comfort experience, are an important reason for the usage 

(Springer et al., 2021). Besides safety and comfort, a high satisfaction with the 

implemented infrastructure is another important indicator for the frequency of use. 

For example, a correlation could be found between satisfaction with the availability 

of parking spaces for bicycles and actual bicycle use (Martens, 2007). 

Such evaluations of bicycle infrastructure and their effectiveness on safety, comfort 

and overall satisfaction are mostly carried out via onsite field observations of road, 

traffic junctions and the surrounding areas. Problematic in this regard is the often 

resource-intensive effort to assess the infrastructure as well as accompanying 

circumstances such as daytime, weather, season, traffic situation and actual access to 

participants for interviewing purposes. Moreover, only a momentary observation of 

the initial structural condition and situation is possible. While this assessment of 

infrastructure measures in their current state is very important for urban planners, 

future improvements also need to be assessed with regard to safety and comfort. Here, 

the difficulties of a beforehand assessment or a longitudinal study design is difficult 

due to the complex, resource-intensive and lengthy implementation of new measures. 

To overcome both difficulties in assessing bicycle infrastructure we propose the usage 

of virtual reality studies. Based on the findings of and Higuera-Trujillo et al. (2017), 

who compared different display formats such as photographs, 360° panoramas, and 

virtual reality to a physical environment, the usage of 3D technologies are the most 

promising for usage in controlled conditions. The visual evaluation of urban spaces is 

easily achievable in terms of accessible technology for capturing or creation the 

necessary 360° images and presenting them to participants under laboratory 

conditions. Following the studies of Mouratidis & Hassan (2020), who examinded 

architecture and urban design in virtual environments, this approach seems useful as 

VR proved to be useful for assessment of public spaces. In addition, cyber sickness 

appeared to be unproblematic, making this method applicable to a wide range of 

people. In the following section, we present an explorative study to examine 

infrastructure measures for cyclists in terms of safety and comfort in a VR 

environment. We try to answer the question if the study design is suitable for this kind 

of evaluation and if the subject’s responds regarding reasons for or against specific 

infrastructure measures are valid. We will conclude with a methodological discussion 

regarding infrastructure assessment via virtual reality to aid urban planners and 

authorities. 
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  Method 

Participants 

N = 20 subjects participated in the study. The subjects were randomly recruited via a 

mailing list and various student groups in messenger services. The only restriction 

was that subjects had to own a bicycle. Participation was remunerated with 15 €. The 

mean age was 29.7 years (SD = 7.4). 14 subjects reported using a bicycle at least once 

a week, no subject reported never cycling. Bicycle use was mainly for leisure activities 

(n = 17) and commuting to work (n = 14). 11 respondents describe themselves as 

experienced cyclists, 9 respondents would rather describe themselves as little or not 

at all experienced cyclists. According to the ATI technology affinity scale (Franke et 

al., 2019), five respondents are not technology affine, 13 respondents have a low 

technology affinity and one respondent has a high technology affinity. 14 subjects had 

already participated in another VR study. 

Material 

The 360° recordings of the infrastructure measures were made with a GoPro Max in 

the cities of Chemnitz and Dresden in Germany. The images were then evaluated in a 

focus group of four experts from the fields of infrastructure planning and bicycle 

safety and divided into three groups (low, medium and high subjective safety) using 

2D normalised pictures. For the evaluation of the 360° images, 19 images were 

presented (2D normalised examples can be seen in Figure 1). To present the images 

in a virtual environment a Unity application was programmed. Unity v2019.4.12f1 

was used in combination with the SteamVR asset to implement the app on the HTC 

Vive Pro and the required head tracking. The used 360° photos were declared as 

skyboxes in Unity, as these are rendered around the entire scene, giving the impression 

of a complex landscape on the horizon. To control the experimental sequence within 

the application, a script was written in C#. In addition, a questionnaire was created 

that included questions about demographics, cycling experience and the ATI (affinity 

for technology interaction) scale (Franke et al., 2019). 

 

Figure 1. 2D normalised sample images for the three safety categories 
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Procedure 

The method was based on the findings of Mouratidis & Hassan (2020) and Higuera-

Trujillo et al. (2017). Each study run had a time window of only 60 minutes for health 

protection reasons. At the beginning of the study, an initial questionnaire was 

completed. Afterwards, the VR headset was put on the subject by the experimenter. 

In a demo image, the subject was able to adjust the headset and familiarise him- or 

herself with the environment and the controls. Afterwards, a total of 19 further 360° 

photos were presented in a randomized order. For each photo, subjects were asked by 

the experimenter to assess whether s/he would consider the presented infrastructure 

to be subjectively safe for cyclists. In addition, s/he was asked to give reasons for 

her/his assessment. A prepared think-aloud protocol was used (Smelser & Baltes, 

2001). Furthermore, the test person was asked whether s/he knew the infrastructure. 

At the end of each image, the test person was asked to rate the subjective security on 

a Likert scale of 1 (low subjective security) and 5 (high subjective security). During 

the study, subjects were asked about their well-being. All statements were recorded 

and transcribed. The experimenter was able to follow the subject's actions and 

movements on his computer (Figure 2). The evaluation of an image was not subject 

to a time limit. The experimenter was responsible for presenting the next picture. 

 

Figure 2. Setup during the experiment 

  Results 

Since, to the authors' knowledge, there is no comparable study, an essential issue is 

the validity of the study design. This chapter is divided into two parts. In the first part, 

the statements and data of the test persons are considered under the aspects of validity 

and reliability. In the second part, the evaluation of the infrastructure measures by the 

test persons is analysed. 
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  Validity and reliability 

The experimental design presented is a mixed-method approach. However, the 

qualitative contents predominate. For this reason, no quantitative criteria can be used 

to assess validity. However, indications for the validity of the design can be derived 

from the statements of the test persons. Four hypotheses were formed for this purpose: 

H1: The interindividual difference in the evaluation of subjectively perceived safety 

between the subjects is small (SD ≤ 1). 

H2: Subjects use the same criteria to evaluate subjective safety. 

H3: The affinity for technology has no significant influence on the evaluation of 

subjective safety. 

H4: Subjective self-assessment of cycling experience has no influence on the 

evaluation of subjective safety. 

The subjects' evaluation of subjective safety has a low standard deviation (Fig. 3). The 

maximum value of the standard deviation is 1.04 and the minimum value is 0.54.  

 

Figure. 3. Evaluation of the subjective safety of infrastructure measures for cyclists; error 

bars reflect Standard Error (Rating; Scale: 1 – not safe at all; 2 – not safe; 3 – neutral; 4 – 

safe; 5 – very safe, numbers on the x-axis represent the images shown to the particpants) 

The think-aloud protocol is used to identify the strategies or heuristics used by the 

subjects. (Smelser & Baltes, 2001). Consistent statements by the test persons indicate 

comparable strategies or approaches to solving a problem (Smelser & Baltes, 2001). 

Applied to the VR study, this means that the use of the same or comparable criteria 

for assessing subjective safety across all subjects is an indication of high validity of 

the test procedure. The assessment in VR would therefore be carried out across all 

subjects using a comparable set of criteria. To verify this, the think-aloud protocols 

were evaluated using qualitative content analysis according to Mayring (Mayring & 

Fenzl, 2019) and the statements made were clustered according to the underlying 

criteria. In addition, the images were categorised into three categories based on the 
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subjects' subjective safety ratings: high subjective safety (subjective safety rating ≥ 

3.8, nimages = 6), medium subjective safety (subjective safety rating 2.26 to 3.7, nimages 

= 8 ) and low subjective safety (subjective safety rating ≤ 2.25, nimages = 5). The details 

are presented in Table 1. 

Table 1. Number of frequencies of mentioning the evaluation criteria according to the 

evaluation of subjective safety. Numbers in brackets indicate the mean value per criteria per 

user for each image (but just for images where the criteria is visible, e. g. the mean value for 

parking cars was only calculated for pictures with parking cars).  

 High Medium Low 

Separation 78 (13) 79 (11,3) 73 (14,6) 

Width 41 (6,83) 49 (7) 25 (5) 

Signage/marking 51 (8,5) 44 (6.3) 52 (10,4) 

Condition of the surface 19 (3,17) 32 (4,6) 34 (6,8) 

Clarity 15 (2.5) 27 (4,5) 30 (6) 

Parking cars 3 (3) 25 (12,5) 36 (12) 

Other 6 (1) 4 (2) 7 (1) 

 

Another potential factor influencing the validity of the experimental design is the 

affinity for technology. This was determined using ATI (Franke et al., 2019). The 

sample was divided into two groups (low vs. medium affinity for technology). Four 

test persons had a low affinity for technology. No difference could be determined for 

the factor technology affinity on the evaluation of subjective safety (Mann-Whitney 

U-test, two tailed, p < 0.05). The details are presented in figure 4. 

 

Figure. 4. Evaluation of subjective safety grouped by technology affinity (TA) 

(Rating; Scale: 1 – not safe at all; 2 – not safe; 3 – neutral; 4 – safe; 5 – very safe) 

Another potential factor influencing the validity of the experimental design is the 

cycling experience of the subjects. The sample was divided into two groups (low vs. 

high experience). Seven test persons had low experience. No difference could be 
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determined for the influence factor experience on the evaluation of subjective safety 

(Mann-Whitney U-test, two tailed, p < 0.05). The details are presented in figure 5. 

 

Figure. 5. Evaluation of subjective safety grouped by level of cycling experience  

(Rating; Scale: 1 – not safe at all; 2 – not safe; 3 – neutral; 4 – safe; 5 – very safe) 

Furthermore, the subjects were asked about the ease of use of the VR headset and 

whether there were factors that had a (perceptible) technical influence on the 

evaluation of the infrastructure measures. All subjects found the implementation 

intuitive and stated that there were no perceptible technical factors that interfered with 

the evaluation. The investigators were also unable to observe any operating errors in 

the subjects' use of the VR peripherals. In addition, the subjects were also regularly 

asked about their well-being; no subject complained of nausea or dizziness.  

The greatest influence on the evaluation of the subjective safety of the infrastructure 

measures appears to be the factor of familiarity. Subjects who already knew the 

infrastructure shown tended to include contextual influencing factors in their 

evaluation (e. g. density of road traffic, accessibility of the infrastructure measure, 

disruptive factors on the way to the infrastructure, etc.). The subjects expressed this 

accordingly in the think-aloud procedure and were asked by the test leaders to omit 

this information from their evaluation of subjective safety to make sure, that the 

participants only evaluate what they see on the images. We address this issue in the 

next iteration of the method. 

  Evaluation of the infrastructure  

The experts' assessment of the subjective safety for cyclists of the infrastructure 

measures was carried out in a focus group of four people. The experts were from the 

field of infrastructure planning and road safety. The experts' evaluations for the 

sample are comparable to the evaluation by the test persons (Tab. 2). 
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Table 2. Comparison of the results of the expert evaluation and the test persons’ evaluation of 

subjectively perceived safety (ER = Experts Rating; Scale: 1 – not safe at all; 2 – not safe; 3 – 

neutral; 4 – safe; 5 – very safe) 

 

  Discussion 

The data collected in the study served exploratory purposes only. The number of test 

persons as well as the division of the groups (experienced vs. inexperienced cyclists; 

technology-savvy vs. non-technology-savvy) do not create a basis for consideration 

from the point of view of inferential statistics. The presented study only served as a 

proof of concept for the study design and will be expanded in further research projects. 

Furthermore, due to corona restrictions, the implementation time per respondent was 

limited to 45 minutes. For this reason, questionnaires on presence in VR or in-depth 

evaluation of subjective safety and perceived comfort experience could not be used.  

Although the presentation of the infrastructure measures was randomised, sequence 

effects could not be eliminated. The subjects tended to compare infrastructure 

measures with measures that had already been evaluated.  

Nevertheless, the findings presented suggest that the methodology presented is 

suitable for evaluating different infrastructure measures for cyclists in an experiment. 

It was shown that the intersubjective evaluation in the presented sample has a low 

standard deviation. Furthermore, subjects use comparable criteria for the evaluation, 

regardless of individual cycling expertise, which is in line with previous findings 

(BMVI, 2017; Götschi et al., 2018; FixMyCity, 2021). This suggests that the use of 

VR peripherals does not significantly influence the underlying mental models used to 

evaluate subjective safety. Furthermore, the results have shown that the subjects arrive 

at comparable assessments of subjective safety as a focus group consisting of experts 

from the fields of infrastructure planning and cycling safety. The use of an additional 

group of experts from these fields is therefore not considered necessary for future 

studies. However, none of the experts were from public planning authorities, so a 

comparison of the subjective safety of cycling infrastructure with the objective safety 

defined by national regulations could not be made.  

Considerations for future work 

The presented methodology for evaluating the subjective safety of infrastructure for 

cyclists will be further developed in future projects. Besides a larger sample and a 

group balance (experienced vs. inexperienced, young vs. old), the technique will be 

further adapted. For example, the method will be expanded with images from a 3D 

stereoscopic camera. Furthermore, the use of 360° videos as well as auditory stimuli 

are planned. The methodology could also to be used for the evaluation of other 

infrastructure areas (e. g. footpaths, bus stops, crossings, etc.). The aim is to provide 

urban authorities with a methodology for the cost-effective and simple evaluation of 
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implemented infrastructure measures, which can also be used in direct citizen 

participation. 
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  Abstract 

Delineation of tumours and organs-at-risk permits detecting and correcting changes 

in the patients' anatomy throughout the treatment, making it a core step of adaptive 

external beam radiotherapy. Although auto-contouring technologies have sped up this 

process, the time needed to perform the quality assessment of the generated contours 

remains a bottleneck, taking clinicians between several minutes and an hour to 

complete. The authors of this article conducted several interviews and an 

observational study at two treatment centres in the Netherlands to identify challenges 

and opportunities for speeding up the delineation process in adaptive therapies. The 

study revealed three contextual variables that influence contouring performance: 

usable additional information, applicable domain-specific knowledge, and available 

editing capabilities in contouring software. In practice, clinicians leverage these 

variables to accelerate contouring in two ways. First, they use domain-specific 

knowledge and relevant clinical features such as the proximity of the organs-at-risk to 

the tumour to enable targeted inspection of the delineation. Second, clinicians 

modulate editing precision depending on the effect they anticipate the edit will have 

on the patient outcome. By implementing these acceleration strategies in guidelines 

and contouring tools, developers and workflow builders could increase contouring 

efficiency and consistency without affecting the patient outcome. 

  Introduction 

External Beam Radiotherapy (EBRT) is the most common form of RT and has 

become one of humanity’s main tools against cancer, together with surgery and 

systemic treatment. In EBRT, ionizing radiation is directed at the patient’s tumour to 

destroy the malignant cells. Over the last decades, significant technological 

improvements have been made in treatment planning and delivery, which increased 

the precision of EBRT. For instance, proton beam therapy (PT) can harness the ability 

of protons to deposit all their energy at a specific spot (Newhauser & Zhang, 2015; 

Wilson, 1946). This capability permits PT more precisely shape the radiation dose to 

the tumor, minimizing the dose to the surrounding healthy tissue and reducing side 
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effects (Langendijk et al., 2013; Lundkvist et al., 2005; Simone et al., 2011; Thomas 

& Timmermann, 2020).  

Harnessing the precision increase of dose delivery technology requires adapting the 

patient’s treatment plan to the anatomy of the day. Figure 1 presents the general 

workflow of this treatment paradigm known as adaptive EBRT. Adaptive EBRT 

imposes severe time constraints on online treatment planning processes (orange boxes 

in Figure 1) because longer within fraction times can lead to new anatomical changes, 

offsetting the value of the adaptation. Also, an increase in the footprint of treatment 

planning processes would reduce patient throughput, compromising the viability of 

adaptive EBRT.  

 
Figure 1. Schematic of external beam radiotherapy (EBRT) dose delivery pipeline. Each box 

corresponds to one process, and the diamonds to decisions in the workflow. The goal is to 

deliver the prescribed dose to the patient (red box) in F fractions spread over several days. 

Adaptive strategies help mitigate dose deviations due to changes in the patient's anatomy 

during the treatment. Adaptation can be online within a fraction (orange boxes) or offline 

between fractions (blue boxes). 

The present study investigates the challenges that the contouring process poses to the 

implementation of adaptive EBRT. Despite the availability of auto-contouring 

technologies, contouring remains human-centred because clinicians need to perform 

an extensive quality assessment of the generated delineations to ensure that they do 

not contain inaccuracies (Cardenas et al., 2019; Nikolov et al., 2020; van Dijk et al., 

2020; Vandewinckele et al., 2020). Therefore, to reduce the footprint of the contouring 

process, it is necessary to understand human factors that impact its duration. 

This study extends prior works in two ways. First, it focuses on the time dimension of 

contouring performance, uncovering factors that influence it. Traditionally, 

researchers have directed their attention to analysing the effect of different image 

modalities, guidelines, contouring software, and experience on output-based 

performance metrics like accuracy and inter-observer contouring variability 
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(Bekelman et al., 2009; Brouwer et al., 2014; Steenbakkers et al., 2005, 2006; Vinod 

et al., 2016). This focus makes sense considering the influence that these metrics have 

on patient safety (Karsh et al., 2006; Njeh, 2008). Nevertheless, factors that affect 

time can also impact accuracy, motivating the need to study them. On the one hand, 

other things equal, accuracy degrades in time-constrained scenarios (Chignell et al., 

2014; Pew, 1969). On the other, if clinicians perform demanding tasks for extended 

periods, they can become fatigued and lose situation awareness, which will also 

impact accuracy (Endsley, 2021; Evans et al., 2019).  

Second, this work studies the contouring process in its clinical context. Prior works 

have investigated the effect of input devices and user interfaces on contouring time 

using experiments in highly controlled environments (Multi-Institutional Target 

Delineation in Oncology Group, 2011; Ramkumar, 2017; Steenbakkers et al., 2005). 

These studies' findings hold for the general contouring case. Nevertheless, this needs 

not to be the case in the time-constrained phase of adaptive EBRT (orange boxes in 

Figure 1). This study follows a qualitative context-driven approach to uncover factors 

that affect contouring performance in adaptive EBRT and discusses potential context-

aware strategies to mitigate them. Adopting an ecological approach to researching 

human factors that affect contouring performance can help designing representative 

experiments and evaluations for contouring in time-critical scenarios (Flach et al., 

2018). Furthermore, the findings from this study represent the initial step of 

methodologies like Ecological Interface Design, which aims to develop systems that 

promote adaptive performance (Vicente, 2002).  

To summarize, the present study investigates factors that affect the duration of the 

contouring process and discusses potential mitigation strategies. It complements and 

extends prior studies that analysed human factors of contouring performance 

(Aselmaa et al., 2014; Ramkumar et al., 2017), providing an updated account of the 

process workflow in the time-critical context of adaptive EBRT. Finally, the present 

study contributes to the state-of-the-art of clinical contouring workflows in adaptive 

EBRT in two ways: 

1. It reports the results of an observational study in two cancer treatment centres in 

the Netherlands. The study of the Contouring Workflow provided a situated 

account of the current contouring workflows in the context of adaptive EBRT, 

together with factors that can affect its performance. 

2. It discusses acceleration strategies based on the context of adaptive EBRT that 

tool developers and clinicians can leverage to adapt the contouring workflow to 

time-constrained scenarios. 

  The Contouring Activity 

An exploratory literature review was performed to establish baseline knowledge about 

the contouring activity and its role in adaptive therapies. The query used for the search 

(Scopus, PubMed, and Google Scholar) included the keywords: adaptive, adaptation, 

proton therapy, radiotherapy, contouring, automatic, semi-automatic, workflow, and 

head-and-neck. The latter term was relevant since the study's participants (next 

section) were specialists in this region. The search yielded around 50 articles with 

publishing years ranging between 2008 and 2021.  
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As Figure 2 depicts, the main inputs of the contouring activity are 3D images (stacks 

of hundreds of 2D images) that describe the patient anatomy. Among these, there is 

an image to contour, usually a Computerized Tomography (CT), and supporting 

information such as previous contours of the patient and other image modalities such 

as Magnetic Resonance Imaging (MRI) and Positron Emission Technology CT (PET-

CT). Using available information, contouring consists of drawing the boundaries of 

anatomical structures relevant to the patient’s cancer in the image to contour. The two 

main anatomical groups are the target volumes (TVs), which correspond to areas 

affected by tumoral cells, and the organs at risk (OARs), which correspond to healthy 

tissue.  

 

Figure 2. Components of the contouring activity. The inputs (left) are the image to contour and, 

optionally, other three-dimensional datasets like MRI and PET-CT scans and dose distribution 

volumes. The contouring activity has two main processes that several actors perform: 

generation of contours and its quality assessment. After approving the contours, clinicians can 

use them to create/update the patient's treatment plan and assess its quality. 

As the right panel of Figure 2 indicates, the goal of the contouring activity is to 

produce contours suitable for creating or updating the patient treatment plan and 

assessing its quality. Several actors participate in this workflow in the clinic, 

distributing contouring tasks based on the anatomical structures' groups. In general, 

radiotherapy technologists (RTTs) start by delineating the OARs. After this, the 

radiation oncologists (ROs), who are directly responsible for the patient’s outcome, 

assess the quality of the OARs contours and draw the boundaries of the TVs, the 

structures with the highest priority. The study described in the next section was 

designed based on this understanding of the contouring activity. 

  Study of the Contouring Workflow 

A study of the contouring workflow was conducted to identify characteristics of 

adaptive EBRT affecting contouring performance and to identify context-dependent 

strategies that tool developers can leverage to improve it. The following subsections 

detail the study's design and describe the methodology used for analysing the resulting 

data. 
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  Study design  

  Participants 

Two radiation oncologists (RO) and two radiotherapy technologists (RTT) from two 

cancer treatment centres in the Netherlands specializing in the head-and-neck area 

joined the study. Table 1 summarizes the participants’ information. One of the 

institutes, the Leiden University Medical Center (LUMC), offers photon-based 

volumetric modulated arc therapy (VMAT) treatments. The second, the Holland 

Proton Therapy Centre (HollandPTC), offers proton therapy (PT). Despite the 

differences in dose delivery technology, both institutions have a similar workflow, 

performing offline adaptations. The latter means that the patient's treatment plan is 

updated sparsely during treatment (entails re-executing blue boxes in Figure 1). The 

Institutional Review Board at the Delft University of Technology approved this 

research. Each participant provided informed consent to be part of the study. 

  Procedure 

The study had three sessions. The first one, a one-hour-long semi structured interview, 

permitted establishing rapport with the participants and validated the initial 

understanding of the EBRT workflow. In the second and third sessions, the 

participants performed their contouring duties while being recorded. As Table 1 

shows, these meetings lasted between one and two hours, depending on the 

participants’ time. In the second session, clinicians performed initial contouring. The 

third focused on adaptive contouring, where clinicians perform a quality assessment 

of automatically generated contours. Given the limited clinicians' time to participate, 

they contoured a subset of anatomical including the tumours and organs close to them 

that could affect the patient outcome. 

Table 1. Participants of the qualitative sessions. Two radiation oncologists (RO) and two 

radiotherapy technologists (RTT) from two institutions in the Netherlands participated. In 

some cases, due to their tight schedules, they could not attend all the sessions. 

ID Institution Role Session Time (hours) 

P1 LUMC RO 1, 2, 3 5 

P2 LUMC RTT 2, 3 2 

P3 HollandPTC RO 1, 2 3 

P4 HollandPTC RTT 1, 2, 3 5 

 

  Materials 

For the observational sessions, clinicians at each centre had access to the data of two 

previously treated head and neck patients. Each patient file included initial treatment 

planning data such as CT, PET-CT, and MRI scans and daily images such as CBCT 

and CT, relevant for sessions 2 and 3, respectively. For session 3, starting delineations 

could have been generated by another clinician or automated methods like deformable 

or rigid registration and deep learning-based contouring. For inspecting and editing 

the contours, clinicians used their routine software. 
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  Data Analysis 

Table 2. The first column presents the themes that emerged during the Thematic Analysis of 

the transcripts of the semi-structured interviews and observational sessions of the Study of the 

Contouring Workflow. The second column presents the coarser codes obtained after several 

grouping iterations finer ones. Lastly, the third column displays, for each theme, a 

representative example from the transcribed data.  

Theme Codes Example 

Adaptive 

contouring context 

Clinical workflow, 

standardization, physical 

and clinical artifacts, 

training, institution specific 

considerations, EBRT 

technology  

 

“Now it takes one day to do the 

whole plan. So, we have to make a 

new calculation and it has to go into 

the the LINAC so it has to get 

another check.” [P2] 

Structure priority 

and effect of 

inaccuracies on 

patient’s treatment 

Anatomical knowledge, 

downstream effects, 

characteristics of different 

anatomical structures, 

clinical priorities, tumour-

related considerations 

“I guess if it's an inner region where 

for instance the cheek region here. 

Those are minor [edits], but if we 

see this region where you have the 

parotid gland. There it could 

influence dose to the OARs quite 

significantly. So there. Then I would 

say it's a major [edit].” [P1] 

 

Dealing with 

uncertain regions 

in the image-to-

contour 

Anatomical knowledge, 

image modalities, papers 

and guidelines, information 

required for certainty 

“With the nasopharyngeal cancers, 

then I will take an MRI and then I 

will draw on the MRI. So, then I 

know exactly where the brainstem 

is.” [P4] 

 

Editing capabilities 

of contouring 

software 

Characteristics of 

contouring software, 

experience with the tools, 

use of automation 

“It seems to me that it's a model 

based one [automatically generated 

contour] because the model based 

one always has trouble here at the 

head of the mandible at the joint.” 

[P3] 

 

Distribution of 

labour and 

clinicians 

experience 

Experience with the 

contouring task, 

collaboration, task 

distribution, protocols 

“When an RTT does it [a contour]? 

Sometimes it's very nice and when a 

not so experienced RTT does it it's 

not a very good delineation and then 

it costs me either a lot of time to 

adjust every slice or I just start again 

and that's most of the time.” [P3] 

 

The recordings of the three sessions were transcribed and analysed using Thematic 

Analysis (Braun & Clarke, 2006). The coding process was bottom-up, first labelling 

patterns in the transcripts and then grouping the resulting fine-grained codes into 

coarser ones based on their similarity. Table 2 displays the underlying coarser codes, 

the resulting themes, and sample data excerpts. The screen recordings of sessions 2 

and 3 were also relevant as they showcased the way clinicians interact with the user 
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interface during the contouring process. The interactions were mapped onto a timeline 

like the one that Figure 4 depicts. For the y-axis, the authors drew inspiration from the 

literature on contouring tasks (Aselmaa et al., 2017) but grouped them into four 

categories to simplify the coding process and the analysis. These are direct and 

indirect manipulation, navigation, and non-contouring interactions. 

  Initial Contouring  

  Results 

Initial contouring (IC) occurs when executing the plan creation and offline adaptation 

process in Figure 1 for the first time. At LUMC and HollandPTC, initial contouring 

(IC) takes two to six hours for head-and-neck (HN) cancers, requiring delineating 

more than twenty structures. The following paragraphs group the observations about 

the IC workflow into three characteristics, finishing with a discussion on how these 

can affect contouring performance. 

 

Figure 3. Available information available at contouring. The central input is the image to 

contour which, as panel A depicts, is a three-dimensional image made from several 2D slices. 

Other three-dimensional images available at the surveyed centres are magnetic resonance 

imaging (MRI) and positron imaging technology CT (PET-CT) scans. As panel B shows, MRI 

helps differentiate soft tissue, and PET-CT aids in detecting and delineating tumours. 

  Usable Additional Information 

At IC, no pre-existing contours of the patients exist, given that this process occurs 

after they have started treatment. Instead, clinicians use information from multiple 

image modalities acquired beforehand. The main image modality in radiotherapy, CT, 
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usually does not provide enough boundary information when the contrast between 

adjacent tissues is not enough or when there is noise or artifacts in the image 

acquisition process. In these cases, clinicians rely on Magnetic Resonance Imaging 

(MRI) and Positron Emission Technology-CT (PET-CT) scans, acquired for most 

patients at HollandPTC and LUMC. As Figure 3 shows, MRI helps differentiate soft 

tissue structures: ”MRI makes it easier for us to delineate the parotid glands because 

you can see them very good at an MRI.”. For PET-CT, this modality permits clinicians 

to locate tumours and estimate their boundaries with higher precision: ”We actually 

scan all of our head and neck patients [with PET-CT] because it makes our 

delineations so much accurate, so that is now standard.” [P1].  

In practice, clinicians align additional images to the CT before using them for 

contouring. This process, known as image registration, can take several minutes per 

image pair and requires the clinician’s intervention to verify the alignment’s quality. 

Registering the images allows clinicians to scroll through them in parallel using the 

contouring software, enabling direct comparison of the structures in both scans. 

Applicable Domain-Specific Knowledge 

In some cases, the information in the images is not enough. At IC, this happens when 

MRI and PET-CT scans are not available and moreover there are no pre-existing 

contours of the patients (they just started the treatment). In these cases, clinicians rely 

on domain-specific knowledge they access in two ways. First, they leverage 

guidelines (Brouwer et al., 2015) and atlases that describe and indicate what the 

contours should look like, respectively. Second, they draw on their experience. 

Experienced clinicians know what areas can be challenging to delineate given the 

available data. They use this domain-specific anatomical knowledge to direct their 

attention and estimate contours over unclear image boundaries. An example of this 

dynamic occurs when the radiation oncologists (ROs) review the delineations created 

by the radiotherapy technologists (RTTs): “We [ROs] think that it [delineating the 

swallowing muscles] is too hard for RTTs, need quite a bit of anatomical knowledge 

to know where they are exactly. And in this case, this patient doesn't have a very big 

tumour in the throat, but most of the time patients have quite a big tumour here. And 

you can't see the swallowing muscles that good. So, then you need to know exactly 

where they run from to delineate them.” [P1]. 

  Editing Capabilities of Contouring Software 

In practice, at IC, clinicians create the contours from scratch. As the timeline on the 

top section of Figure 4 depicts, this entails starting with an empty delineation and 

gradually building the contours through a series of interactions. At the surveyed 

institutions, clinicians favoured a semi-automatic workflow, which consisted of two 

phases. First, they generated initial contours using the between-slice interpolation 

tool. This tool requires clinicians to manually delineate a subset of the slices spanning 

the structure, after which the rest of the structure's contours will be interpolated (this 

autocompletion corresponds to the indirect editing interaction around the second 

eighty in Figure 4). Finally, revert to the manual brush tool to correct inaccuracies. As 

the timeline shows, the generation of contours takes more time than the refinement, 

and clinicians spend most of the time directly editing the delineations with the brush. 
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Figure 4. Interaction timelines for initial and adaptive contouring. In both cases, a 

radiotherapy technologist from LUMC (P2 in Table 1), delineated the right submandibular 

gland of a head and neck cancer patient. The x-axis encodes time, and the y-axis differentiates 

the principal interaction categories. Non-contouring interactions correspond to changes in the 

interface that do not affect the contours, like changing the layout or visualization parameters. 

Navigation refers to changing the current slice of the image to contour. Finally, direct and 

indirect manipulations entail altering the delineations in the 2D slice or through a button in the 

menu, respectively. Note how initial contouring starts from scratch (empty circle) while 

adaptive contouring starts with pre-generated delineations (partially filled circle). 

  Discussion 

Clinicians use contours produced at IC to create the patient’s treatment plan.  

Therefore, they seek maximal accuracy, often at the expense of longer task durations. 

The three characteristics of the IC context described before affect contouring time in 

several ways. First, extra image modalities reduce the task difficulty, which can result 

in reduced dwelling times to determine where the contour should go. Nevertheless, 

additional images need to be registered to the main one, a time-consuming process 

that could offset the performance benefits gains that the process offers.  Second, 

domain-specific knowledge can reduce the extent of the contouring task by letting 

clinicians direct their attention to where it is needed. Yet, following the accuracy 

directive, they still must go through the whole volume to ensure no inaccuracy 

remains. Finally, the semi-automatic between slice interpolation tool spares clinicians 

from needing to edit several slices but still requires significant manual effort to 

initialize the method. 

  Adaptive Contouring  

  Results 

LUMC and HollandPTC implement an offline-adaptive dose delivery pipeline, which 

entails updating the treatment plan several times during treatment by repeating the 

plan creation and offline adaptation process between fractions. Adaptive contouring 

(AC) occurs in this setting and differs from initial contouring (IC) in that the time is 
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more critical and the resources scarcer. At the surveyed institutions, AC takes one to 

two hours for head and neck cancer patients. Like the previous section, the following 

paragraphs detail the AC context and discuss how it affects the process’ performance. 

  Usable Additional Information 

In contrast with IC, at AC, no extra images of the patient are acquired. Therefore, 

clinicians have access to the image to contour, a CT at LUMC and HollandPTC, the 

images acquired for IC, and the approved IC contours. In practice, clinicians only use 

the latter and do so in two ways. First, because IC contours document all the clinical 

decisions made for the current patient, they use them as a patient-specific atlas to 

resolve complex contouring tasks. Regarding having an atlas for contouring, P4 

mentioned that ”it’s always nice to have it [the atlas] like a verification. Because the 

brainstem isn’t that difficult, but like if you have the swallowing muscles or 

something, that’s really something. If you have the atlas side by side, it really can 

come in handy.” [P4] Second, clinicians use approved IC contours to create an initial 

segmentation. For this, they align, or register, the IC and AC images and then 

“propagate” the contours from the former to the latter. 

  Applicable Domain-Specific Knowledge 

In addition to general anatomical knowledge, at AC, clinicians use knowledge about 

dosimetry and the patient tumour to structure and guide the contouring process. On 

the one hand, it can help them direct their attention to critical areas. On the other, it 

lets them modulate the contouring based on the structure’s relevance to the patient’s 

treatment plan. For instance, P2 mentioned that while some contours require maximal 

attention and precision: ”…with this type of organs, as with all the nervical organs, as 

in optical nerves and brain stem and spinal cord, when it’s critical, so when the PTV 

is nearby, then it’s very important that we draw this very precise.” Others accept 

rougher contours as they will not significantly impact the patient’s outcome: ”this 

submandibular gland, it gets too much dose, so it won’t work. After irradiation, this 

one is gone. So, at that point, we can decide to delineate, but it isn’t, it’s OK if it isn’t 

quite perfect.” 

  Editing Capabilities of Contouring Software 

As mentioned before, clinicians do not start delineating from scratch at AC. Instead, 

they generate a starting point by propagating the contours from the initial scan to the 

current one. Therefore, the goal at AC is to perform a quality assessment (QA) of 

these delineations. The timeline in the bottom section of Figure 4 exemplifies the 

series of interactions that clinicians usually perform during the QA process. In the 

timeline, it is possible to see how starting from partial delineations, they reach the 

final ones after a series of relatively long direct editing interactions interleaved with 

brief navigation operation ones. Between slice interpolation, the tool clinicians use for 

contouring from scratch does not work for contour refinement. Therefore, for 

extensive errors across multiple slices like the one Figure 5 depicts, clinicians face 

two options. Either manually fix the contour on every slide or delete the delineation 

and re-do it from scratch using between-slice interpolation. 
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Figure 2. Editing faulty delineations often entails redundant interactions. The top image 

presents an inaccurate auto-generated contour of a tumoral structure. As can be observed, the 

internal side of the contour fails to include the whole structure, which causes an error that 

spans three slices. The images below present the sequence of steps that P1 followed to amend 

the inaccuracy. 

  Discussion 

While clinicians use IC contours for creating the treatment plan, they use AC contours 

to update the plan. For this reason, at this stage, their primary concern therefore 

seemed to be to faithfully translate IC contours to the current patient anatomy. The 

identified contextual characteristics affect AC performance in several ways. First, 

having information about the role that each structure plays in the patient's treatment 

helps direct clinicians' attention to delineations that can affect the patient outcome. A 

potential pitfall of the current prioritization approach is that it is purely heuristic and 

based on clinicians’ experience instead of available information such as the planned 

dose. Second, by using IC-approved contours, clinicians can reduce the time for 

analysing and editing complex or large regions by propagating them via registration. 

Nevertheless, same as with other image modalities at IC, the time it takes to perform 

the registration might offset the time gains. Finally, although contouring is overall 

faster at AC due to the contours being pre-generated, there is no tool to efficiently 

perform QA, requiring clinicians to invest significant manual effort. 
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  Discussion 

The Study of the Contouring Workflow provided an understanding of several 

characteristics that affect contouring duration in adaptive EBRT. This section takes 

these observations as input and lays down several ways of accelerating the adaptive 

contouring activity, which is increasingly time-pressured due to clinics implementing 

more responsive adaptative workflows. The discussion differentiates between the 

inspection, navigation, and editing tasks, which account for most of the delineation 

time. Figure 6 summarizes the study's findings and the resulting context-dependent 

acceleration strategies. 

 

Figure 3. Schematic of the approach that the present study followed. First, it identified three 

variables that influence contouring performance and described their roles in the initial and 

adaptive contouring contexts. These variables were then mapped to strategies for accelerating 

the inspection, navigation, and editing tasks. 

  Inspection and Navigation  

In adaptive contouring, clinicians prioritized inspection of tumour contours because 

an error could result in overexposure of surrounding organs to radiation or, worse, in 

underexposure of the cancerous tissue (Aliotta et al., 2019). This observation suggests 

that patient-specific treatment-level information provides a valuable signal to define 

the contouring priority of anatomical structures. Heuristics based on dose information 

allow clinicians to decide faster (Marewski & Gigerenzer, 2012). Nevertheless, 

problems like cognitive bias, loss of situation awareness, or varying levels of 

experience can introduce inconsistencies in a heuristic-based contouring process, 

which could risk patient safety (Graber et al., 2002; Tversky & Kahneman, 1974). 

Protocols and checklists could be implemented to enable effective heuristics usage 

while mitigating their pitfalls (Chan et al., 2012; Chera et al., 2012; Marks et al., 

2011). These could be based on metrics like Normal Tissue Complication Probability 
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(NTCP) that have been shown to affect the patient outcome (Brouwer et al., 2014). 

Figure 7 presents an example of prioritization based on the local characteristics of the 

dose distribution. As can be observed, while a potential inaccuracy in the tumour 

delineation has a high priority, errors in the parotid glands are less urgent due to their 

lower impact on the patient’s treatment.   

Before prioritizing errors, clinicians need to detect them. Several methods have been 

proposed in the literature for assisting this task. They vary in the information and the 

mechanism used to perform the search. As for the former, it is possible to compute 

shape (Heimann & Meinzer, 2009; Hermann & Klein, 2015) and image or appearance-

related (Gao et al., 2010) characteristics of the contours, e.g. the surface area or the 

intensity histogram, respectively. Another possible indicator of the contours' quality 

is their uncertainty or variability, which can come from historical patient data (Chu et 

al., 2013), the auto-contouring algorithm (LaBonte et al., 2020; Mody et al., 2021), or 

directly from the image-to-contour (Top et al., 2011). After gathering all these sources 

of information, available techniques identify potential errors in two ways. Firstly, by 

letting a classifier automatically find data-based rules for separating inaccurate from 

the accurate regions (Altman et al., 2015; Chen et al., 2015; Hui et al., 2018; Kalpathy-

Cramer & Fuller, 2010; McIntosh et al., 2013; Rhee et al., 2019; Sandfort et al., 2021). 

Secondly, they delegate the search task to the users, presenting them with the 

traditional two-dimensional image and contour slices together with informative 

overlays such as uncertainty iso-lines (Al-Taie et al., 2014; Prassni et al., 2010) and 

contour box plots (Whitaker et al., 2013). These two-dimensional visualizations have 

been augmented by adding three-dimensional views (Lundström et al., 2007; Raidou 

et al., 2016) and letting the user interact with the data by filtering and sorting 

mechanisms (Furmanová et al., 2021; Saad et al., 2010). 

Two challenges that existing error detection tools face are maintaining users’ trust in 

the system and lowering the cognitive load they impose. As to the former, a system 

failing to spot inaccuracies that affect the patient's treatment (false negatives) would 

erode the users’ trust (Asan et al., 2020; White et al., 2011). This might explain the 

limited adoption of automatic error detection systems in clinical practice. Regarding 

cognitive load, abrupt context changes when guiding clinicians' attention to different 

parts of the 3D image can build up fatigue, potentially leading to errors like classifying 

a true positive the system suggested as a false positive (Allnutt, 1987; Persson et al., 

2019). Visualization methods like 3D views complementing attention guidance 

mechanisms could help mitigate this issue.  

  Editing 

Currently, clinicians use mostly manual tools when fixing an inaccuracy. For errors 

that occupy a large portion of the volume, like the example in Figure 5, this often 

means that the user will perform similar edits across slices. Existing semi-automatic 

interactive contouring techniques mitigate this issue by extrapolating rough feedback 

provided by the clinician. Their general workflow consists of two steps. First, the 

clinician provides a rough indication of the change to be made or the area to update 

via coarse inputs such as scribbles, points, or a bounding box. Based on this input, the 

algorithm proceeds to update the segmentation. Traditionally Markov Random Field-

based algorithms are being used (Kato & Zerubia, 2012; Rother et al., 2004). Recently, 
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deep learning-based implementations have appeared that offer more sophisticated 

suggestions based on the clinician’s input (Dai et al., 2015; Lin et al., 2016; Maninis 

et al., 2018). 

 

Figure 4. Components for accelerating the inspection, navigation, and editing tasks. The first 

step (leftmost column) is to generate the contours and gather extra information like delineation 

variability and the dose distribution. Based on these sources, potential errors can be flagged 

and categorized depending on their effect on the patient outcome. In the example, an error in 

the tumour’s delineations was flagged as high priority (red) because it can significantly change 

the treatment plan. As for the parotid glands, the orange inaccuracy is in a region where the 

dose distribution varies more quickly than in the case of the green one. Therefore, subsequent 

processes (like treatment plan updating) that rely on the orange contours could be more 

sensitive to changes in these contours. 

The adoption of these semi-automatic interactive editing tools in the clinic remains 

challenging. Based on discussions with clinicians, the reason for their resistance to 

these interactive editing tools seems to be that they perceive scribbles as a blunt tool 

for communicating to the algorithm what they want. Therefore, more research is 

needed to determine which type of input mechanism the clinicians prefer and how the 

algorithm should respond (Amrehn et al., 2016; Hebbalaguppe et al., 2013). For 

instance, do they prefer coarse inputs like scribbles? Or would they be more 

comfortable with high precision inputs such as selecting a contour from an ensemble 

of candidates (Ferstl et al., 2016)? With editing being the most time-consuming QA 

operation, obtaining a synergy between humans and AI is paramount. 

  Limitations and Future Work 

A limitation of this work is the reduced number of treatment centres and clinicians 

surveyed in the study, which might have led to weighting heavily on custom 

institutional practices and personal preferences. As a promising solution, 

questionnaires like the one reported in (Bertholet et al., 2020) could be prepared to 
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validate the conclusions with a larger pool of participants. Another limitation is the 

qualitative nature of the timelines used to illustrate the dynamics between the 

clinicians and the contouring software. In further studies, we plan to use keystroke 

logging software to include more fine-grained actions and more accurate timings. The 

latter would be especially valuable for comparing different segmentation tools. 

In terms of future work, we will translate the findings of this study into a practical 

human-centred contouring protocol that clinicians can adapt to their institution-

specific adaptive EBRT capabilities and constraints. In addition to the clinician-level 

considerations that the present article considered, such protocol will also account for 

team dynamics, which also emerged as a performance factor in the surveyed 

institutions. 

  Conclusion 

This study characterized the contouring workflows in adaptive EBRT. An 

observational study at two treatment centres in the Netherlands revealed several 

context-dependent characteristics that influence delineation performance. Based on 

these observations, strategies for accelerating inspection, navigation, and editing tasks 

were discussed. By applying these when developing and commissioning tools, tool 

builders and clinicians can decrease the delineation time and thus increase the 

suitability of this process for time-critical therapies like online-adaptive EBRT. 
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  Abstract 

Nurses rely on patient monitoring systems for care delivery in ICUs. Monitoring 

systems communicate information to nurses and alert them through audiovisual 

alarms. However, excessive numbers of alarms often interrupt nurses in their tasks, 

and desensitize them to alarms. The affective consequence of this problem is that 

nurses are annoyed and feel frustration towards monitoring alarms.  This situation 

leads to stress on nurses and threatens patient safety. Literature on sound annoyance 

distinguishes between annoyance induced by bottom-up (perceptual) and top-down 

(cognitive) processing. Extensive research on perceptual annoyance informs us on 

how to alleviate the problem by better sound design. However, addressing the 

cognitive aspect requires a broader understanding of annoyance as a construct. To this 

end, in this paper we distinguish between the annoyance induced by sensory 

unpleasantness of alarm sounds, and annoyance induced by frequent task 

interruptions. We present a conceptual framework in which we can interpret nurses’ 

annoyance by monitoring alarms. We further present descriptive analysis of the 

occurrence frequency of patient monitoring alarms in a neonatal ICU to illustrate the 

current state with regards to alarms. We aim to support nurses’ organizational well-

being by providing an alternative hypothesis to explaining nurses’ affective states 

caused by auditory alarms. Future research can benefit from this paper through 

understanding of the context and familiarizing with the cognitive processes relevant 

to processing of patient monitoring alarms. 

  Introduction 

Intensive care unit (ICU) nurses deliver care to patients by observing and evaluating 

patients’ condition, assisting doctors in their assessments, administering treatment, 

and supporting all-round recovery. Through their workflow nurses rely on patient 

monitoring systems to observe the vital parameters and changes in patients’ status. 

Rapidly advancing technologies have allowed us to monitor an increasing number of 
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parameters. Patient monitoring systems display vital parameters visually. Information 

about emerging medical and technical conditions, such as vital parameters exceeding 

thresholds or sensors getting detached, are communicated to nurses through audio-

visual alarms. Consequently, with the increase of the number of measured parameters, 

the number of alarms in the ICU has also increased (e.g., monitoring blood 

oxygenation rate, ventilating patients, connecting patients to dialysis machines). 

Alarms are designed to attract attention and prompt action. However, up to 90% of 

alarms have been identified as false or non-actionable (Cvach, 2012; Deb & Claudio, 

2015; Siebig et al., 2010). Consequently, they often interrupt the workflow without 

benefiting care delivery. This situation can result in desensitization; inducing stress in 

nurses and posing threats to patient safety (Lewandowska et al., 2020; Özcan & 

Gommers, 2020; Wilken et al., 2017). As a result, the affective outcomes are 

annoyance and frustration towards alarms (Cho et al., 2016; Sowan et al., 2015). 

Despite the research on solution strategies to mitigate problems related to alarms, 

there has not been a gratifying improvement until now (Sowan et al., 2016; Yue et al., 

2017). In this paper, we present a conceptual framework of cognitive annoyance 

supported by a data collection from eight patient monitors in the Erasmus Medical 

Center ICU. With this framework, we aim to inform system design to support 

organizational well-being of nurses. 

Research to support healthcare industry in challenges related to alarms has been 

ongoing for several decades. Studies mostly focus on improving (psycho)acoustic 

characteristics of alarms to make them less annoying (Foley et al., 2020; Sreetharan 

et al., 2021). Indeed, psychoacoustic characteristics such as sharpness, roughness, 

loudness, and tonalness have been shown to influence sensory (un)pleasantness of 

alarm sounds (Zwicker & Fastl, 1999). However, research indicates that acoustic 

characteristics only explain a small portion of variance in annoyance ratings. In fact, 

several psychological and contextual factors, such as noise sensitivity or time of day, 

have been shown to play larger roles in annoyance by sounds (Janssen et al., 2011; 

Paunović et al., 2009; Pierrette et al., 2012). Consequently, research indicates that 

there are two aspects to annoyance; perceptual and cognitive (Guski et al., 1999; 

Sreetharan et al., 2021). The perceptual aspect of annoyance relates to 

(psycho)acoustic characteristics of sounds, which induce annoyance in a bottom-up 

processing manner. On the other hand, influences by top-down processing are 

categorized as cognitive annoyance and relate to the disturbing effects, such as 

frequent repetitions or task interruptions (Zimmer et al., 2008). As stated, an inventory 

of knowledge on perceptual predictors of annoyance exists; however, mechanisms of 

cognitive annoyance remain unexplored. We believe the persistence of the alarm 

annoyance problem, despite all the efforts and extensive research, stems from the 

knowledge gap in understanding of nurses’ cognitive needs during interaction with 

the monitoring system. Sounds may be well designed but poorly positioned within the 

workflow, therefore causing annoyance.  

In this paper, we aim to identify the mechanism underlying nurses’ annoyance of 

patient monitoring alarms. We argue that alarms are annoying to nurses on a cognitive 

level due to the conflict they pose in their information processing; rather than simply 

being unpleasant sounds. To support this hypothesis, we present data of an IC unit 

that captures the current situation of interruptions that nurses experience.  
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Cognitive Annoyance 

In our approach, we frame cognitive annoyance as the negative feeling induced by a 

sound that is the result of the cognitive processing of the sound; rather than its 

perceptual qualities. In the following section, we present a series of cognitive 

processes that take place during nurses’ interaction with patient monitoring alarms, 

and attempt to explain the potential reasons to nurses’ annoyance of them. We 

consider the interruptions caused by alarms as a form of conflict in information 

processing, which is a well-established theory in the field of cognition (Botvinick et 

al., 2001).  

  Alarms in Human Information Processing 

While tending to alarms is an essential part of nurses’ workflow, the excessive number 

of alarms limits the time and attention for other clinical tasks. Furthermore, high rates 

of false alarms burden the cognitive load without requiring immediate action. In the 

field of cognitive science, the negative impact of task interruptions is well known. 

Interruptions are highly costly to performance and cognition: they increase reaction 

time, error rates, anxiety, annoyance, and perceived task difficulty (Bailey et al., 

2000). This can be interpreted using the Human Information Processing model (HIP) 

(Figure 1, adapted from Wickens), which explains how the mind receives and 

processes physical stimuli (Wickens et al., 1992). The first stage of HIP is perception 

in which incoming physical stimuli are received by the senses, and formed into basic 

perceptual elements. In the case of patient monitoring alarms, this is when sound 

waves are received by the ears and turned into electrochemical signal for further 

processing. Within this stage, basic features of sounds (e.g., frequency, amplitude) are 

detected as perceptual elements that gives rise to psychoacoustical evaluation of 

alarms (e.g., sensory unpleasantness caused by loud or sharp tones). The second stage 

is cognition, in which meaning is attributed to perceptual elements. This stage 

involves evaluation of current information against prior knowledge, and decision 

making on the basis of meaning within the context. Attention is engaged to selectively 

direct resources to relevant stimuli and task related motor functions. For the 

processing of alarms, this stage involves an evaluation of the alarm to determine its 

source (e.g., oxygen saturation, or device such as mechanical ventilator), meaning 

(e.g., too much oxygenation), and actions it requires (e.g., reduce the oxygen intake 

by adjusting the dosage). Finally, the response stage is when a reaction to the physical 

phenomenon occurs. For alarms this can involve a physical action (such as tending to 

the patient or to the device for adjusting settings), or simply deciding the alarm is not 

relevant and therefore ignoring it.  

Conflict in Human Information Processing 

Attention is a limited resource, as also exemplified in the HIP model (Figure 1). When 

multiple stimuli are competing for the same resource, a conflict occurs. Resources 

must be shared between competing stimuli, limiting availability and therefore 

impairing performance. Different modalities engage different resources, so the degree 

of overlap between the competing stimuli influences the loss in performance 

(Wickens, 2008). Monitoring alarms initially engage visual and auditory resources for 

perception, then cognitive resources for processing, and finally motor resources for 



136 Bostan, Özcan, Gommers, & van Egmond 

 

response. Within the workflow, nurses are often engaged in various clinical tasks, to 

which alarms add competition with ongoing tasks. It might often be the case that 

several alarms are generated within one unit at the same time, inducing further conflict 

to information processing. 

 

Figure 1. Human Information Processing Model (adapted from Wickens) demonstrating the 

processing of physical stimuli by the human mind. Consists of main stages: perception, 

cognition, and response. Note that attention is depicted as a limited resource. 

Conflict in information processing is most commonly demonstrated by Stroop task 

(Stroop, 1935). In this paradigm, participants are asked to name the colour of the ink 

a word is written in aloud, disregarding the word itself. In congruent trials, ink colour 

matches the semantic meaning (“blue” written in blue); while incongruent trials 

demonstrate a mismatch (“blue” written in red). Incongruent trials involve higher 

error rates and increased reaction times. This is due to the competition between the 

response of reading the word and the response of verbalizing the ink colour. Both 

responses demand resources, resulting in a conflict.  

Conflicts signals are well established to be instrumental for cognitive functioning. The 

mind monitors the degree of conflict in the environment, modulating level of cognitive 

control to match the demands (Botvinick et al., 2001). Remarkably, research indicates 

that conflicts are further registered as aversive signals (Dignath et al., 2020; Dreisbach 

& Fischer, 2012). Meaning that even in neutral and arbitrary conflicts such as the 

Stroop task, where the conflict holds no personal or emotional significance, people 

perceive it as negative affect. Therefore, the mind can be thought to keep count of 

conflicts in information processing and registering them as negative signals on a micro 

scale.  

Conflict Resolution 

Tasks competing for the same resources create bottlenecks in information processing 

(Broadbent, 1958). In order to complete both tasks, one must either multi-task or 

switch task. Mechanism underlying multitasking is modelled by the Threaded 

Human Information Processing Model
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Cognition Theory, which draws the analogy of a thread for each ‘train of thought’, or 

task-related processing (Salvucci & Taatgen, 2008). The theory posits that multi-

tasking, even when seemingly concurrent such as talking and writing at the same time, 

is actually a serial process in which processing related to both tasks are sequentially 

alternated on a range of milliseconds. According to this view, threads are executed by 

favouring the least recently processed thread to balance performance outcomes. 

However, more recent research indicates that people have personal preferences in task 

prioritization (Jansen et al., 2016). When multiple arbitrary tasks are competing for 

resources, individual preferences influence which task is prioritised for serial 

processing. By rapidly alternating between multiple tasks, bottlenecks in information 

processing are resolved with minimal loss in performance. 

Despite the efforts to attenuate the loss in performance, switching between tasks is 

still costly. Task switching is well known to increase error rates and reaction times 

(Monsell, 2003), and multi-tasking increases stress levels (Appelbaum et al., 2008). 

Remarkably, performance costs are less during voluntary task switching compared to 

involuntary task switching (Douglas et al., 2017; Vandierendonck et al., 2010). This 

phenomenon is thought to be due to anticipation of approaching conflict in the case 

of voluntary switching, in which elevated cognitive control alleviates the loss. This 

means frequent task-switches and periods of multi-tasking threaten the efficiency of 

workflow while burdening the cognition.  

  Annoyance by patient monitoring alarms 

 

Figure 2. Schematic representing alarms inducing new tasks into the central processor. Each 

alarm adds a new, involuntary task (Gx), and over burdens cognitive resources. (p) is the 

prioritization coefficient of each task. While people have personal preferences on task 

prioritization, alarms, by design, override other tasks. Alarms have varying priority weights 

based on whether they are high, medium, or low level of priority. More task demands than 

available resources create conflict. Conflicts are registered as aversive signals. Accumulation 

of conflict signals is experienced as annoyance. Adapted from Jansen et al. (2016) with 

permission. 

In light of the series of cognitive functions presented above, in this section we will 

attempt to describe how nurses might get annoyed by patient monitoring alarms. In 

the ICU, each new alarm imposes a new task for the nurse. Even a false alarm still 

requires re-allocation of perceptual and cognitive resources to identify them as false 

alarms, and potentially motor resources to silence the alarm. Each alarm induces a 

new thread to the multi-tasking processor. Therefore, alarms interfere with ongoing 
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tasks and require frequent task switching. Discrepancy between available resources 

and demands induced by multitude of tasks induces conflict in information 

processing, and triggers aversive signals. Since task-switches are not voluntary but 

imposed by alarms, they are more detrimental to cognition and performance. 

Consequently, we hypothesize that nurses’ annoyance of monitoring alarms is an 

accumulation of aversive conflict signals in information processing. A schematic 

explanation is portrayed in Figure 2. 

Data Collection 

In order to quantify the frequency of alarms in the ICU and establish a description and 

understanding of the context, a data collection was conducted in Erasmus Medical 

Center, Rotterdam in the Netherlands between March and April 2022. All output from 

the patient monitoring system was recorded in a neonatal intensive care unit (NICU). 

Monitoring system automatically logs all events, so we accessed the logs to draw the 

data set. This study focused on alarms generated solely by the patient monitoring 

system. All other devices that generate audiovisual alarms, such as infusion pump or 

ventilation device, were not included in the analysis.  

The neonatal unit contains eight patient beds in an open layout; where all beds are 

located close to each other and facing towards a central nurse station. This means all 

the alarms generated within the unit are audible to all the health care providers and 

patients in the unit. Nurses work in three shifts: morning, afternoon, and midnight.  

Results 

In a span on one month, 25 different patients were registered to the unit over different 

periods of time. Distribution of number of alarms per patient through the month is 

indicated in Figure 3. During this period, 83.023 alarms were recorded in total. Mean 

number of alarms per day in the unit was 2594.69, SD = 866.15. Minimum daily alarm 

count was 1296, and maximum was 4451. Median number of alarms generated by one 

patient was 1460, with a minimum of 100 and maximum of 13405.  

Number of generated alarms fluctuated throughout the day. An hourly distribution of 

number of alarms summer over the month is presented in Figure 4a. On average, there 

were 111.45 alarms an hour, SD = 49.24. Minimum number of alarms per hour was 

2, while maximum was 332. A frequency distribution of alarm counts per hour is 

presented in Figure 4b. While approximately 100 alarms per hour was the most 

commonly observed case, it was possible to observe over 300 alarms per hour.  

Number of alarms peaked between 8:00-9:00. This period is known to be patient 

handover and the start of the morning routine. Patients are cleaned and daily check-

ups are performed, in which sensors may get detached and trigger alarms. This is 

further exemplified by examining the condition that generates the alarm. Alarms were 

categorized into medical (those triggered by vital parameter measurements, e.g., blood 

oxygenation threshold exceeded, asystolie), and technical alarms (those related to the 

monitoring system and devices, e.g., sensor detached). Overall, 82.62% (68593) of 

alarms were of medical events, and 17.38% (14430) were technical events. Zooming 

into the time window of 8:00-9:00; 77.08% were of medical events (3377) while 
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22.92% (1004) were technical. This indicates more device related technical alarms 

were generated during the morning rounds compared to the daily averages.  

 

Figure 3. Number of alarms generated by each patient over the month. While some patients 

stay for longer periods of time; some are discharged quicker, as can be observed from the 

number of bars representing one day per patient. 

We investigated the differences between morning, afternoon, and midnight shifts. 

Summarised over the patients, a daily average of 1151.84 (35.81%) alarms were 

generated during morning shifts, 1135.16 (32.67%) during afternoon shifts, and 

1033.92 (31.52%) during midnight shifts. The number of alarms per shifts was 

converted into proportions for each shift and patient. These proportions were analysed 

by a within-subjects General Linear Model with shifts as the within-subjects factor of 

3 levels. Wilk’s Lambda was used a multivariate test, F(2, 23) = 2.71, p = .087. 

However, contrasts between levels showed a significant difference, in which there 

were more alarms in the morning shift (.36) compared to the midnight shift (0.32), 

F(1, 24) = 5.65, p = .026. 
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By medical standards, alarms are categorized into high, medium, and low levels of 

priority. Exploring the output from the patient monitor, majority of the alarms were 

medium priority (76.91%), while 12.97% were low priority, and only 10.05% were 

high priority alarms. High and medium priority alarms were often originated by 

medical conditions, while low priority alarms were often due to technical conditions 

(Table 1).  

 

Figure 4. (A) Hourly distribution of mean alarm counts over the day. Number of alarms 

generated peaks around 8:00-9:00. (B) Frequency distribution of count of alarms per hour. 

While approximately 100 alarms per hour is commonly observed, it was possible to observe 

over 300 alarms per hour. 

Table 1. Number of alarms per level of priority and alarming condition. Numbers are 

presented along with the percentage of the condition within one level of priority. 

 Alarming Condition 

Level of Priority Medical Technical 

Low 224 (2.08%) 10547 (97.92%) 

Medium 60215 (94.22%) 3697 (5.78%) 

High 8154 (97.77%) 186 (2.23%) 

 



 nurses’ cognitive annoyance by monitoring alarms 141 

 

We investigated the variation among individual patients. Proportions of alarm priority 

levels and causes of alarms varied by patients. Distribution of priority levels for each 

patient is displayed in Figure 5a, and distribution of alarming condition is displayed 

in Figure 5b. Figure 5a demonstrates that the majority of alarms were medium priority 

for most of the patients. However, more low priority alarms were generated by certain 

patients (e.g., P6, P18, P19). Figure 5b illustrates that these patients also generate 

relatively high proportion of technical alarms. This indicates that these patients are 

relatively more mobile than others, resulting in more sensors getting detached and 

therefore generating more technical alarms.   

 

Figure 5. (A) Stacked chart of alarm priority level distribution per patient. (B) Stacked chart of 

alarming condition distribution per patient. 

Vital parameters that generate the alarms were analysed to investigate which medical 

and technical conditions were most relevant for this IC unit. The patient vital 

parameter that generated most of the alarms was oxygen saturation level (SpO2, 

56.81%), followed by electrocardiogram (ECG, 10.43%) technical alarms. A 

breakdown of number of alarms by alarming vital parameter is presented in Table 2. 
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Table 2. Breakdown of vital parameters which trigger the alarms. Threshold refers to the 

alarm being triggered by vital parameter exceeding the set threshold; while technical refers 

to technical alerts such as artifacts, or sensor being detached. Parameters that occur less 

than 1% of the time are aggregated as ‘other’. SpO2: oxygen saturation, ECG: 

electrocardiogram, HR: heart rate, RRi: impedance respiratory rate. 

 Percent Count 

SpO2 threshold 56.81% 47162 

ECG technical 10.43% 8658 

SpO2 desaturation 9.19% 7631 

HR threshold 5.41% 4491 

SpO2 technical 5.35% 4444 

HF threshold 5.21% 4327 

RRi threshold 3.21% 2665 

Temperature threshold 2.05% 1699 

RRi technical 1.43% 1186 

Other 1.00% 760 

 

While the number of alarms presented so far represent the alarming instances, alarms 

are often audible for longer periods of time. Therefore, the auditory stimuli present in 

the IC unit is in fact more prevalent than the number of alarms indicate. To capture 

this, we analysed the duration of alarms. Excluding the outliers where alarm duration 

was greater than 180 seconds, median alarm duration was 10 seconds, mean was 

22.81, and SD = 30.85. A histogram of alarm durations is presented in Figure 6a. 

Alarm durations differed for levels of priority. High priority alarms had a mean 

duration of 14.15 seconds, medium alarms had mean of 25.54, and low priority alarms 

had a mean of 13.77 seconds (Figure 6b). Alarm durations also varied by the vital 

parameter that generates the alarm. Mean duration in seconds per parameter is 

presented in Figure 6c. 

Cumulative number of alarms in the unit represent the total auditory stimuli in the 

environment. While the alarms are audible within the whole unit, each nurse is 

responsible for tending to the alarms generated by the patient assigned to them. To 

capture the demand of responsibility, we analysed the number of alarms generated by 

each patient during one shift. Averaged over the month and patients, mean number of 

alarms generated by one patient during one shift was 123.90, SD = 78.71. 
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Figure 6. Alarm durations in seconds, outliers greater than 180 excluded. (A) Histogram of 

alarm durations. (B) Mean alarm durations by alarm priority levels. (C) Mean alarm durations 

in seconds by vital parameters. 

Discussion 

Our results of the output from patient monitors demonstrate the prevalence of alarms 

in the ICU. Realizing the excessive number of alarms helps us understand the 

experiences of ICU nurses within their workflow. Our results show that almost two 

alarms per minute were generated in the unit, and one patient generated an alarm every 

3.22 minutes. Average duration of alarms was over 20 seconds, indicating that alarms 

are almost constantly audible in the IC unit. These results paint a clear picture of the 

auditory stimuli present in the unit as experienced by nurses and patients. The majority 
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of studies aiming to improve patient monitoring alarms has focused on the acoustic 

characteristics of alarm sounds (Edworthy et al., 2018; Foley et al., 2020; Schlesinger 

et al., 2018; Sreetharan et al., 2021). While efforts to improve the sound design of 

alarms will benefit the sensory experience, our results make it clear that the main 

cause of the problem is the excessive number of alarms. This number indicates the 

frequency by which nurses are interrupted in ongoing tasks. Consequently, we argue 

that the understanding of the cognitive mechanisms of the processing of alarm sounds 

is more important to explain the experienced annoyance. In our framework, each 

interruption burdens the cognitive resources by creating conflict in information 

processing. As conflicts are experienced as aversive signals by the mind, each 

interruption adds to the feeling of annoyance towards patient monitoring alarms in 

nurses. Therefore, we argue that efforts to improve nurses’ organizational well-being 

requires an approach beyond enhancing the alarm sounds. Consideration of nurses’ 

cognitive needs, capabilities, and preferences is needed to improve the information 

communication between patient monitoring systems and nurses.  

More specifically, our analysis of the generated alarms reveals potential points to 

improve system design. Results demonstrate that high priority alarms are the least 

occurring alarms, which is the only type of alarm that requires immediate action. Low 

and medium priority alarms constitute the majority of alarms. These can be reduced 

in number by human interventions (such as customizing alarm limits), or by 

improvements in the system design (such as smart algorithms to prioritize and 

eliminate alarms). Most commonly observed cause for alarms was related to blood 

oxygen saturation level, which is typical for neonatal patients. Interventions that target 

the optimization of blood oxygen saturation monitoring can yield considerable 

improvement in the number of generated alarms.  

We found that there is a large variation in the number and type of alarms generated 

by each patient. Currently, the settings of the monitoring system remain similar for 

each patient. However, the distribution of vital parameters that generate the alarms 

varies over patients. This can be explained either by the patients’ medical status 

(relatively stable or critical), or by the frequency of movements. Patients who move 

around frequently cause sensors to become detached more often, leading to more 

technical alarms. The same effect is also visible in the reduced number of alarms 

during night shifts. Patients are more likely to be sleeping during the night; and there 

is a reduced number of lights, sounds, and general activity during night time; leading 

to fewer alarms generated. Such differences in patient characteristics, and conditions 

surrounding the patient could be an input for the monitoring system to supress non-

actionable alarms based on current needs.  

For essential events that do need to be notified to the nurse, literature has suggested 

methods to minimize the negative consequences of task interruptions. These involve 

methods to design smart algorithms to prioritise alarms. This can be achieved by 

context aware computing that supress notifications based on location signals or certain 

periods of time, and user aware computing that  generates notifications based on 

attentional cues from the user (Ansari et al., 2016; Bailey & Konstan, 2006; Welch, 

2011). These methods aim at notifying the user to system conditions on particular 

moments where the interruption is thought to yield the minimum negative effect on 
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performance and cognition. By understanding the cognitive mechanisms that make 

patient monitoring alarms annoying to nurses, we can employ design strategies in a 

targeted manner to minimize these effects.  

In this paper, we suggested a framework in which accumulation of aversive conflict 

signals caused by interruptions are experienced as annoyance towards monitoring 

alarms (Figure 2). Our theoretical framework opens up new directions for future 

research. One of these is to measure annoyance when task interruption is induced by 

another modality, since different modalities require different resources. Another 

intriguing direction would be to build up on the research suggesting increased costs 

for involuntary task switches compared to voluntary switches. This difference is 

thought to be caused by anticipation of conflict (Vandierendonck et al., 2010). 

Endsley (1995) indicates that anticipation is an important factor in Situation 

Awareness. This aspect is often overlooked in the interaction between nurses and 

patient monitoring systems. Investigating the role of anticipation on annoyance ratings 

can present insights into how nurses handle (un)expected information presented 

through alarms. This knowledge would then inform design of the interaction between 

the system and the nurse as a user. These aspects will form the basis of our future 

research activities on cognitive annoyance in ICUs.  
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Abstract 

Human-Machine Interfaces (HMIs) aim to support the interaction between automated 

vehicles and drivers to improve safety and driver experience. With the development 

of automated vehicles, drivers interact with vehicles in new scenarios. In addition to 

visual modality, sound is the other modality often used in vehicles. Previously, sounds 

were mainly used for alarms, but they can be used in other ways in automated vehicles. 

Therefore, a new approach to sound design is needed. We proposed an interactive 

approach for sound design to improve driver safety and user experience in automated 

vehicles. In this study, we suggested that the driver's interaction with automated 

vehicles should be analyzed based on the user and contextual understanding, and the 

sound should be designed to consider the appropriateness of situation matching and 

alert levels. This study showed that the approach supports designing sounds that 

enhance vehicle and driver interaction. 

Introduction  

Although alarm sounds remain important in user interface design, sounds offer more 

possibilities that are currently not used. One of the advantages of sounds is capturing 

omnidirectional attention (Siwiak & Jame, 2009). The auditory interface can help 

increase visual attention for potential risk situations on the road (Beattie et al., 2014). 

At the same time, sound can annoy drivers, which is a significant concern in designing 

auditory displays (Edworthy, 1998). In addition, sounds in an auditory interface often 

convey a sense of urgency, which is different from the design intention (Edworthy, 

1994). Despite some of these wrong implementations of sounds in user interfaces, 

sounds have important information capacities and advantages. In conclusion, sounds 

should not only be designed on their perceptual quality, but more importantly, the 

interaction of drivers with the vehicle and its context should be the determinant factors 

in the design of the sounds.  

Drivers interact with the vehicle in several situations during driving. As automated 

driving becomes possible, new scenarios of driver-vehicle interaction have been 

developed such as a transition of the control. In these scenarios, sounds can be used 

not only to warn the user about the actual transition but to support the entire transition 

process.  
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In several studies on automated driving, the focus was on the impact of the type of 

modality. Take-over requests with only sound or sounds combined with visual or 

tactile modality were compared in reaction time, situational awareness, and 

acceptance (Politis et al., 2015, Petermeijer et al., 2017, Roche et al., 2019). The 

function of sounds was evaluated by providing an automation information (König & 

Neumayr, 2017) or transition-related information (van den Beukel et al., 2016). In 

addition, the effect of different sounds on ADAS (Advanced driving assist system) 

function activation (Larsson & Västfjäll, 2013) or take-over requests (Jeon, 2019) 

were studied. These studies aim to identify the effect of sounds in certain situations 

and provide important insights into sound design for automated vehicles. Previous 

studies mainly provided single information in a specific scenario by sound, mainly in 

the form of beeping. There has been a lack of consideration of the sound design 

process. Designing sound should be considered how users perceive the context 

information by sounds or what experiences could be delivered (Özcan & van Egmond, 

2008). 

We suggest an approach for sound design to provide contextual information during 

driving. First, designing sounds is based on understanding user interaction and driving 

situations. Next, to design sounds to match the situation and alert level. This new 

approach will allow the design sounds to be better accepted and keep their 

functionality.  

Design Methodology 

The sound design process consists of two steps as follows. 1. Understanding the driver 

context and analyzing vehicle-driver interaction, and 2. Designing the sounds  

Understanding the driver context and analyzing vehicle-driver interaction  

Interaction between drivers and automated vehicles and its context is analyzed, and 

the situation where the sound should be provided is selected. The abstract sound is 

difficult to convey narrative information. Speech may be used, but this may quickly 

increase drivers’ annoyance (Forster et al., 2017). Auditory interfaces in vehicles are 

commonly used to draw drivers' attention to a visual display. A driver may be aware 

of sounds and checks the details through the visual interface. When sounds are 

provided in an integrated way with visual information, sounds do not have to contain 

information itself. However, only function as means to attract attention. In 

consideration of the need for interaction, sounds need to be added in essential 

situations. If the same sounds are overused, the use of sounds becomes 

counterproductive. 

Based on the interactions, the sound can be classified as an Indication or Alert. The 

indication provides information which is not urgent, such as informing automation 

state or feedback notification of drivers' input. It helps drivers recognize changes and 

draws attention to the visual interface. An alert warns drivers to be aware of a 

situation. If an indication sound is not properly designed, it may evoke a sense of 

urgency for an alarm sound, and vice versa.  
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Designing the sounds 

Sounds are designed in consideration of the appropriateness of matching and alert 

level. 

  Appropriateness of matching 

Sounds characteristics should be adjusted to make a sound match the situation. For 

example, when the pitch rises, something starts, and when the pitch decreases, 

something is turned off. In urgent situations, a sound is designed to discriminate from 

other sounds in such a way that the driver should know the situation accurately only 

by sound. Like in the design of warning symbols, the elements of legibility, 

conspicuity, discriminability, and urgency mapping are required for users to 

comprehend symbols (Edworthy, 1998). Analogously, these factors should be 

considered when designing alarm sounds.  

Alert level  

Sounds should be designed according to the alert level of a situation. According to 

ANSI (American National Standards Institute, 1991) standards, there are four stages 

of alert level: notice, caution, warning, and danger. An alert level is assigned in 

consideration of the purpose classified in the previous step. In a critical situation, the 

urgency level can be changed based on a reaction of a driver. For example, the urgency 

of a take-over request sound can be increased if a driver does not react appropriately. 

Changes in sound elements such as pulse interval or decibels significantly impact the 

perceived urgency (Hellier et al., 1993). Unpleasantness can be used to draw the user’s 

attention (Özcan & van Egmond, 2012). Contexts of high alert levels requiring an 

immediate reaction use the unpleasant parameters as a partial solution. However, 

sounds of non-critical context consider acceptance, such as pleasantness or 

appropriateness of matching situations with sounds, rather than drawing immediate 

attention through sound. 

Study 1 - Designing Sounds to Support Visual HMI for Autonomous Truck 

Drivers 

This interactive approach to sound design was applied in a study to inform truck 

drivers in an autonomous driving situation. Truck drivers are one of the personas 

within HADRIAN a Horizon, 2020 project. The interaction scenarios developed in 

Hadrian capture transitions between manual and autonomous driving and driver 

attention, which are regarded as critical events in automated vehicles (AV). 

Truck drivers are professionals and drive longer periods of time than passenger car 

drivers. (Belman et al., 2004) has indicated that a truck driver on average drives 8.4 

hours. (Horberry et al., 2022) have recommended increasing the loudness of the 

auditory message in trucks in order to prevent them of being masked by background 

noise. Considering that truck drivers are already exposed to noise over a long period 

of time it was decided to keep the sound design simple in nature. Sounds normally 

used in this context are simple beeps. Therefore, we have made sure that the new 

sound design is inherited from this tradition. 
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A visual interface wireframe based on the HADRIAN interaction scenarios was first 

developed in a previous study (Kabbani et al., 2022). This wireframe guided the sound 

design. A list of the designed sounds is presented in Table 1 indicated by their name. 

The sounds have two apparent functionalities. First, the sounds indicated in Table 1 

by ‘Hands-on steering wheel’ and ‘Ask attention’ are adaptive to the driver's state. If 

a driver does not respond to the warning appropriately, then the urgency level 

increases stepwise. Second, the sounds that support a mode change are AV available, 

Driver confirmation and AV start and do not change the urgency level over time.  

Table 1. list of designed sounds 

Situation Sound Names Purpose Expected Alert level 

AV on 

AV available Indication Notice 

Driver confirmation Indication Notice 

AV start Indication Caution 

AV off 
Take-over has started Alert Warning 

Hands-on steering wheel Alert Warning – Danger 

Driver 

distraction 

Ask attention Alert Warning - Danger 

Parking maneuver Indication Caution 

 

In SAE levels 3, 4 and 5 an automated vehicle has a role in monitoring and controlling. 

This allows drivers to take their hands off the steering wheel and perform non-driving 

related tasks (SAE International, 2018). A notification that indicates that the 

automation mode has changed has a positive effect on usability and safety positively 

(Nadri et al., 2021). For a transition to autonomous driving (‘AV on’ in Table 1), three 

sounds are designed to support the steps of this transition. First, a vehicle informs a 

driver that autonomous driving is possible (AV available). Second, when a driver 

confirms the change to the autonomous driving mode, the vehicle gives a feedback 

sound (Driver confirmation). Thirdly, a sound is provided when AV mode is started 

(AV start). 

Several studies (Politis et al., 2015, Petermeijer et al., 2017) have shown that take-

over requests using sounds are more advantageous than take-over requests using only 

a visual interface. (van der Heiden et al., 2017) found that providing a sound before a 

take-over request made the take-over situations safer. In our study, when a scheduled 

take-over request occurs from the automation to the manual mode, a driver receives a 

sound thirty seconds in advance (Take-over has started). Fifteen seconds later, another 

take-over request is provided (Hands-on steering wheel). The urgency level will then 

gradually increase over time if a driver does not react. There is no need for designing 

an AV deactivation sound, because a driver will notice that manual driving is started 

when the warning sound is off. In an emergency transition, a ‘Take-over request’ is 

directly provided without the ‘Take-over has started’.  

In the HADRIAN project, a detection system for monitoring a driver state was 

developed. This system can provide a warning when a driver is distracted. A vehicle 

will present the sound ‘Ask attention’ when the driver is not capable to drive. It also 

includes situations in which a driver is not adequately responding to a transition 
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request. The Inter-Onset-Intervals between sounds were reduced to generate higher 

urgency levels. If drivers do not react to the ‘Hands-on steering wheel’ and ‘Ask 

attention’ warning, a minimum risk maneuver to protect drivers will be started 

indicated with the sound (Parking maneuver) 

Method 

The sounds in Table 1 were validated in a video simulation created by modifying the 

simulator truck scenario of the Hadrian project, as shown in Figure 1 to confirm 

whether the design intention matched users’ understanding. 

 

Figure 1. Video capture of a driver distraction situation 

Participants 

Seventeen drivers participated in the validation test. All subjects were male, and the 

average age was 41 years. All were professional truck drivers who had 17.1 years of 

experience in truck driving. 

 

Procedure 

The drivers were explained the purpose of the study and their demographic data were 

collected. The main procedure consisted of two parts. In the first part, a pleasantness 

rating for each sound without any context was obtained using a 7-point Likert scale. 

We did not use a context in order to only measure perceptual pleasantness. In the 

second part, a video based on the Hadrian truck driving scenario was used to test the 

sounds of Table 1 in context.  In this part, a participant rated the alertness based on 

the 4-level ANSI (American National Standards Institute, 1991) scale (Notice, 

Caution Warning, and Danger) and a 7-point Likert scale questionnaire with terms on 

appropriateness, annoyance, and intention of use.  
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Results 

Figure 2 consists of four sub-figures, all addressing the perspective of the driver. In 

the top left figure, the participants' perception of pleasantness is shown. The overall 

perceived pleasantness scored more than 4 points. The lowest ranked pleasantness 

amongst all sounds were ‘Parking maneuver’. Moreover, a t-test indicated that ‘AV 

available’, ‘AV start’, and ‘Take-over has started’ were rated significantly higher than 

the midpoint (4, p-value <0.05) of the scale. There was no correlation between 

pleasantness and the other attributes (appropriateness, annoyance, and intention of 

use).  

 

 

Figure 2. Bar chart of the mean ratings for (1) Pleasantness, (2) Appropriateness, (3) Intention 

of use, and (4) Annoyance 

The top right figure shows the appropriateness level of how well a sound matches a 

certain situation. Participants answered more than 4 points in all events, although only 

the ‘Take-over has started’, ‘Hands-on steering wheel’, and ‘Ask attention’ were rated 

significantly higher than 4 points from the t-test (p-value <0.05). In the bottom left 

figure, how necessary a sound is in a certain situation is shown. Participants also rated 

more than 4 points in all events, especially the average of ‘AV start’, ‘Hands-on 

steering wheel’, and ‘Ask attention’ were significantly higher than 4 points from the 

t-test (p-value <0.05). In the bottom right figures, an answer of annoyance level is 

shown. The ‘Parking maneuver’ was rated with the highest annoyance points.  

In Figure 3 the proportion of choice for the ANSI alert levels as a function of Sound 

Name is shown. More than 80% of participants responded that the sounds ‘AV 

(1) Mean pleasantness ratings as a function of Sound 
Type (ratings were obtained without visual context) 
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available’, ‘Driver confirmation’, and ‘AV start’ evoked the alertness levels notice or 

caution. These sounds were designed to function as an indication. Thus, this finding 

corresponds to the designed intention. However, around 80% of the participants 

indicated that the ‘Take-over has started’ sound was a notice or a caution sound, 

although it was designed as a higher-level alert sound. No participant indicated that 

the alert level of the sound was dangerous. More than 60% of the participants 

indicated that the sounds ‘Hands-on steering wheel’ and ‘Ask attention’ were 

‘warning or danger’ alarms. This finding corresponds to the designed intention of the 

alert level. More than 60% of the participants indicated Parking maneuver sound was 

a warning or danger. However, the sound was designed for the function of indication.  

 

Figure 3. Alert level responses 

  Discussion 

Our main finding is that it is possible to design sounds that are pleasant and of which 

the designed intention for a specific context matches their function and proper 

corresponding alert level. Seven sounds indicated in Table 1 were designed for 

interaction in an autonomous truck. Based on the validation results, five sounds (‘AV 

availble’, “driving confirmation’, ‘AV start’, ‘Hands-on steering wheel’, and ‘Ask 

attention’) were appropriately designed for their driving context. The 'take-over has 

started' and 'parking maneuver' sounds were revised. The ‘take-over has started’ 

sound was modified to raise the alert level, and the ‘parking maneuver’ sound was 

modified to reduce the urgency for less annoyance and lower the alert level. The 

remaining sounds and the newly designed sounds will be applied in a FORD truck and 

evaluated in a road demonstration for the Hadrian project.  This research has to be 

conducted.  

 

Study 2 - Exploratory Study to Design Ambient Sounds for Highly Automated 

Vehicles 

The above-described sound design methodology was used in a Master course, 

Interactive Audio Design, at the Faculty of Industrial Design Engineering. The study 
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purpose is to design context-relevant soundscapes including feedback sounds, with 

the aim of creating a better user experience. A soundscape is an acoustic environment 

perceived by listeners in contexts (Schafer, 1976), and it can provide context 

information (Aletta et al., 2016). Soundscape should orally describe the context in 

which a driver is and what kinds of actions are to be expected.  

Students received the following scenario description on which they had to base their 

sound design: “The vehicle is a B-segment-sized vehicle, commonly described as a 

small car and the largest segment volume in Europe (i.e., Toyota Yaris, Renault Clio). 

The driver is around 35 years old and runs a startup company. The vehicle is highly 

automated, allowing the driver to work such as sending an email or writing a 

document during the automated driving mode". A final deliverable was a movie clip 

including sounds and their context. Students made a persona based on the scenario 

description. Next, a theme of sounds was decided based on the persona’s 

characteristics in a conceptualisation phase. After, they analysed driver-automated 

vehicle scenarios where sounds would be provided as shown in Figure 4. Next, 

students designed sounds using a sound design tool. Six groups of twenty-five 

students created movies, including at least two automation mode transition situations, 

and three experts evaluated the movies.  

  

Figure 4. Analyzing interaction scenarios example of one group 

The soundscape has been designed to enhance user experience and provide 

information to a driver with less perceived annoyance. The deliverables were 

evaluated by two experts in sound design and one expert in UI design. The evaluation 

was based on whether a sound was appropriate for a context, applicable for 

interaction, and highly completable. Although the soundscapes were not evaluated in 

a rigid experimental setting the deliverables showed that soundscape could be used in 

various ways in highly automated vehicles. For example, it is possible to provide 

automation system information using a soundscape, such as the external vehicle 

information (Gang, et al., 2018),  lane-keeping or a round-about maneuver of an ego-

vehicle (Beattie et al., 2014). In addition, soundscapes may allow drivers to be aware 

of scheduled take-over situations.  



 a new approach to sound design in automated vehicles 157 

 

Discussion  

Our first findings are somewhat at an informal level. However, the design brought 

forward the possibility of informing drivers about contextual information and the ego-

vehicle actions without having to look at the road.  This is one of the strengths of the 

use of sound in a more advanced way that enables situation awareness of the driver.  

This may be an essential factor in the increase of safety when a car is in SAE levels 4 

and 5. Furthermore, driver-vehicle interaction through soundscapes can provide a new 

way of designing user experiences to drivers. Further research will be conducted on 

the impact of soundscape on drivers' trust, situational awareness and safety, as well as 

user experience. 

General Discussion 

This study suggested a new approach to sound design and contributed to improving 

drivers' experience. In Study 1, sounds were designed considering several interaction 

scenarios that were validated with the purpose of enhancing functionality and user 

experience. Study 2 showed that soundscape could be used in automated vehicles, 

contributing to less perceived annoyance, and therefore enhancing the user 

experience.  

However, the limitations of the design approach need to be taken into consideration. 

First, it is important to note that the outcome is dependent on the capability of the 

interaction designer. The interaction designer needs to understand the driving context 

and consider the driving experience in its design. In addition, the interaction designer 

is required to have adequate technical sound design skills or work in close 

collaboration with a sound engineer to produce the sounds. Furthermore, a validation 

phase does require an investment in both time and cost.  

In future research, there is a need to evaluate the designed sound's impact on 

situational awareness, trust, workload as well as user experience in the automated 

vehicle context. 
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  Abstract 

Human-robot collaboration (HRC) aims to increase efficiency and flexibility in 

production sites. The implementation in factories is, however, accompanied by risks 

of physical contact with robots and resulting injuries in case of system failures or 

workers’ misconduct. One assumed reason for such safety-critical behaviour is over-

trust in systems’ capabilities. The question remains if feedback systems can optimize 

trust levels and enhance workers’ safety and productivity. In the paper, we present a 

study in the industrial context examining the effects of a user-evaluated feedback 

system for fenceless HRC based on LED lighting and an information display. In the 

experiment, 48 participants performed a realistic collaboration task with a heavy-load 

robot in a pseudo real-world test environment. Dependent variables were assembling 

time, recognition of system failures and trust in automation. Independent variables 

were varied: robot feedback between groups, occurrence of system failures during 

collaboration and time pressure within groups in a balanced design. Results showed 

that the feedback system did not affect assembling time. Furthermore, system failures 

were more frequently detected, and (over)trust was reduced if the feedback system 

was applied. We discuss the potentials of feedback systems for workers’ safety 

enhancement and the development of an appropriate trust level in HRC. 

Introduction 

Human robot collaboration (HRC) becomes more and more relevant in industry as it 

is expected to enable the flexibility of increasingly complex production sites (Oubari 

et al., 2018). Although the number of applications in the manufacturing sector has 

risen in the last years (Matheson et al., 2019), especially applications of HRC with 

heavy-load robots remain in niche and pilot studies (Grüling, 2014).  

Efficient and safe collaborative work with robots in production sites majorly depends 

on trust (Freedy et al., 2007). Automation psychology studies the concept of trust in 

automation which in the subarea of human-robot interaction is specified as trust in 

robots or human-robot trust (Hancock, Billings, Schaefer, Chen et al., 2011). It is 

defined as “the reliance by an agent that actions prejudicial to their well-being will 

not be undertaken by influential others” (Hancock, Billings & Schaefer, 2011, p.24). 

In HRC, the robot stands for the influential other.  
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Despite the principal risks involved in human-automation interaction, e.g., resulting 

from following a false advice of an automated system or getting injured by a robot, 

people often highly trust automated systems (e.g., Wickens & Xu, 2002; Dzindolet 

al., 2003; Legler et al., 2020; Manchon et al., 2021). During interactions with reliable 

systems, trust even rises in course of time (e.g., Manchon et al., 2021; Legler et al., 

2020). This very high trust (‘positivity bias’; Dzindolet et al., 2003) can result in over-

trust in automation, associated with reduced situation awareness (Hancock, Billings, 

Schaefer, Chen et al., 2011) and reduced monitoring of the system (Hergeth et al., 

2016). So, although trust is highly essential for a successful HRI (Aroyo et al., 2021), 

‘too much’ trust potentially arises risks like low product quality or safety-critical 

behaviour of workers due to unnoticed technical malfunction. Contrary, an 

appropriate trust level should ensure high situation awareness and system monitoring. 

The trust calibration approach (e.g., Lee & See, 2004; Hancock, Billings, Schaefer, 

Chen et al., 2011) implies that also very high trust in automation represents the correct 

calibrated level of trust in case of highly reliable systems. Still, the absence of system 

failures is never assured. Therefore, high monitoring should always be targeted and 

over-trust should be prevented. Recently, over-trust in robots was described as a 

situation where humans misunderstand the risk of their own actions because they 

underestimate the probability that a robot performs its functions ineffectively or 

unsafely (Wagner et al., 2018). This adequately fits research on ‘machine heuristics’, 

showing that people trust machine-like, non-anthropomorphic devices and robots as a 

result of overreliance on technical functioning (Aroyo et al., 2021). Still, research 

regarding the consequences of ‘too much’ trust in robots is rare (Aroyo et al., 2021). 

Relevant factors in industrial HRC affecting trust are system failures and time 

pressure. Research on automated systems found that system failures reduce trust and 

safety-critical behaviour after failure occurrence due to higher monitoring and 

situation awareness (e.g., Wickens et al., 2015) but also heighten the risk of workers 

rejecting the system. Most studies focussed on the breakdown of decision-aid systems 

or on providing wrong information -  resulting in a reduction of trust (e.g., Dzindolet 

et al., 2003; Onnasch et al., 2014; Wickens et al., 2015). Trust reduction caused by 

system failures was also found during interactions with heavy-load robots by 

simulating a potentially safety-critical technical malfunction (Legler et al., 2020). But 

overall, research on effects of trust violations in robots’ physical functioning (referred 

to as ‘pragmatic trust’; Aroyo et al., 2021) like technical malfunctions is rare. In case 

of over-trust, failures of robots could even be not perceived at all (Aroyo et al., 2021) 

resulting from missing monitoring of robots’ actions. Overall, system failures show a 

potential to adjust over-trust to a more appropriate level, but only if users actually 

perceive the failure. 

Also, pacing in industrial settings can cause time pressure which was found to increase 

mental workload during human-automation interactions and this workload is therefore 

compensated by increased trust. While interacting with automation, time pressure 

increases subjective workload (Liu, Peterson et al., 2016; Wang et al., 2016). 

Definitions of trust, equally interpersonal and automation trust, show that trust is used 

to reduce complexity and to manage uncertainty (Luhmann, 1979). Also, it was argued 

that working under time pressure increased heuristic information processing (e.g., 

Rieger & Manzey, 2022). As mentioned before, the ‘machine heuristics’ is a specific 
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heuristics that was associated with over-trust. It involves attributions of machine-like 

objectivity, capability and infallibility to the robot and especially occurs during 

interactions with non-anthropomorphic robots (Aroyo et al., 2021). As industrial 

robots are mostly non-anthropomorphic, the heuristics is likely to be applied under 

time pressure, reducing workload and increasing trust. Therefore, highly reliable 

automated systems can enhance task performance under time pressure as users trust 

and rely on the automated system instead of taking incorrect actions resulting from 

high workload (Rieger & Manzey, 2022). On the other hand, the above-mentioned 

negative effects of ‘too much’ trust are probably increased under time pressure, 

especially in case of system malfunctions. In an experimental study, experts showed 

a tendency of over-trust (following wrong advices of a system) and automation bias 

while being under time pressure (van der Waa et al., 2021). Still, research regarding 

effects of time pressure on trust in industrial robots is missing today. 

Visual feedback that gives information about the current state of an automated system, 

like robots, shows the potential to reduce workload, increase situation awareness and 

hence, affect trust and safety-critical behaviour. Visual feedback systems transfer 

information by using shape and colour as cognitive cues (Andersen et al., 2016). 

Colours carry important information, for example to signal danger and force human 

attention (Goldstein, 2010). If colour coding of information is corresponding to 

evolutionary or internalised associations, feedback systems can significantly reduce 

subjective workload (Blundell et al., 2020). Also, visual feedback is implemented to 

increase situation awareness of users (Maurtua et al., 2017; Palmarini et al., 2018; 

Schaefer et al., 2017). Furthermore, a meta-analysis showed that feedback affects trust 

in automation (Schaefer et al., 2016). In addition, trust mediates the relationship 

between feedback and actual reliance on the system (Dzindolet et al., 2003). Industrial 

robots on the shopfloor are mostly stationary within a robot cell and consist of a robot 

arm with several degrees of freedom and an end effector, e.g., a robotic hand or gripper 

(Bendel, 2020). Therefore, the robots are able to move from a fixed base or home 

position towards an intended goal position by manipulating the available degrees of 

freedom. In case of HRC, workers are situated inside the robot cell without fences and 

the robot cell is divided into robot zones with autonomous movements and a 

collaboration-zone (e.g., Bdiwi, Krusche et al., 2017). A typical industrial task with a 

heavy-load robot contains  

• the autonomous grasping and transporting of components by the robot towards 

the worker, 

• a collaborative handover of the component or workers’ assembling at a 

component while the robot acts as a ‘third hand’ holding the component inside 

the collaboration-zone (e.g., Bdiwi, Pfeiffer et al., 2017),  

• and robot’s autonomous component storage or direct return to a home position.  

Involvement of users during the design process of a visual feedback system for a 

fenceless HRC revealed that the following information are important for human 

collaborators: status information (e.g., current operation of the robot), warnings and 

explanations of errors, goal position of the robot to enhance the anticipation of 

subsequent robot actions and mode of operation (like autonomous versus 

collaborative phase) (Hoecherl et al., 2018). Research with industrial robots showed 

that workers would also prefer prospective information about future actions 

(Andersen et al., 2016; Liu, Kinugawa & Kosuge, 2016) and advised the usage of a 
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countdown for remaining collaboration time (Brending et al., 2016). All these 

additional information could enhance a smooth interaction during HRC and enable 

workers to adjust own’s assembling speed, resulting in lower assembling times. 

Contrary, it could increase stress in workers, resulting in assembling hectically or 

incorrectly. In a study, it was equally found that feedback did not influence assembling 

time at all (Sadrfaridpour & Wang, 2018). So, effects of feedback on performance 

remain unclear. 

 

To sum up current research, first, high trust is associated with less monitoring and 

situation awareness and system failures reduce trust. Second, time pressure results in 

high workload, reduced situation awareness and a tendency towards over-trust in 

HRC. Third, visual feedback systems can reduce workload and increase situation 

awareness in HRC. The question arises if feedback in HRC can support an appropriate 

trust level and enhance workers’ safety as well as performance in situations of system 

failures, especially under time pressure. With industrial robots, feedback about 

remaining collaboration time could lower workers’ assembling time (hypothesis 1). 

Due to increased situation awareness, feedback is expected to reduce safety-critical 

behaviour (hypothesis 2) and lower trust (hypothesis 3). Also, system failures should 

reduce trust (hypothesis 4). Time pressure is supposed to increase trust (hypothesis 5) 

due to increased workload.  

To gain answers to the research question, first an innovative feedback system had to 

be designed, integrated within the control system of a heavy-load robot, and evaluated 

by users with regards to usability. It is described in the following chapter. Second, an 

experiment was conducted in a pseudo real-world test environment, varying the 

application of the feedback system, the occurrence of system failures and time 

pressure. Methodology and experimental results are described subsequently and the 

paper closes with conclusions for industrial applications.  

Design and usability of the feedback system 

A          B  

Figure 1. A) KUKA robot with implemented LED lighting system showing differing status of 

base and flange lights and B) feedback display during cooperation mode. 

The feedback system was designed in accordance with the human-centred design 

process (DIN e.V., 2020). First, demands were derived with assembly workers from 

the automotive industry in several workshop formats. Then visual feedback was 

designed by iterative prototyping using standards of ISO 9241-110:2020 

(International Organization for Standardization, 2020). Finally, the visual feedback 
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system had an LED lighting system and an information display (see Figure 1), 

visualising all information highlighted by Hoecherl and colleagues (2018).  

 

Figure 2. Feedback information implemented in LED lighting system and information display. 

The visual feedback system was evaluated regarding usability by 24 participants. 

They completed a user test with a heavy-load industrial robot with the implemented 

LED lighting system and information display. Participants performed an industrial 

assembling task with the fenceless robot, covering several recurrent assembling cycles 

and lasting around 25 minutes. The Post-Study System Usability Questionnaire 

(PSSUQ; Lewis, 2002; German translation from Schaub et al., 2012 and Kaminski, 
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2018; 7-point Likert-scale) was applied separately for LED lighting system and 

display. Figure 3 compares the scores of subscales to inversed standard values from 

Sauro and Lewis (2016; high values show better usability). The ratings showed strong 

accordance with standard values. Interface quality (general liking and pleasantness) 

was little below average. Overall, the LED lighting system was evaluated better than 

the display. Additionally, participants used a scale from ‘0-never’ to ‘4-always’ to rate 

how often they were aware of and used either part of the feedback system (both times 

MdnLED = 3, MADLED = 1.48; Mdndisplay = 1; MADdisplay = 1.48), showing greater usage 

of the LED lighting system. Usage of LED lighting system (τ = .505, p = .002) and 

display (τ = .330, p = .041) were positively related to usability evaluations. 

 

Figure 3. Subscales of PSSUQ for LED lighting system and display compared to standard 

values (SysUse = System Usability, InfoQual = Information Quality, IntQual = Interface 

Quality). 

  Method of experiment 

Test environment 

An industrial KUKA robot (Quantec prime KR 180), classified as heavy-load robot, 

was used as a test bed (Figure 4) with implemented feedback system (see Figure 2). 

 

Figure 4. View of test environment with KUKA robot and participant during collaboration. 

The robot cell had a collaboration-, a robot- and a safety-zone (see Figure 5A). 

Participants always remained inside the robot cell during the experiment, waiting 

inside the safety zone until the collaboration time started (otherwise activating an 

emergency stop). The speed of the robot was associated with particular zones, moving 
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at a maximum speed of 2300 mm/s outside the collaboration-zone. The robot slowed 

down to 500 mm/s when entering the collaboration-zone. The robot was able to 

support a collaborative assembling task modelled similarly to a real workplace in the 

automotive industry. Table 1 describes tasks of the human and the robot within a 

complete assembling cycle as well as provided information by the feedback system. 

A      B  

Figure 5. A) Schematic presentation of the robot cell containing different zones and 

associated robot speeds, B) monitors for simulating an assembling line with two components 

in the queue and green LED lighting system indicating collaboration phase. 

 

Table 1. Robot and human tasks during one complete assembling cycle of the HRC task 

Robot Task  Human Task Feedback system 

Phase 1: Component transportation 

admission of component 

(front axle carrier), 

transport towards and 

stop inside collaboration-

zone 

- 

mode of operation 

(autonomous), current and 

future position of robot, 

countdown till collaboration 

Phase 2: Collaboration 

 

 

support human’s input by 

gesture control (speed 

250 mm/s) 

 

holding component 

during assembling 

(1) entering collaboration- 

      zone 

(2) gesture control: setting an  

     ergonomic height of the      

     component located at the  

     robot flange  

(3) assembling of eight hook- 

     and- pile tapes on the  

     component 

(4) entering safety-zone 

mode of operation 

(collaborative), countdown till 

collaboration ends, warning and 

explanation in case of error 

Phase 3: Component storage 

transport and storage of 

component, returning to 

component admission 

- 

mode of operation 

(autonomous), current and 

future position of robot  

 

For the height setting, the robot arm reacted to up-/downward movements of the 

human’s palm accordingly with 250 mm/s and with minimal physical distance to the 
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human (HRC level 3 according to Bdiwi, Pfeiffer et al., 2017). Although functional, 

this gesture control could be manually controlled by experimenters. Participants were 

not able to notice the manual control (wizard-of-oz), allowing experimenters to 

simulate a failure of gesture control. For the simulation of an assembling line, the test 

environment further had three monitors located behind the robot (see Figure 5B). If a 

monitor was turned on via wireless remote control, a picture of a front axle carrier 

(component) appeared. Experimenters were able to turn off a monitor to simulate 

component admission by the robot and turn on a monitor to simulate a new component 

in the queue. During the complete collaborative assembling task, all information 

described in Figure 2 were available to participants simultaneously via the LED 

lighting system and the feedback display. 

Experimental design 

A 2(feedback) x2(system failure) x2(time pressure) mixed design was conducted. 

‘Feedback’ was a between factor (control vs. feedback group), therefore, in the 

control group the LED lighting system and information display remained turned off. 

Within both groups, a balanced design of two within-factors ‘system failure’ (none 

vs. occurrence of failures) and ‘time pressure’ (none vs. time pressure) was applied.  

System failures were simulated in gesture control during the height setting task. For 

about 10 seconds the robot saliently jerked in the opposite direction of participants’ 

palm movement. Afterward, gesture control was correctly supported. Time pressure 

was realised by adding a component on the assembling line monitors (see Figure 5B) 

after the run-off of an individual cycle time. Therefore, assembling times were 

measured during participants’ baseline cycles and the fastest assembling time was 

used as individual reference for each participant. The constant robot period and 

individual reference were summed and used as individual cycle time. In time pressure 

conditions, individual cycle time only had half of the individual reference assembling 

time.  

Measures 

Demographic information like sex, age, as well as experience with industrial robots 

and production work, were captured in pre-survey. Additionally, Affinity for 

Technology Interaction (ATI; Franke et al., 2018; 6-point Likert-scale;  

α = .85) was assessed for sample specification.  

Further, several measures for dependent variables were applied. Assembling time was 

read out from log file data of the robotic system (time from finishing gesture control 

until robot started moving again). Safety-critical behaviour was operationalised as 

disregard of system failures. Without failures, times of gesture control across all 

scenarios showed a 5% percentile of 0.5 seconds. Hence, in failure scenarios a 

minimum gesture control time of 10.5 seconds should result (10 seconds failure 

simulation plus 0.5 seconds for actual height adjustment). Due to manual control of 

failures and according to expectable inaccuracies of failure time, a tolerance period of 

2 seconds was set. So, in failure scenarios a time less than 8.5 seconds between the 

start of collaboration mode and starting assembling mode was defined as disregard of 

failures. De facto, participants did not finish the height setting task and started 

assembling during robot movement which was not allowed by participants’ 
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instruction. Trust in automation was measured subjectively via a German translation 

(Pöhler et al., 2016) of Jian-Scale, after each of the five scenarios. Of its two subscales, 

only subscale trust (6 items; 7-point Likert scale) was used because both subscales 

were highly correlated and previous work suggested a two-factor structure (Pöhler et 

al., 2016; Legler et al., 2020). Across the scenarios, mean reliability for trust was  

α = .82. 

Sample 

In the experiment, 48 subjects participated and were randomly assigned to two groups 

of equal size: control group and feedback group. Both groups were gender balanced. 

Participants’ mean age was 26.2 years (SD = 7.54) in the control and 25.6 years  

(SD = 7.84) in the feedback group. Overall, affinity for technology interaction was on 

medium level and not differing between groups (Mcontrol = 3.79, Mfeedback = 3.88,  

Z = -0.454, p = .650). Slightly more participants of the feedback group (29%) had 

interacted with an industrial robot before (vs. 20%) and were currently or had ever 

worked in production sector before (29% vs. 25%). Participants received financial 

compensation.  

Procedures 

Participants got the participant information, signed a declaration of consent and filled 

in the pre-survey. Subsequently, participants watched two videos showing the real 

workplace with a handling device and an equivalent task with the robot in the test 

environment. Afterwards, participants were instructed about the collaborative task 

consisting of height setting via gesture control and assembling task (see Table 1). 

Participants within the feedback group additionally received a short introduction to 

the feedback system. All participants were instructed to  

• stay within the marked safety-zone before the robot stops inside the collaboration-

zone; leaving the zone would result in an emergency stop, 

• use gesture control for height setting in each assembling cycle, 

• stop assembling and enter the safety-zone as soon as they notice events seeming 

abnormal or critical 

• and seek low assembling time, as compensation would depend on it. 

All participants performed a baseline condition with a minimum of ten assembling 

cycles (see Table 1) to become familiar with the assembling task, learn gesture control 

and get to know the feedback system in the feedback group. After, each participant 

performed four interactions with the robot in randomised order. Each experimental 

scenario had five assembling cycles that together lasted for around four minutes. For 

all participants, system failures were simulated in the first and third or second and 

forth assembling cycle within the respective experimental scenario. Each scenario was 

followed by a short post-scenario survey to measure outcomes. After, participants 

received compensation regardless of assembling time. Overall, an experiment lasted 

around 60 minutes. 
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Data Analysis 

Statistic Software R (R Core Team, 2018) was used for data analysis. Due to the 

nonsymmetric distribution of data, mainly nonparametric data analysis was applied. 

If not specified otherwise, independent or dependent Wilcoxon Signed-Rank Test was 

used for mean comparison and the Friedman Test for analysing variances across 

conditions. Nonparametric effect size r was calculated according to Tomczak and 

Tomczak (2014). All data showed successful manipulation of independent variables. 

  Results and discussion 

This section describes and discusses the experimental results grouped by dependent 

variables, followed by study limitations.  

  Assembling time  

Neither feedback nor time pressure influenced assembling time. It remained constant 

between different scenarios, both for the control group (Χ²(3) = 4.42, p = .220) and 

the feedback group (Χ²(3) = 6.30, p = .098) (Figure 6), showing no main effect of the 

independent variables system failure or time pressure for assembling time. Mean 

assembling time was ~20 seconds for control group and ~21 seconds for feedback 

group, showing no significant difference (Z ≥ -0.87, p ≥ .386, r ≤ .125). The result is 

in line with Sadrfaridpour and Wang (2018) and opposes hypothesis 1. Still, 

remaining collaboration time was only shown at the information display. As the 

evaluation of the feedback system has shown that participants rarely used the 

information display compared to the LED lighting system, a direct display of 

remaining collaboration time at the robot flange could have enhanced performance. 

This should be considered in further research and industrial applications.  

 

Figure 6. Assembling time dependent on scenario and group. Narrow bars indicate time 

pressure (TP+), wide bars no time pressure (TP-). F+ indicates scenarios with failure, F- 

without failure.  

Additionally, the higher variance of assembling time in the feedback group cannot be 

explained by sample composition and should be replicated.  
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Safety-critical behaviour 

Duration for gesture control during assembling cycles with system failures was higher 

for the feedback (M = 9.42, SD = 4.77) than control group (M = 12.68, SD = 3.05), 

resulting in a significant difference between groups (Z = -3.73, p < .001, r = .305). 

Additionally, Figure 7A shows that in the feedback group, durations hardly fell below 

the defined cut-off value for the ‘disregard of system failures’ (set to 8.5 seconds). 

Across all assembling cycles with system failures, 47% of occurring system failures 

were disregarded by the control group while only 5% were disregarded by the 

feedback group (Z = -4.28, p < .001, r = .495) (see Figure 7B).  

A    B   

Figure 7. A) Duration of gesture control mode during assembling cycles with failures 

dependent on group, black line shows expected minimum duration, red line shows cut-off 

value for operationalisation of disregarding system failures, B) proportion of disregarding 

system failures across the experiment dependent on group. 

In line with hypothesis 2, the visual feedback system reduced safety-critical behaviour 

during HRC. The evaluation of the feedback system has shown that users frequently 

pay attention to the LED lighting system but neglect the information display. 

Therefore, increased perception and correct interpretation of system failures are 

attributable to the lighting system. Additionally, its information quality was rated 

high. Hence, applying a colour coded lighting system within the attention zone of 

workers could enhance safety during industrial HRC.  

Trust in automation  

Trust was significantly decreased in the feedback compared to the control group, 

except for scenario TP-/Fail- (see Figure 8) which operationalizes a ‘normal’ 

assembling condition without abnormalities. This is in line with hypothesis 3 

(feedback lowers trust). 

After completing the baseline condition, trust was similar for both groups  

(Mcontrol = 4.92, Mfeedback = 4.74, Z = -0.95, p = .341, r = .137). Within the control 

group, none of the four experimental conditions significantly differed from each other 

(Χ²(3) = 5.95, p = .114). In contrast, in the feedback group trust differed across 

scenarios (Χ²(3) = 17.88, p < .001). Lowest trust values were shown during scenario 

TP-/Fail+ (M = 3.72, SD = 0.90) which was significantly lower than all other scenarios  

(Z > -2.03, p < .042, r > .415). Because of missing nonparametric test, ANOVA with 

repeated measures was calculated. It resulted in a significant main effect for system 

failure (F(1) = 8.80, p < .001, ηP
² = 0.09), a nonsignificant main effect for time 
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pressure (F(1) = 3.59, p = .061, ηP
² = 0.04) and a nonsignificant interaction effect 

(F(1) = 0.520, p = .473, ηP
² = 0.01). These results were in line with hypothesis 4 

(system failures reduce trust) but did not support hypothesis 5 (time pressure increases 

trust).  

 

Figure 8. Trust dependent on scenario and group. Narrow bars indicate time pressure (TP+), 

wide bars no time pressure (TP-). F+ indicates scenarios with failure, F- without failure. 

* p < .05, ** p < .01 

In the control group, mean trust was high across scenarios while trust was reduced in 

the feedback group after system failure occurrence. Concluding, along with the result 

that participants in the feedback group significantly less disregarded system failures, 

it can be assumed that the recognition of system failures due to feedback reduced trust 

and safety-critical behaviour. Trust remained at a medium level and participants did 

not show signs of discomfort. Thus, it can be assumed that the trust level in the control 

group was higher than necessary for a safe HRC, indicating a tendency towards over-

trust in the robot. Also assembling time remained equally constant in the feedback 

group. So, negative effects due to fear or distress after failures were not seen, showing 

potential for intentional integration/simulation of ‘safe’ failures to keep trust within 

an appropriate level and attention focussed on the robot system without increasing 

assembling time. This is in line with HRI research suggesting to familiarise users  with 

potential failures of robots (Wagner et al., 2018) and apply ‘deceptive practices’ of 

robots (Aroyo et al., 2021) to prevent over-trust. In conclusion, results point towards 

the occurrence of over-trust in robots. Nevertheless, today there are no specified 

criteria to determine how much is ‘too much’ trust. While in this study participants 

had no parallel second assembling task during robot tasks, this is not probable in 

production sites as it would lower production efficiency. To ensure that participants 

also notice system failures during parallel tasks, simple haptical devices like vibrating 

straps (Scheggi et al., 2014) could force attention in critical situations and visual 

distraction. 

Study limitations 

The defined cut-off value for the disregard of system failures has a huge impact on 

the result regarding safety-critical behaviour. Still, the difference between groups for 

disregarding system failures was large enough for the effect to remain when deducting 

the defined tolerance. Each scenario consisted of five assembling cycles that together 

lasted for around 4 to 5 minutes while trust develops over longer time periods. In the 

control group, participants could have missed failures or judged them as non-critical, 

and later disregarded them. Behavioural observation during the experiment and 

r = .503 ** r = .357 * r = .291 * r = .192 
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experiencing correct gesture control during baseline supported the latter explanation. 

As a result of post-scenario measurement and laboratory setting, it could be assumed 

that participants were aware of experimental variations and expected some sort of 

manipulation. Flook et al. (2019) summarized that ecological validity, especially in 

case of error simulation, is low in laboratory settings as participants perceive the 

setting as artificially, controlled and therefore safe. It can still be assumed that workers 

also believe workplaces to be safe due to occupational safety examinations prior to 

workplace release. Nevertheless, long-term effects of system failures on trust and 

possible habituation effects to ‘safe’ system failures cannot be implied from this study. 

  Conclusion 

In this scenario-based study, effects of a feedback system on operators’ trust, 

performance operationalised by assembling time and safety-critical behaviour were 

examined. A heavy-load robot and an industry-oriented assembling task served as a 

test environment. The visual feedback system consisted of a LED lighting system on 

the robot and an information display. Time pressure and the occurrence of system 

failures were varied within groups. Assembling time was not influenced by 

experimental variations. Time pressure did not have a significant effect on trust or 

safety-critical behaviour. In contrast, the combination of system failures and feedback 

significantly reduced trust to a still tolerable level while not causing distress on 

participants but significantly increasing proper reactions to failure events. Without 

feedback, trust remained on a high level even after system failures, indicating a lack 

of awareness which at least could enhance reaction times in safety-critical situations. 

Especially the LED lighting system was often used by participants as a source of 

information, indicating the potential of a simple colour-coded feedback to calibrate 

trust and reduce safety-critical behaviour in industrial HRC with heavy-load robots. 
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  Abstract 

During firefighting operations, critical situations and accidents caused by human 

errors or poor teamwork occur repeatedly. For making operations safer and less 

stressful for firefighters, a target group specific team training based on scientific 

standards was developed. The team training is specifically adapted to the target group 

of trainees in the fire service and is divided into five modules: communication, 

(shared) situational awareness & shared mental models, cooperation/support, 

decision-making, and leadership. Team skills are trained through practical exercises 

and case studies. The objective of this study was to evaluate the team training 

regarding its effectiveness for the improvement of non-technical skills, exemplified 

in this study by communication and situational awareness, as well as the participants’ 

assessment of the training outcomes and design. A non-technical skills rating system 

was developed and applied in all groups to assess the behaviour, as well as self-report 

questionnaires. A pre-post-control group-design was used with trainees in the fire 

service (n = 97). Mixed ANOVAs showed no significant effects for situational 

awareness and communication. Descriptive results partly supported the positive 

development of situational awareness and communication from baseline to post in the 

training group compared to the control group. In addition, results indicate that the 

training is perceived as useful and understandable by the participants.  

  Introduction 

In 2005, Tübingen, Germany was the scene of a devastating fire killing two members 

of the fire service. During this operation, the attack squad went into the attic of a 

burning building without informing the incident commander, breathing protection 

monitoring, and other team members. In the further course, a Mayday situation 

occurred because the attack squad’s air supply of the breathing apparatus was 

exhausted. However, the support came too late, also due to the lack of information 

about the exact location of the attack squad (Unfallkommission “Tübingen”, 2006). 

The attack squad in this operation did not communicate according to the standards. 

This meant that the rest of the team could not understand how they were proceeding 

and where they were in the building. 
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During a firefighting operation in 2016 in the United States, the first attack squad went 

forward to locate, contain and extinguish a spreading fire in a residential building. A 

second attack squad laid a hose line to the other side of the building at the same time. 

While doing so, they observed a large amount of fire and smoke coming from inside 

the building. The second attack squad informed the incident command of the situation. 

It was decided that the second attack squad would direct water into the building from 

their position to fight the fire. Several attempts were made to contact the first attack 

squad, but without success. The second attack squad began adding water anyway, 

without making sure that the first attack squad was informed of the plan and was in a 

protected area. Due to the heat and water vapour generated by the second attack 

squad’s water, the first attack squad eventually had to withdraw (Fire Near Miss, 

2016). The second attack squad should have made sure that the first attack squad was 

out of the building or at least in a protected area before they released their water. In 

addition, the incident commander failed to ensure that all relevant persons were aware 

of the plan before implementing such a change of operational tactics. 

There were no technical difficulties in either operation, but the dangerous 

development was due to human error. The fatal consequences in the first example and 

the danger to the first attack squad in the second example might have been avoided if 

the teamwork had worked better. Numerous studies have shown that the quality of 

teamwork positively influences the work performance (for an overview, see e.g. 

Rosen et al., 2018). 

  High Responsibility Teamwork 

A team is defined as two or more people who, among other things, are jointly 

responsible for certain results, have common goals and work in mutual dependence. 

The members often have specialized roles and responsibilities and together they solve 

tasks that they could not do alone (Cannon-Bowers & Bowers, 2011, Sundstrom et 

al., 1990).  

Baker et al. (2006) described how teamwork is critical for the delivery of health care 

and the same applies for the fire service. Firefighters in firefighting operations have 

the common goals to fight the fire, potentially rescue people and minimise the 

property damage. For that each team member or squad has specialized responsibilities, 

e.g. setting up the water supply as water squad, which are interdependently connected. 

The attack squad cannot fight the fire if the water squad hasn’t provided for adequate 

water supply. The team members must coordinate their actions so that they can reach 

their common goal safely. The basis for being able to carry out these actions is 

taskwork. This means that the team members must have the position-related 

knowledge of specific tasks to be done and be familiar with the tools, equipment and 

procedures (Morgan et al., 1993). However, taskwork alone is not enough to meet the 

requirements of a firefighting operation; teamwork is also necessary (Cannon-Bowers 

& Salas, 1998). For teamwork, it is important that team members are able to anticipate 

each other's needs, adapt to each other's actions and have a common understanding of 

how a process should proceed (e.g. how to proceed with human rescue) (Baker et al., 

2006). 
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Teams from medicine, police or, as in this study, the fire service, are named High 

Responsibility Teams (HRTs; Weick & Sutcilff, 2003). Their working environment 

is characterised by a high potential of risk and consequently the team members have 

to act in a very reliable manner. HRTs are exposed to physical and psychological 

stress at times during their work, bear responsibility for the lives of others and/or 

themselves, and often experience external pressure from the public or the media. In 

addition, activities they perform are usually not reversible and an interruption of the 

work situation in the form of a break or a short pause is usually not possible. HRTs 

also often work in changing team compositions and sometimes with people they do 

not know (Hagemann, 2011). Despite these dynamic conditions, in which teams have 

to act quickly and safely, smoothly functioning teamwork processes are particularly 

important for successful cooperation (Badke-Schaub, 2012), because a mistake or a 

misunderstood agreement can cause a lot of damage (Kluge et al., 2009). Marks et al. 

(2001) divide the processes of teamwork into transition and action phases. These run 

sequentially and can be further divided into single processes. Transition phases 

involve processes like the specification of goals, while processes such as monitoring 

progress towards the defined goals take place in action phases. Non-technical skills 

help perform those processes successfully. Non-technical skills are, for example, 

communication, coordination, decision-making, leadership, and development of a 

shared mental model (Branlat et al., 2009; Cannon-Bowers et al., 1995; Omodei et al., 

2005; Salas et al., 2005). 

In this study we focus on communication, which is defined as “the process by which 

information is clearly and accurately exchanged between two or more team members” 

(Cannon-Bowers et al., 1995, p. 345). Communication is positively associated with 

performance in problem-solving tasks (Nieva et al., 1985) and is essential for 

workplace efficiency and safety (Flin et al., 2008). In the medical context about half 

of communication-related errors are preventable (Leape et al., 1993). Furthermore, in 

the aviation sector, many accidents are partly due to communication problems 

(Molesworth & Estival, 2015). Second, situational awareness (SA) is studied as 

another non-technical skill. It consists of three components: perception of elements in 

current situation, comprehension of current situation and projection of future 

(Endsley, 1995a). Poor quality of situational awareness is the main cause of accidents 

when it comes to human error in aviation (Endsley, 1995b). The overview of the 

situation on site is particularly important for a successful operation (Wilke, 2006). 

In order to lay the foundation for successful teamwork, specific team training is 

needed (Cannon-Bowers & Salas, 1998; Flin et al., 2002). Training of the non-

technical skills described is expected to enhance teamwork processes so that the skills 

acquired can be applied in stressful or new situations and the team can work 

effectively (Cannon-Bowers et al., 1993). Crew Resource Management (CRM) is the 

approach used as the basis for much of this type of training today. It is a training 

approach that originated in aviation and represents a milestone in the development of 

trainings as it focuses on teamwork competencies that help teams overcome 

challenges that they would not be able to overcome individually (Salas et al., 1999b). 

Meanwhile, CRM trainings or similar approaches are especially applied in medicine. 

There has been considerable research on how to adapt concepts from aviation to the 

needs of people working in medicine (e.g. Bohmann et al., 2021; Hagemann et al., 
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2015; Paige et al., 2009). The Anesthesia Crisis Resource Management (ACRM) has 

been the main tool in this context (e.g. Gaba et al., 2001). In the fire service, CRM 

approaches, referred to as Team Resource Management (TRM) trainings, are rarely 

used. And research on how existing concepts can be adapted to the working context 

of the fire service is sparse (Hagemann, 2011; Hagemann & Kluge, 2013). 

Application to the fire service 

For teams to be effective and successful in firefighting operations, they need training 

in both technical (taskwork) and non-technical (teamwork) skills (McIntyre & Salas, 

1995). The current apprenticeship in the fire service concentrates mostly on technical 

skills, e.g. in the sections ‘vehicle knowledge’, ‘equipment knowledge’, and 

‘operational theory’. However, the apprenticeship does not yet include content that 

addresses non-technical skills. Of course, the trainees work together in teams in the 

operational exercises which are part of the apprenticeship. But the focus there is still 

on the technical skills. The non-technical skills are neither discussed in detail nor 

trained specifically. But team trainings which are based on CRM, have been and are 

successfully used in aviation (e.g. Flin et al., 2002; Salas et al., 2006) and the medical 

field (e.g. Bohmann et al., 2021; Gaba et al., 2001; Paige et al., 2009). For the success 

of those trainings it is important not to simply adopt an existing concept from aviation 

or medicine, but to adapt it specifically for the application context, in this case the fire 

service, to explicitly address the specific needs and work requirements of the 

firefighters (Hunt & Callaghan, 2008). This enables the application of the newly 

learned skills in their specific work area (Hagemann, 2011). Thus, for this study, 

training modules were newly developed with the specific target group of trainees in 

the fire service in mind and evaluated through realistic field research.  

  Training development for teams in the fire service 

There is little empirical evidence for how to structure team training concepts for the 

fire service successfully. So, in order to identify the work context and target group 

specific non-technical skills for firefighting operations, a qualitative and quantitative 

requirements analysis was conducted in advance. For the qualitative part, 27 

interviews were conducted with experienced firefighters from professional fire 

departments, volunteer fire departments, and plant fire departments. They were 

questioned about their firefighting operations and the positive and negative aspects of 

teamwork they experienced. In addition, operational reports from the web portals 

firefighternearmiss1, atemschutzunfälle.eu2 and FUK CIRS3 were analysed regarding 

critical situations or accidents which were caused by failures in teamwork. From the 

interviews and the operational reports, a system of categories was developed into 

which the non-technical skills identified were classified. Based on this, an online 

questionnaire on positive and negative aspects of teamwork in firefighting operations 

was developed, which was filled in by over 700 firefighters throughout Germany 

between January and May 2021. The results showed which aspects of teamwork are 

 

1 http://firefighternearmiss.com/Reports 
2 http://atemschutzunfälle.eu/ 
3 https://www.fuk-cirs.de/fallbeispiele.html 
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experienced frequently and/or intensively in a positive and in a negative way in 

firefighting operations. Based on the most frequent and most intense aspects, learning 

objectives for the team training were derived. Based on the learning objectives the 

most appropriate methods and tools were deduced. The resulting training modules 

communication, (shared) situational awareness & shared mental model, 

cooperation/support, decision making, and leadership were developed according to 

the learning objectives. 

  Hypotheses 

The authors are not aware of any literature regarding the development of a team 

training for non-technical skills especially for trainees in the fire service. Since the 

newly developed team training is designed to train non-technical skills and literature 

confirms the positive effect of team trainings for HRTs (e.g. Hagemann et al., 2017; 

Salas et al., 1999a), it is expected that these non-technical skills improve in the 

training group after participating in the team training. Therefore, the development of 

these skills from before to after the training is examined in the control and training 

group. In Hypothesis 1, situational awareness and communication, which were 

assessed through self-reports immediately after an operational exercise, are used as an 

example of successful teamwork. 

Hypothesis 1) Subjectively experienced situational awareness and communication 

improve in the training group compared to the control group from baseline to post. 

In addition, observations were used to substantiate the self-reports with more 

objective data. For Research Question 1, communication and situational awareness 

are used as examples for successful teamwork. 

Research Question 1) How do participants’ communication and situational awareness, 

assessed by external raters, develop over the course of the study? 

It is important for the success of a training that the participants evaluate it positively. 

Learning success is increased, for example, by the fact that participants enjoy the 

training and perceive it as useful. Among other things, training design also correlates 

with a higher subjective knowledge gain (Ritzmann et al., 2014). Research Question 

2 therefore looks at how the participants themselves evaluate the training in relation 

to two dimensions. 

Research Question 2) How did participants evaluate the team training in relation to 

the outcome dimensions and the training design? 

  Materials and Methods 

  Sample 

A total of 97 trainees in the fire service (4 women) from professional fire departments 

of two German cities participated in this study. Their mean age was M = 27.30 (SD = 

4.79). 67 participants (1 woman) belonged to the control group (CG), 30 participants 

(3 women) to the training group (TG). The mean age in the control group was M = 
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27.53 (SD = 5.10) and in the training group M = 26.81 (SD = 4.11). The training group 

is smaller than the control group, because the trainings are currently still running and 

not all groups could be trained and evaluated yet. 

  Procedure 

A pre-post-control group design was used. Each of the two measurement points 

consisted of an operational exercise, which was evaluated by external observers with 

regard to non-technical skills. Directly after the operational exercise the participants 

filled in a questionnaire in which the general work in the team during the operational 

exercise was queried. The measurement points were approximately one week apart. 

In the meantime, the participants continued with their regular schedule, which 

consisted mostly of operational exercises during that phase. In the training group a 

two-day team training took place between the two measurement points (for an 

overview see Figure 1). 

All participants completed the questionnaire at the first measurement point (baseline) 

and at the second measurement point (post, 1 week later, with (TG) or without (CG) 

training). In total, 97 participants, divided into 13 teams, took part in the operational 

exercise at both measurement times (9 teams in the control group). The teams 

consisted of 6 - 8 persons. There were a few changes in the team composition due to 

illness or absence. Otherwise, the composition of the teams including the positions in 

the operational exercise was kept constant. For the observation during the operational 

exercises, each team was divided into two sub teams. One sub team (2-3 persons) 

belonged to the attack squad and is referred to as “inner team” as it mainly works 

inside the training building. The “outer team” (3-5 persons) consisted of the water 

squad, machinist, and hose squad (if present). They mainly work outside the training 

building. 30 trainees completed the team training. 

 

Figure 1. Experimental design. 
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  Measures 

The measurement instruments were a questionnaire answered directly by the trainees 

and a non-technical skills rating system used by observers to evaluate the participants’ 

performance during an operational exercise.  

  Teamwork 

A modified subscale of the Anti-Air Teamwork Observation Measure (Hagemann, 

2011; Smith-Jentsch et al., 1998) was used to capture situational awareness. The 

following four items were used (1) I used all available sources to gather information 

during the operational exercise. (2) I identified potential or anticipated problems 

during the operational exercise. (3) I identified deviations from normal conditions of 

a situation and informed others. (4) When the situation called for it, I acted without 

being prompted by my team members. Participants rated these items on a 6-point-

Likert scale from 1 = never to 6 = always. The Cronbach's α for the scale is .81 at 

baseline and .87 at post. 

Modified subscales of the Anti-Air Teamwork Observation Measure (Hagemann, 

2011; Smith-Jentsch et al., 1998) were also used to capture communication. The 

following six items were used (1) I gave important information to the appropriate 

persons at the right time before being asked. (2) I regularly gave information of the 

situation to team members in order to maintain the overall picture. (3) I used proper 

phraseology. (4) I avoided excess chatter. (5) I spoke clearly. (6) I reported fully with 

all relevant information in the correct order. Participants rated these items on a 6-

point-Likert scale from 1 = never to 6 = always. The Cronbach's α for the scale is .77 

at baseline and .82 at post. 

  Non-technical skills rating system 

During the operational exercises, the firefighter trainees were evaluated by two trained 

observers in the five categories communication, situational awareness, decision-

making, cooperation, and leadership. In addition to the direct observation on site (one 

observer per sub team (i.e. inner and outer)), video recordings made during the 

operational exercises were used to evaluate the operational exercises. This made it 

possible to evaluate the other sub team afterwards. For this paper, the categories 

communication and situational awareness are evaluated. The communication 

behaviour was observed on the basis of three subcategories (form of information 

exchange, content of information exchange, building common understanding) as well 

as situational awareness (gathering information, recognizing and understanding, 

anticipating). Spearman’s ρ as an indicator of interrater reliability was .77, which can 

be interpreted as a strong agreement (Cohen, 1988).  

  Evaluation of the training 

The Training-Evaluation-Inventory (TEI; Ritzmann et al., 2014) was used to evaluate 

the training. Based on 45 items (e.g., “Learning was fun”), the trainees rated both 

different outcome variables (i.e., subjective enjoyment, perceived usefulness, 

perceived difficulty, subjective knowledge gain, attitude towards training) and the 

training design (i.e., problem-based learning, activation of prior knowledge, 

demonstration of learning objectives and content, application of the contents in 

training, integration of the contents into daily work routine). The items of the training 
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design scale are based on Merrill (2002) who developed those as five first principles 

of instruction. A 5-point-Likert scale was used for this purpose (1 = strongly disagree 

to 5 = strongly agree). Cronbach’s α is between .75 and .94 for the different subscales.  

  Results 

Self-evaluated teamwork 

Two 2x2 mixed ANOVAs with within-factor Time (baseline, post) and between-

factor Group (control, training) were conducted to analyse Hypothesis 1, which states 

that the subjectively experienced situational awareness and communication improve 

in the training group compared to the control group from baseline to post. The 

requirements were checked and outliers were removed (SD > 2.5). SA was normally 

distributed for all groups, as assessed by the Kolmogorov-Smirnov test (p > .05). 

Communication was only partially normally distributed. Since visual inspection 

suggests a normal distribution for all groups and the procedure is robust to violations 

of this requirement, the procedure was continued. Regarding the ANOVA for SA, 

there was a statistically significant effect of time (F(1, 93) = 8.46, p = .005, partial 

η² = .08.). There was no statistically significant interaction between time and group 

(F(1, 93) = 2.62, p = .109, partial η² = .03). For communication there was no 

statistically significant effect of time (F(1, 93) = 2.35, p = .128, partial η² = .03) and 

no statistically significant interaction effect between time and group (F(1, 93) = 0.00, 

p = .968, partial η² = .00). 

The graphical representations of the effects showed that the trend of the data for SA 

developed in the direction we hypothesised (see Figure 2). For communication data 

of both control and training group run parallel (see Figure 3). 

 

Figure 2. Mean subjective situation awareness in control group and training group before 

and after training. Error bars reflect Standard Error. 
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Figure 3. Mean subjective communication in control group and training group before and after 

training. Error bars reflect Standard Error. 

Summing up, regarding Hypothesis 1, there is no interaction effect between time and 

group for SA as well as for communication. Power analysis showed that with the given 

sample size an effect size of .34 could be found to be significant. It can therefore be 

concluded that with the present sample size in this ongoing research project, no final 

assessment can be made for Hypothesis 1. 

  Observed behavioural changes through the training 

During the operational exercises, the trainees' behaviour in terms of communication 

and situational awareness was observed and evaluated. The ratings of the two 

independent raters were averaged so that each sub team received one score for each 

exercise. Due to the small number of teams (n = 13) surveyed so far, the observational 

data were only analysed descriptively. In relation to Research Question 1, which 

looked at the development of participants’ communication and situational awareness 

assessed by external raters, it could be seen that there were no differences between the 

control and training groups for the teams as a whole, as the scores improved slightly 

in both groups. However, when looking at the data separately for inner (i.e. attack 

squad) and outer (i.e. water squad, machinist, and possibly hose squad) team, it could 

be seen that the training group showed increases in communication and situational 

awareness in the outer team from baseline to post, while the control group showed 

constant ratings. These increases could not be confirmed to the same extent for the 

inner team of the training group. Furthermore, the inner team of the control group also 

showed an increase in communication. For an overview see Table 1. 
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Table 1. Means (SD) of communication and SA. 

 Com BL Com Post SA BL SA Post 

Control group 

Inner team 

Outer team 

2.27 (0.31) 

2.22 (0.37) 

2.31 (0.26) 

2.46 (0.47) 

2.61 (0.46) 

2.31 (0.47) 

2.25 (0.35) 

2.19 (0.39) 

2.31 (0.31) 

2.43 (0.42) 

2.54 (0.40) 

2.31 (0.43) 

Training group 

Inner team 

Outer team 

2.48 (0.44) 

2.75 (0.44) 

2.21 (0.25) 

2.79 (0.33) 

2.75 (0.40) 

2.83 (0.30) 

2.23 (0.36) 

2.33 (0.45) 

2.13 (0.25) 

2.75 (0.39) 

2.79 (0.44) 

2.71 (0.39) 
Note. Means, range from 1 = never to 4 = constantly, Com=communication, BL=baseline, 

SA=situational awareness 

Summing up, regarding Research Question 1, it can be stated that there are no 

differences between the groups as a whole. When looking at the inner team, there is 

an increase in communication in the control group but not in the training group. SA 

increases in both groups in the inner team. In the outer team, there is an increase in 

communication and situational awareness in the training group which cannot be seen 

in the control group. 

  Evaluation of the training 

Regarding Research Question 2, which looked at how participants rated the team 

training in terms of the outcome dimensions and the training design, the evaluation 

immediately after the training showed that participants rated the training positively in 

relation to both the different outcome variables and the training design. All mean 

scores were in the upper third of the scale (range from 1 to 5). The scores for the 

outcome dimensions ranged between M = 3.82 and M = 4.58 (SD between 0.43 and 

0.82) and for the training design between M = 3.59 and M = 4.44 (SD between 0.49 

and 0.71). An overview is shown in Figures 4 and 5. 

 

Figure 4. Means of the Outcome dimensions. Perceived difficulty was reverse coded so that 

high scores indicate low difficulty.  
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Figure 5. Means of the variables of Training design. 

Summing up, regarding Research Question 2, it can be shown that the participants 

enjoyed the team training in regard to subjective enjoyment. They also perceived it as 

useful and not too difficult. Furthermore, the participants reported a gain in knowledge 

regarding the contents of the team training and have a positive attitude towards it. 

These results can be associated with learning success and positive attitudes towards 

teamwork skills (Ritzmann et al, 2014). 

Regarding the training design, the participants confirmed that the design principles 

that promote learning according to Merrill (2002) were fulfilled. Meeting these 

requirements for the training design supports learning and the transfer of what has 

been learned into everyday work (Ritzmann et al., 2014). 

  Discussion 

The present study aims to develop and evaluate a non-technical skills training 

specifically adapted to the needs and working requirements of trainees in the fire 

service. To date, to the authors’ knowledge, there is no non-technical skills team 

training like that and accordingly no scientific literature evaluating a non-technical 

skills team training for trainees in the fire service. Therefore, a qualitative and 

quantitative requirements analysis was conducted which was then used to develop 

learning objectives for the team training. Based on those, the team training was 

developed, containing the modules communication, (shared) situational awareness & 

shared mental model, cooperation/support, decision making, and leadership. The new 

team training was evaluated with the help of operational exercises using pre-post-

control group design with a questionnaire and external observations as measurements. 

Regarding Hypothesis 1, which stated that situational awareness and communication 

improve in the training group compared to the control group from baseline to post, no 

significant results could be shown. The expected training effects can be visualised as 

a trend regarding SA, which increases slightly more in the training group compared 

to the control group from baseline to post. No effects could be demonstrated for 
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communication. The fact that we have not yet been able to demonstrate positive 

changes in the non-technical skills, as other studies from other sectors (medicine and 

aviation) have (Hagemann et al., 2017; Salas et al., 1999a), may be due to the fact that 

the presented study has not yet been completed. This means that the control group is 

currently substantially larger than the training group. In addition, the overall sample 

size is not yet sufficient to find even medium effect sizes. A trend could be seen in the 

SA data, but the control group values were substantially higher from the beginning. 

This could be due to the fact that the participants are newcomers to the profession who 

cannot yet reliably assess their own performance, as they have not yet encountered 

real challenges and missions. It is also possible that the training group evaluates itself 

more critically than the control group, because only the training group has been made 

aware of the issues. Briggs et al. (2015) described that SA is critical for performance 

in HRTs and should be addressed in trainings. By improving SA, mistakes and 

subsequently critical situations or accidents can be avoided and firefighting operations 

can be performed successfully (Endsley, 1999b; Wilke, 2006). Improving 

communication can have positive effects on the number of accidents (Molesworth & 

Estival, 2015) and safety at the workplace (Flin et al., 2008). 

The results of Research Question 1 show that the non-technical skills communication 

and situational awareness, assessed by raters, tend to be partially better in the training 

group compared to the control group after the team training. The improvement of 

communication through team training is also consistent with findings in the literature 

(e.g. Armour Forse et al., 2011; Salas, 1999a). The tendency to show better 

communication and situational awareness in the training group compared to the 

control group only occurs when looking at the outer team. The division into an inner 

(i.e. attack squad) and an outer (i.e. water squad, machinist, and possibly hose squad) 

team is a peculiarity in firefighting groups. In the present observational data, only the 

outer team in the training group shows an improvement between before and after the 

training compared to the control group. During an operational exercise, the demands 

on the inner team are noticeably higher than on the outer team. The inner team stays 

mainly inside a training house in the operational exercises of the present study. There 

it is confronted with external stressors such as darkness, smoke, and noise. These have 

an aggravating effect on teamwork. The outer team works mainly in daylight and with 

less noise. Under these conditions, it might be much easier for the outer team to try 

out and successfully implement the learnings from team training in terms of 

communication and situational awareness. This means that inner teams might need 

more opportunities for exercising in order to be able to apply the newly learned skills. 

In addition, it could be useful to create more opportunities for trainees in the fire 

service to practice teamwork skills under challenging conditions. As there is also an 

increase in situational awareness and communication from baseline to post in the 

control group, these results must be viewed with caution. It is possible that the effects 

also occur without training. 

Descriptive data show that the training was positively evaluated by the trainees 

(Research Question 2), which can be interpreted as a positive result for the 

effectiveness of the training in terms of positive attitudes towards teamwork, 

knowledge gain and transfer of the training contents (Hagemann & Kluge, 2013; 

Ritzmann et al., 2014). 
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  Strengths & limitations 

The training is evaluated through field research. This means that the study does not 

take place in a simulator under completely standardised laboratory conditions with 

students as test subjects, but that the training is evaluated with the real target group 

during real operational exercises. Of course, there are difficulties with this procedure, 

such as cancellations or postponements due to Corona-related restrictions or weather-

related influences. However, the advantages are that the evaluation is extremely 

practice-oriented and the training procedures are optimally adapted to the fire 

department. The use of field research also improves external validity, as participants 

are in their familiar environment (classrooms, training building), which facilitates the 

transfer of the newly learned skills into their everyday (working) life. A disadvantage 

for external validity is the possible effect of observation during pre-measurement. 

Participants might be influenced to be more attentive during team training than 

trainees would be who do not participate in a study. They know that they will be 

observed again during an operational exercise after the team training and want to 

perform well there. 

Internal validity is somewhat limited, as the participants are not randomly assigned to 

a group, but the starting date of their apprenticeship determines the assignment. It is 

also not tested, e.g. through a knowledge test, how attentive each participant was 

during team training and how much training content has stuck accordingly. But with 

the modules being conducted in attendance and as interactively as possible, this should 

be the best way to keep attention as high as possible. 

In the control group presented here, the evaluation of self-assessed situational 

awareness might show a ceiling effect, as they have a higher score in the baseline than 

the training group. This could prevent a significant effect of time being found in the 

control group as was found in the training group. However, the difference between 

control and training group at baseline is not significant. 

A key advantage of the study is the mixed-methods design. Self-reports and external 

observation ratings were used so that two interdependent perspectives were 

considered. Furthermore, two well-trained external observers rated interdependently 

direct at the scene as well as retrospectively using videos.  

  Future perspectives and practical implications 

In the further course of the study, more participants will be surveyed and there will be 

a second post measurement point six months after the first post measurement. So 

further relationships and effects, as for example a long-term behavioural change in the 

training group, can be evaluated. 

It may be necessary for people working in the inner team to have more than one 

practice opportunity in order to successfully apply the content of the team training. 

Therefore, future studies should provide participants with several practice 

opportunities where they observe what changes occur within the inner team. 
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The team training developed is designed to be very practice-oriented and should be 

used as a standard in the apprenticeship in the fire service. The application in other 

contexts, e.g., in the volunteer fire department, is also desirable and will be advanced 

in the further course of the project. 

  Conclusion 

This study shows mixed findings on whether the team training specifically developed 

for fire service trainees helps improve the quality of non-technical skills. The 

evaluation of the team training by the participants shows first indications of the 

effectiveness of the training. The further course of the project with proceeding data 

collection will show whether the initial trends can be verified. 
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Abstract 

In transportation and aerospace, more automation and autonomy are continuously 

added to systems. The ability of human operators to effectively monitor and interact 

with these systems, poses significant challenges. This research focuses on critical 

decisions that largely rely on the system capabilities but need to be validated and made 

under the responsibility of the operator. In the context of unmanned combat air 

vehicles (UCAV), the experiment focuses on how the communication strategy of 

semi-autonomous systems modifies the operators’ understanding of the situation and 

the final decision. The study has been conducted in an immersive simulator with a 30 

minutes ecological military scenario where the operator had to manage a full mission, 

including an unplanned missile firing decision. The experiment included the use of 

physiological measures related to electrodermal and cardiac activities. The paper 

reports the results of the decision-making performances and the analyses of the 

physiological parameters. It appears that the communication strategy has an impact 

on the situation awareness of the operator, the decision taken, and the evolution of the 

physiological parameters. 

Introduction 

The development of highly automated vehicles, from autonomous cars for civilian 

applications to Unmanned Combat Air Vehicle (UCAV) for military operations is 

profoundly changing the way people interact with these systems. Although the word 

“autonomy” implies that systems will be able to perform actions on their own, in real-

world applications, these autonomous systems must still cooperate with humans who 

may be responsible for effectively monitoring the behaviour of systems, directing 

them when needed, or acting as teammates and collaborating on decision-making. The 

ability of human operators to oversee and manage these systems appropriately when 

needed is a major challenge. Endsley (2017) wrote “an automation conundrum exists 

in which as more autonomy is added to a system, and its reliability and robustness 

increase, the lower the situation awareness of human operators and the less likely 

that they will be able to take over manual control when needed”. Questions about 

autonomous driving and how humans adapt to taking control of these vehicles are 

currently under investigation (Morgan et al., 2016; Eriksson & Stanton, 2017; Morgan 
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et al., 2018). For example, recent studies investigate the effects of takeover signal lead 

time or modality on automated vehicle takeover performance (Huang & Pitts, 2022). 

In the case of drones, the main issue is no longer taking manual control of the vehicle, 

but rather being responsible for monitoring the mission, assessing the overall situation 

in relation to the mission objectives, and collaborating in decision-making (Barnes & 

Evans, 2016). From an operational perspective, humans may soon act as managers 

‘on’ or ‘over’ the decision-making loop, rather than in it (Mayer, 2015). As a result, a 

new context is emerging, characterized by humans managing a machine-driven 

decision loop. In the military domain, a strong requirement is the ability to operate in 

more contested air environments, which implies reduced data transmission, automated 

on-board analysis of raw intelligence data, and greater autonomy when navigating or 

tracking targets (Mayer, 2015). Increasing the level of autonomy allows for more 

irregular monitoring by the operator and raises the issue of "neglect time" (i.e., the 

length of time the system can operate autonomously before reporting back to the 

human) and "interaction time" (i.e., the period of time during which the system and 

the human communicate and define the next actions) (Olsen & Goodrich, 2003). 

Stress is high during the neglect period because of the uncertainty of what the system 

is doing and whether it will actually return a communication. Stress is also high in the 

interaction period because communication must be fast, efficient, and accurate 

(Hancock & Szalma, 2008). These communication constraints amplify the difficulties 

for the operator who does not have access to the continuous evolution of the situation 

but who may have to enter the decision loop at any moment and cooperate in highly 

critical and urgent decisions. While the operator has only a limited amount of time to 

weigh, verify and gather all critical information, such an interaction process can create 

a high workload and stress. It is worth pausing to reflect on the operator's ability to 

contribute effectively and take responsibility for the final decision. 

This study focuses on the effects of the timing of communications on the decision 

making process. Human computer interaction studies addressing human-drone 

interaction generally indicate that greater transparency about the drone’s behaviour 

helps the operator to monitor the mission (Mirri et al., 2019). Nevertheless, when 

communications must be sparse for operational reasons, the effect of communication 

choices on the operator’s supervision and decision is little studied. The main 

contribution of this work is to evaluate in an ecological simulation how the 

communication strategy implemented by a UCAV impacts the final decision made by 

the operator and can change the stress, workload and situation awareness of this 

frontline operator. The use case involves a UCAV operating in a hostile environment 

in which a trade-off must be made between stealth (for survivability) and 

communications with the ground station. This work is based on two main hypotheses: 

H1: An early communication strategy reduces the stress and workload of the decision-

making process. 

H2: An early communication strategy helps the operator to make the right decisions.  

This experiment is part of a larger research project, but the results presented in this 

paper focus on one decision to be made during the mission. Further hypotheses on the 
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evaluation of global awareness and workload at the end of the mission have been 

defined but are not presented here. 

Material and method  

  Participants 

The study was approved by University of Aix-Marseille Ethics Committee (ref. Prop. 

2018-24-05-001) and involved twenty students and junior research scientists (5 

females, 15 males), aged between 20 and 38 years old (M=27.4; SD=4.9). There were 

all civilian employees of an aerospace laboratory. All subjects volunteered to take part 

in the study and gave their full informed consent before taking part in the experiment. 

  Task 

The military operational context used to create an ecological task was based on an 

armed reconnaissance mission, which is one of the typical missions envisaged for 

future UCAVs. The main objective of the mission is to obtain detailed information on 

enemy activity in a given area, with a contested air space (Fig. 1). Even if the mission 

is not dedicated to attacking predetermined targets, the aircraft must be armed and 

capable of identifying threats and conducting air strikes on targets of opportunity. The 

mission usually involves medium-range infiltration into a contested environment, 

reconnaissance of the area and exfiltration from enemy territory. 

 

 

Figure 1. Armed reconnaissance mission. The red line indicates the border of the contested 

air space. 

In this study, the simulated UCAV was equipped with terrain following capacities, 

air-ground missiles and highly automated features that gave it the ability to 

autonomously identify threats and adapt the mission if necessary. To increase 

survivability, communications in foe territory were severely restricted, but the UCAV 

took pictures of targets and threats and sent them back to the operator when a 

Friend airbase 
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Target area 

Air and missile 
defense systems 
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communication point was reached. The use of the weapon to strike targets of 

opportunity had to comply with the rules of engagement and was under the operator’s 

responsibility. A set of rules, in line with those used in military battlefields, was 

defined for this experiment. Briefly, the use of weapons was limited to enemy military 

targets with hostile intent and permission to fire was given to the crew only if no 

collateral damage was expected. Otherwise, permission to engage the target was given 

to a higher hierarchical level and the operator had to request permission to fire. 

The participant had to monitor a complete 30 minutes mission. The initial flight plan 

to achieve the mission objectives was already inserted in the flight management 

system. This plan contained three targets to be observed by the UCAV. Pictures of 

these targets were to be taken and sent back to the ground station when communication 

between the UCAV and the ground station was allowed. Specifically, the flight plan 

contained sections where the UCAV communicated continuously with the ground 

station, updating its position, sending all available data (images) and other sections 

where only intermittent communication was allowed at predefined communication 

waypoints. Nevertheless, the initial flight plan could be modified by the UCAV if 

threats were encountered during the mission. Depending on the operational situation, 

these threats could be avoided (the UCAV moved away from the threat) or engaged 

(the flight plan was modified to create a missile firing opportunity on this new target). 

In the second case, the operator was responsible for the final firing decision, which 

had to be in accordance with the rules of engagement. In addition, throughout the 

firing window, a continuous communication channel was maintained between the 

UCAV and the ground station, so that all available data to support decision making 

was displayed to the operator. On the ground station's touch screen interface, the 

operator had the option to initiate or deny the attack. A radio communication system 

allowed direct communication with headquarters (in this case the experimenter) if 

approval was required by the rules of engagement before executing the action. 

During the mission, two threats were identified by the UCAV and led to changes in 

the flight plan. Only the first, which was a missile firing opportunity, required a 

decision by the operator and is considered in this article. The operator had to 

collaborate with the UCAV and decide whether or not the target should be engaged. 

The process involved three distinct parts: 

• Perception: extracting useful elements from the environment to understand 

the actual situation at that time and place on the battlefield and evaluate 

possible collateral damages.  

• Deduction: Select the relevant rules of engagement and decide what to do. 

Depending on the situation, the operator could deduce that engagement was 

not allowed, or that engagement was only possible with the approval of 

higher headquarters, or that she/he could take responsibility for the missile 

firing. 

• Action: abort the attack, contact headquarters, or validate the attack.  

All participants had the same scenario and the right decision was to contact 

headquarters.  
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  Experimental conditions 

This study employed a 2 between-subject design (N=20). Two communication 

strategies (C1 and C2) were used. 

C1: Early communication strategy. In this condition, the UCAV inserted new 

communication waypoint whenever new threats were encountered. The operator was 

therefore immediately informed of the change in the flight plan and knew that a firing 

opportunity was possible. However, the operator did not have the necessary 

information at that time to make the decision. This data was only provided at the 

beginning of the firing window. 

C2: Late communication strategy. In this condition, the flight plan change was 

made without being communicated to the operator. The change was only sent to the 

operator when the firing window was started.  

Thus, condition C1 favoured the transmission of new data to the operator while the 

second favoured the survivability of the UCAV. 

  Experimental device 

 

Figure 2. UCAV flight simulator (left) and its dedicated touchscreen user interface (right). 

An immersive UCAV simulator (Fig. 2) was used to run the scenario with a dedicated 

touchscreen interface allowing (1) the monitoring of the UCAV trajectory and the 

visualization of the new the flight plan when modified by the UCAV (right part of 

Fig. 2); (2) the visualization of the target’s images sent by the UCAV (central part of 

Fig 2), and (3) the visualization of a continuous stream of full-motion video during 

the firing decision process (also on the central part of Fig 2, instead of the image 

management interface). 

BioPac (MP150) was used to collect physiological data. Electrodermal activity (EDA) 

and cardiac activity (ECG) were recorded. Both raw signals were acquired at a 

sampling rate of 1250 Hz. The Biopac ECG100C amplifier used a band-pass filter of 

35Hz and 0.5Hz. The Biopac EDA100C amplifier used with a low pass filter set at 

10Hz. As both hand were used for the experiment, we used the recommended foot 

sites (right foot) for EDA recording (Boucsein et al., 2012).  
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  Procedure 

Once the ECG and EDA physiological acquisition systems were set up, the 

participants were briefed on the operational context of the mission, including the rules 

of engagement, and installed in the simulator. A presentation of the user interface was 

given and then the participants performed four training scenarios to familiarize 

themselves with the UCAV monitoring and the firing decision-making process. If they 

wished to continue with the other phases of the trial, participants signed a consent 

form. They then performed the 30 minutes scenario before fulfilling NASA-TLX 

(Hart & Staveland, 1988) (workload) and QUASA (McGuinness 2004) (situation 

awareness) questionnaires. Participants received a full verbal debrief. The experiment 

lasted approximately 2 hours. 

  Data analysis 

A factorial independent measure design was employed. The independent variable was 

the experimental condition with two levels: early and late communication strategy. So 

10 subjects (M=27.5; SD=5.5) managed the UCAV with an early communication 

strategy (C1) while the 10 others (M=27.3; SD=4.5) managed the UCAV with a late 

communication strategy (C2). Both electrodermal and cardiac activities were analysed 

thanks to the AcqKnowledge 4.1 © software.  

Each participant’s raw ECG data was processed using the built-in “Detect and Classify 

Heartbeats” function to estimate the R-wave peaks (minimum BPM 30; maximum 

BPM 240; R wave threshold 50% Max R peak level). A visual inspection was used to 

remove unreliable R peaks and related R-R intervals before calculating the mean R-R 

interval for the one-minute baseline and for the firing window. The metric used is then 

the difference, for each participant, between the mean R-R interval for the firing 

window and the mean R-R interval for the baseline. This normalization allows for 

comparison between subjects.  

Each participant’s raw EDA signal was visually inspected to remove parts with noisy 

data (foot movement) and SRC were identified thanks to the AcqKnowledge “Locate 

SRCs” function. For each participant, the first 500 seconds of the experiment (before 

the threat was detected) are used as a baseline (extract mean and SD) for a participant 

z-score transformation. Then, the normalized EDA allows for comparison between 

subjects. Two measures are used, as shown in figure 3. 

• Measure 1: The difference between the EDA value prior to threat 

identification (mean value for the 60 seconds prior to detection of the new 

threat and communication of the flight plan change to the operator) and the 

higher EDA value obtained during the firing decision window. 

• Measure 2: The largest amplitude of the skin conductance response (SCR) 

during the firing decision window. It measures the phasic change in electrical 

conductivity of the skin related to the drone request for the firing decision. 

 



 critical decision making 203 

 

 

Figure 3. Measures used to characterize the galvanic skin response induced by the decision-

making process. 

Results 

All statistical tests reported are two-tailed with alpha levels of .05. Effect sizes were 

determined using Cohen’s d with ≥.2, ≥.5 and ≥.8 indicating small, medium and large 

effect sizes. In figures, the central rectangle spans the first quartile to the third quartile, 

the black segment inside the rectangle shows the median, the diamond gives the mean, 

error bars represent the “inner fence” and unfilled circles outliers. 

  Testing Hypothesis 1 

The first hypothesis is that the early communication strategy should reduce the stress 

and workload associated with the decision-making process, compared to the late 

communication strategy. Changes in stress level and workload are assessed by 

physiological parameters: heart rate and skin conductance. In both experimental 

condition, the identification by the UCAV of a new threat and the request to the 

operator to validate or not an attack on this new target should increase the level of 

stress and workload during the firing window. In both conditions an increase in heart 

rate and skin conductance is expected. This first hypothesis will be confirmed if these 

modifications are shaped by the experimental conditions.  

As already stated, the analysis of the heart rate is made on the bases of R-R intervals 

expressed in seconds. In both conditions, a reduction of the R-R interval is observed 

(Fig. 4) and corresponds to an increase of the heart rate in beat per minute. 

Nevertheless, the reduction of the R-R interval compared to baseline is significant 

only for condition C2 (Paired t-test; C1: t = 1.325, df = 9, p-value = 0.218, Cohen’s 

d= 0.256; C2: t = 3.368, df = 9, p-value = 0.008, Cohen’s d= 0.574). So, a significant 
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heart rate increases (in beat per minute, compare to baseline) is observed only for 

condition 2. The comparison of the reduction of R-R interval between both conditions 

is not significant (Two Sample t-test; t = 0.940, df = 18, p-value = 0.360, Cohen's d 

=0.420). 

 

Figure 4. Differences between the mean R-R interval during the fire decision windows and the 

mean R-R interval during the minute that precedes the detection of the threat, by condition.  

To conclude, there is no clear increase in heart rate during the decision making process 

in the first condition (C1) whereas this increase is significant with the late 

communication strategy (C2). Although this result is not confirmed by the direct 

comparison between both conditions, it is therefore likely that with a larger number 

of subjects, the difference between the two conditions should become significant.  

For the electrodermal activity, the statistical analysis of measure 1 indicates that in 

both conditions an increase in skin conductance is observed (Paired t-test; C1: t = -

5.920, df = 9, p-value = 0.000, Cohen's d = 2.135; C2: t = -4.300, df = 9, p-value = 

0.002, Cohen's d = 1.372). Nevertheless, no significant difference appears between 

the two experimental conditions (Two sample t-test; t = -0.566, df = 18, p-value = 

0.578, Cohen's d = 0.253). Thus, the detection of the new threat, and the opportunity 

to attack it, implies an activation of the sympathetic branch of the autonomic system 

from the operator. Moreover, this physiological response seems to be equivalent, 

whatever the communication strategy of the UCAV. 

When measurement 2 is analysed, the skin response related to the drone request during 

the firing window is slightly different for the two experimental conditions, although 

the predefined statistical level is not reached (Two sample t-test; t = -1.554, df = 18, 

p-value = 0.138, Cohen's d = 0.695). It is likely that with some additional participants 

these differences become significant as the Fligner-Policello test (U* = 2.465, p-value 

= 0.015) considers that the difference is significant. The overall increase in skin 
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conductance can therefore be considered steeper in the second condition and more 

concentrated during the decision-making process. 

 

Figure 5. Modification, by measure and condition, of the normalized skin conductance related 

to the threat detection and fire decision-making process. 

In conclusion, the physiological parameters indicate that the early communication 

strategy slightly reduces stress levels and workload, with a smaller increase in heart 

rate and an increase in skin conductance that spread out over time. 

  Testing hypothesis 2 

The second hypothesis is that the early communication strategy should improve the 

operators' performance in making a firing decision. Two indicators are considered 

here, the validity of the response and the reaction time. In this experiment, a complete 

detection and identification of all elements in the scene, as well as an accurate 

application of the rules of engagement, should lead the operator to request a firing 

clearance from headquarters. Of the three possible actions (fire, request permission, 

abort), the first is a clear violation of the rules of engagement, the second is the 

expected one and the third is sub-optimal. Table 1 shows the results of the experiment. 

Table 1. Summary of operators’ decisions, by condition 

 Condition 1 Condition 2 

Fire 1 6 

Request permission 8 4 

Abort 1 0 

 

A χ2 test with this contingency table indicates that differences between the two 

conditions are just over the predefined threshold (X-squared = 5.905, df = 2, p-value 

= 0.052). It is very likely that with some additional participants these differences 

become significant. From an operational point of view, a majority of operators 

violated the rule of engagement in experimental condition 2, which is simply not 

acceptable. 

Measure 1: global increase Measure 2: bigger SCR amplitude 
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Let us now look at the response time, calculated as the time between the request for a 

shot by the UCAV and the moment when the operator starts an action (fire, request 

permission, or abort). The t test (t = -1.409, df = 18, p-value = 0.176, Cohen’s d = 

0.630) indicates that the difference is not significant. From an operational point of 

view, the average response time is 4.5 seconds shorter in condition 1 (Fig. 6), which 

can be a real advantage in case of hostile enemy reaction. 

 

Figure 5. Reaction time by condition 

Thus, these results broadly support the early communication strategy (C1) where 

better decisions are made in a shorter time. Nevertheless, other operators should be 

taken into consideration to confirm the robustness of these results. 

Discussion 

This study focuses on issues related to supervision and critical cooperative decision 

making involving an operator and a highly automated system. With the increasing 

level of automation and autonomy and the diffusion of more and more sophisticated 

objects in everyday life, it is of interest to better understand and assess their impact 

on human decisions. A plausible military scenario was chosen to outline a situation 

where the operator has to take, under strong time pressure, the responsibility of a 

critical decision that has been largely prepared by the partially autonomous system. 

Implemented in an immersive UCAV simulator, an ecological experiment was 

conducted to better understand the impact of the UCAV's communication strategy on 

the decision-making process and the overall monitoring of the automated system. This 

article only reports the results related to critical decision making. 

Firstly, the physiological parameters recorded indicate that the decision-making 

process is always accompanied by an increase in electrodermal response and heart 

rate, reflecting an increase in stress level and workload. However, when the 

autonomous system warns the operator that a major decision has to be made soon, the 

increase in stress level (as captured by the electrodermal response) is spread over the 
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available time. Heart rate analysis indicates that the overall increase in stress and 

workload appears to be slightly lower in this condition. 

Secondly, the communication strategy has a real impact on the final decision and far 

fewer wrong decisions are made when the operator knows a few minutes before that 

he will have to assess a situation and make a decision. With the early communication 

strategy, the operator has a better perception of the elements of the battlefield and 

makes more accurate use of the rules of engagement. In addition, the reaction time is 

shorter.  

It is also found that the warning process modifies the operator's level of alertness and 

vigilance. Thus, although the time windows in which the operator can acquire the 

required information and construct his decision are exactly the same, the operator is 

more effective when he/she has been prepared to act. An interesting observation is 

also that, in the late communication strategy, the wrong decision was always to fire 

(rather than to abort the attack), as if the strong time pressure pushed the operator to 

follow the system's decision. Such a result needs to be studied with other experiments, 

but it is consistent with the notion of complacency towards automation that has 

already been studied in the aeronautical field. Finally, analyses of QUASA, NASA-

TLX and debriefing data (not presented in this paper) indicate that there is no real 

difference in the overall mission. Users do not report that the late communication 

strategy is more uncomfortable and do not realise that their decisions were not in line 

with the rules of engagement. 

Further studies are now needed to reinforce these results but also to determine how to 

reduce complacency towards automation. One perspective is to work on how the 

autonomous system can better 'explain' to the end user what is relevant to the decision. 
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