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Correlated Sources Transmission in Orthogonal
Multiple Access Relay Channel: Theoretical

Analysis and Performance Evaluation
Xiaobo Zhou, Member, IEEE, Pen-Shun Lu, Student Member, IEEE, Khoirul Anwar, Member, IEEE,

and Tad Matsumoto, Fellow, IEEE

Abstract—In this paper, we consider the problem of trans-
mitting two correlated binary sources over orthogonal multiple
access relay channel (MARC), where two sources are commu-
nicating with a common destination with the assistance of a
single relay. We assume decode-and-forward relaying strategy,
and bit-wise exclusive or (XOR) network coding is performed
at the relay node. First, a joint source-channel-network (JSCN)
decoding technique is proposed to fully exploit the correlation
between the sources, as well as the benefit of network coding.
Then the achievable compression rate region of this system
is derived based on the theorem for source coding with side
information. It is found that the region is a 3-dimensional space
surrounded by a polyhedron. Furthermore, the performance
limit in Additive White Gaussian Noise (AWGN) channels and
the outage probability in block Rayleigh fading channels are
derived based on the achievable compression rate region. It is
shown that the outage probability can be expressed by a set
of triple integrals over the achievable compression rate region.
The impact of source correlation on the performance of the
system is investigated through asymptotic tendency analysis. The
effectiveness of the proposed JSCN decoding technique and the
accuracy of the theoretical analysis have been verified through a
series of computer simulations, assuming practical channel codes.
It is also shown that, as long as the source-relay links are perfect,
the 2nd order diversity is always achieved with our proposed
technique regardless of the strength of the source correlation.

Index Terms—Multiple Access Relay Channel, decode-and-
forward, correlated sources, joint source-channel-network cod-
ing, source coding with side information theorem, outage prob-
ability

I. INTRODUCTION

W IRELESS sensor networks (WSNs) [1] made up of
a great number of densely deployed low-energy con-

suming wireless nodes (e.g. micro cameras and small relays)
have attracted a lot of attention recently, and its potential
applications cover a vast area of human activities, such as
wireless video surveillance, environmental monitoring, health
care system, and many other possible applications [2]. There
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are several inherent properties within WSNs that make the
problem interesting: (1) the correlation exists between the data
collected at the wireless nodes, (2) the wireless nodes can
exchange information to increase their efficiency or flexibil-
ity through cooperation, (3) the wireless nodes have energy
consumption limit, and hence their computational capability
is also limited. Therefore the signaling complexity as well as
transmitting power have to be as low as possible. Hence, the
problem of optimal code design for WSNs that makes efficient
use of the advantage of correlation knowledge among sources
as well as achieving spatial diversity through node cooperation
falls into the category of network coding for correlated sources
[3], [4].

It has been shown in [5] that the problem of transmitting
correlated sources over the cooperative networks involves the
issues of network coding [6] and distributed source coding [7].
In the initial stage, network coding and distributed source cod-
ing were performed separately [5]. Network coding provides
cooperative diversity for fading mitigation while distributed
source coding exploits the correlation among sources for
efficient source compression. However, it is well known that
in practical networks such as WSNs with limited complexity,
separate design of source, channel and network coding may
not be optimal [8].

Recently, joint source-channel-network (JSCN) coding has
emerged as a promising technique for correlated sources
transmission over the cooperative networks. This problem was
originally investigated in [9], where a general network of
discrete memoryless channels (DMCs) with multiple relay
nodes and a single sink node is considered. Later, multicasting
of correlated sources over a network of noiseless channels
were considered in [3], where error exponents are provided.
Reference [4] provides theorems with their proofs that can
be used as a theoretical basis for solving the problem of
network information flow with correlated sources. Following
the theoretical investigations described above, some practical
JSCN coding schemes have also been proposed [10]–[13]. A
JSCN coding scheme for bidirectional wireless relays based on
fountain code is proposed in [12], and JSCN coding schemes
for multicasting are presented in [5], [8], [11]. A similar work
for combining JSCN coding and Turbo equalization in Multi-
ple Access Relay Channel (MARC) is shown in [10], where
the relay node multiplexes and re-encodes the data sequences
transmitted from the two source nodes. However, if bit-wise
exclusive or (XOR) network coding [14] is employed at the
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Fig. 1. The MARC model considered in this paper.

relay node, efficient JSCN coding scheme design, theoretical
performance limit calculation, and rate region analysis, have
been still left as open problems.

Furthermore, it is well known that the source correlation
has an major impact on the system performance. The outage
probability analysis for two correlated sources transmission
over two independent channels utilizing Slepian-Wolf theorem
is presented in [15], where the impact of source correlation is
intensively studied. It is found that the 2nd order diversity can
be achieved only if the two sources are fully correlated, and the
decay of the outage probability versus average signal-to-noise
power ratio (SNR) asymptotically converges into no diversity
if the two sources are not fully correlated. In the problem
of correlated sources transmission over MARC, the impact of
source correlation on the performance is still unknown. One
of our focus points in on this issue.

In this paper, we investigate the network coding for cor-
related sources problem by considering a very simple form
of WSNs, the MARC which consists of two source nodes,
one relay node and one common destination node, as shown
in Fig. 1. The data sequences obtained at the two source
nodes S1 and S2 are assumed to be correlated, according
to the property of WSNs. Furthermore, it is assumed that
S1 and S2 can not communicate with each other. Instead,
the relay node is used to assist the two sources to improve
the probability of successful signal transmission of source
information sequence to the destination. We assume decode-
and-forward (DF) relaying strategy, and bit-wise XOR network
coding is used at the relay node, therefore the information sent
from the relay node can be regarded as additional redundancy.
A JSCN decoding technique is then proposed to exploit
the source correlation and the benefit of network coding
simultaneously. The achievable compression rate region for
the proposed system is derived according to the theorem for
source coding with side information [16], [17]. Moreover,
the performance limits are derived based on the achievable
compression rate region and the impact of source correlation
is investigated.

The rest of this paper is organized as follow. In Section II,
the system model assumed in this paper is presented. Section
III describes the proposed joint decoding strategy utilized at
the destination, where the modified versions of boxplus opera-
tion [18] that take into account the source correlation are also
derived. Section IV investigates the achievable compression
rate region for the proposed system, based on the theorem for
source coding with side information. The performance limit
analysis, including limit in AWGN channels, outage proba-

JSCN
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+

+

+

+

+

×

×

×

Fig. 2. The block diagram of the proposed system. ENC1, ENC2 and ENCr

are channel codes for S1, S2 and Sr , respectively.

bility in Rayleigh fading channels and asymptotic tendency
analysis, are presented in Section V. The simulation results for
bit-error-rate (BER) and frame-error-rate (FER) performance
in AWGN and block Rayleigh fading channels, respectively,
are shown in Section VI. Finally, Section VII concludes this
paper with some concluding remarks.

II. SYSTEM MODEL

The block diagram of the system considered in this paper
is shown in Fig. 2. The binary data sequences u1 and u2,
emitted from the two source nodes S1 and S2, respectively, are
correlated with each other. The correlation between the sources
can be described by the bit-flipping model [19] as follows. u1

is generated from an i.i.d. binary source with equiprobability,
i.e., Pr(uk

1 = 0) = Pr(uk
1 = 1) = 0.5, where uk

1 denotes the
k-th symbol of u1. u2 is then defined as uk

2 = uk
1 ⊕ ek and

Pr(ek = 1) = 1−Pr(ek = 0) = p, where ⊕ denotes modulo-
2 addition and p is the bit-flipping probability. We assume that
the source-relay link is error free and therefore the relay can
always successfully retrieve the data sequences obtained at the
two source nodes.1 Moreover, the transmissions from the two
sources are assumed to be orthogonal due to time division
transmission [20]. Consequently, three different time slots are
assigned to the two source and relay nodes, since the relay is
assumed to work in half-duplex mode.

At the source nodes S1 and S2, the data sequences u1

and u2 are first independently encoded by channel code
ENC1 and ENC2, and then modulated by Binary Phase Shift
Keying (BPSK) to obtain the modulated sequences x1 and x2,
respectively. Then, at their dedicated time slots, each source
node forwards the BPSK-modulated sequence, x1 or x2, to
the relay and destination. As mentioned above, the source-
relay link is assumed to be error-free. We demonstrate this
concept in Fig. 2 by allowing direct access to u1 and u2 by
the relay node. The relay node performs XOR operation on
the perfectly recovered sequences u1 and u2 as ur = u1⊕u2.
Then, the XORed sequence, ur, is encoded by channel code
ENCr and then modulated by BPSK to generate the signal
sequence xr.

Note that we do not specify the channel codes ENC1, ENC2

and ENCr here, and the simulation results using practical

1In this paper, the relay location is close enough to the sources such that
the source-relay links can be assumed error free, with the help of proper error
correction coding.



3

Case 1 Case 2

Fig. 3. Two different cases considered in this paper. In case 1, the relay
and two source nodes keep the same distance to the destination node and
thus the SNR of the three links are the same. In case 2, the SNR of the
relay-destination link is increased by 3 dB.

coding chains are provided in Section VI-A. After receiving
the signals from the two source nodes and the relay node, the
destination performs JSCN decoding to retrieve the original
data sequences sent from the two sources. This will be detailed
in next section.

A. Channel Model

For notational simplicity, the link between S1 and D is
referred to as L1. Similar definitions are applied to S2 and
R to get L2 and Lr, respectively, as shown in Fig. 1. In
this paper, the source-destination and relay-destination links
are assumed to suffer from AWGN or frequency non-selective
block Rayleigh fading. The received signal sequence at the
destination can be expressed as

yi = hi · xi + ni, (1)

where i = 1, 2, r corresponds to source nodes S1, S2 and
relay node R, respectively. ni and hi represent zero mean
i.i.d. complex Gaussian noise vector with variance σ2 per
dimension and the complex channel gain of Li, respectively.
With the block Raleigh fading assumption, the channel gain hi

remains constant over one block, but changes independently
between the successive blocks. In this case, we can model hi

as zero-mean, circularly symmetric complex Gaussian random
variables with unit variance. Hence, the magnitude |hi| is
Rayleigh-distributed with E[|hi|2] = 1.

We assume that the two source nodes both have the same
distance to the destination. Therefore, the average signal-to-
noise ratios (SNRs) of both L1 and L2 are the same, i.e.,
Γ1 = Γ2 = Γ. The relay node can be located with the same
distance to the destination as the source nodes, or closer to
the destination. In this paper, we consider two different cases
of the relay location, as shown in Fig. 3. In Case 1, the relay
and two source nodes have the same distance to the destination
node. In Case 2, the relay node is closer to the destination node
than the two source nodes. Due to the geometric gain [15], the
average SNR of Lr is larger than that with L1 and L2. Here,
we assume the average SNR of the relay-destination link is 3
dB larger than Γ. Hence Γr = Γ for Case 1, and Γr = Γ+ 3
dB for Case 2.

III. JOINT DECODING STRATEGIES

A block diagram of the proposed JSCN decoder for MARC
is illustrated in Fig. 4. The received signals at the destination

++

+

Global Iteration (GI)

Fig. 4. The proposed JSCN decoder for MARC. DEC1, DEC2 and DECr

denotes the decoders of channel encoders ENC1, ENC2 and ENCr used by
S1, S2 and R, respectively.

are first converted into log-likelihood ratios (LLRs) as [21]

L(yki ) = ln
Pr(yki |xk

i = +1)

Pr(yki |xk
i = −1)

=
2

σ2
<{h∗

i · yki }, (2)

where i = 1, 2, r denotes S1, S2 and R, respectively. yki and xk
i

are the k-th symbol of yi and xi, respectively. h∗
i indicates the

complex conjugation of hi, and <{·} indicates the real part of
its argument. The obtained LLR sequences L(y1), L(y2) and
L(yr) are then fed into three soft-in-soft-out (SISO) decoders
DEC1, DEC2 and DECr, respectively, corresponding to ENC1,
ENC2 and ENCr. The extrinsic LLRs generated from DEC1,
DEC2 and DECr are further exchanged via a Global Iteration
(GI), as shown in Fig. 4.

As depicted in Fig. 2, XOR network coding is applied at the
relay and the relationship between the data sequences trans-
mitted from the two sources and relay node can be expressed
as ur = u1 ⊕ u2. In conventional MARC systems that does
not take into account source correlation, joint network-channel
(JNC) decoding is performed at the destination where the GI
can be performed as

La(ur)=Le(u1)� Le(u2)=ln
1 + exp[Le(u1) + Le(u2)]

exp[Le(u1)] + exp[Le(u2)]
,

(3)

with � denoting the boxplus operation which is equivalent to
the XOR operation in the LLR domain [18], [22]. Le(u1) and
Le(u2) denote the extrinsic LLRs generated from DEC1 and
DEC2, respectively, and LR

a (ur) denotes the a priori LLRs
fed into DECr. The a priori LLRs fed into DEC1 and DEC2,
which are denoted as La(u1) and La(u2), respectively, can
be obtained in the same way.

If the two correlated sources are transmitted to the destina-
tion node without the help of the relay node, only the source
correlation can be exploited at the destination. In this case,
joint source-channel (JSC) decoding can be performed at the
destination to exploit the source correlation. DEC1 and DEC2

can exchange their extrinsic information via the fc function
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proposed in [23], [24] as

La(u1) = fc(Le(u2), p) = ln
p+ (1− p) · exp[Le(u2)]

(1− p) + p · exp[Le(u2)]
.

(4)
The a priori LLRs La(u2) that fed into DEC2 can be obtained
in the same way.

In our proposed system, the two sources are correlated and
XOR network coding is performed at the relay node. In order
to take into account the correlation knowledge between u1 and
u2, as well as with the assistance of network coding, modified
versions of the boxplus operation are derived to perform JSCN
at the destination, which is detailed in the next sub-section.
Finally, after sufficient iterations, hard decision is made based
on the output of D1 and D2 to get the estimate of u1 and u2,
respectively.

A. Modified Boxplus Operation for Relay Node

Since the correlation between u1 and u2 is modeled by
the bit-flipping model, it is quite straightforward to obtain the
following equations, according to [19], [23]:

Pr(uk
r =0)=Pr(uk

1=0, uk
2=0) + Pr(uk

1=1, uk
2=1)

=Pr(uk
1=0) · Pr(uk

2=0) · (1−p)

+ Pr(uk
1=1) · Pr(uk

2=1) · (1−p),

(5)

Pr(uk
r =1)=Pr(uk

1=0, uk
2=1) + Pr(uk

1=1, uk
2=0)

=Pr(uk
1=0) · Pr(uk

2=1) · p
+ Pr(uk

1=1) · Pr(uk
2=0) · p,

(6)

where uk
1 , uk

2 and uk
r denote the k-th symbol of u1, u2 and ur,

respectively. With (5) and (6), the LLR for uk
r can be obtained

as

L(uk
r ) = L(uk

1)�r L(u
k
2) = ln

Pr(uk
r = 0)

Pr(uk
r = 1)

= ln
1− p

p
+ ln

1 + exp[L(uk
1) + L(uk

2)]

exp[L(uk
1)] + exp[L(uk

2)]
,

(7)

where �r denotes the modified version of the boxplus oper-
ation for updating the LLR values of ur, based on the LLR
values of u1 and u2, which corresponds to the black box in
Fig. 4. It can be observed from (7) that the correlation between
u1 and u2 has been exploited.

B. Modified Boxplus Operation for Source Node

The LLR updating rules for the source nodes are different
from that of the relay node. We first demonstrate the derivation
process for the LLR updating function for the signal transmit-
ted from S1. In the same way as �r was derived, we can
obtain the following equations:

Pr(uk
1=0)=Pr(uk

r =0, uk
2=0) + Pr(uk

r =1, uk
2=1)

=Pr(uk
r =0) · Pr(uk

2=0) · (1−p)

+ Pr(uk
r =1) · Pr(uk

2=1) · p,
(8)

Pr(uk
1=1)=Pr(uk

r =0, uk
2=1) + Pr(uk

r =1, uk
2=0)

=Pr(uk
r =0) · Pr(uk

2=1) · (1−p)

+ Pr(uk
r =1) · Pr(uk

2=0) · p,
(9)

where uk
1 , uk

2 and uk
r denote the k-th symbol of u1, u2 and

ur, respectively. It can be obtained from (8) and (9) that the
LLR updating function for uk

1 is

L(uk
1) = L(uk

r )�s L(u
k
2) = ln

Pr(uk
1 = 0)

Pr(uk
1 = 1)

= ln
p+ (1− p) · exp[L(uk

r ) + L(uk
2)]

(1− p) · exp[L(uk
r )] + p · exp[L(uk

2)]
,

(10)

where �s denotes the modified version of boxplus operation
for updating the LLR values of u1, which corresponds to the
gray box in Fig. 4. The LLR updating function for S2 can be
derived in the same way.

Note that in the case the two sources are uncorrelated
(p = 0.5), the modified boxplus operations, �r and �s,
are both equivalent to the original boxplus operation �.
Furthermore, if the relay node does not help in the decoding
process, corresponding to the case LR

e (ur) = 0, the modified
boxplus operation �s is equivalent to the original fc function
[23], [24].

In summary, the GI operation of the proposed decoder, as
shown in Fig. 4, can be expressed as: La(ur) = Le(u1)�r Le(u2),

La(u1) = Le(ur)�s Le(u2),
La(u2) = Le(ur)�s Le(u1).

(11)

By performing GI operations with the modified boxplus
functions, the extrinsic LLRs are updated, which take into
account both the impact of the source correlation and XOR
network coding at the relay.

IV. ACHIEVABLE COMPRESSION RATE REGION ANALYSIS

Due to the XOR operation at the relay node, the achievable
compression rate for u1 and u2 may not only be determined
by the Slepian-Wolf theorem. However, in MARC considered
in our system, the destination only aims to recover the data
sequence u1 and u2, which are sent from S1 and S2, respec-
tively (we are not interested in the sequence transmitted from
the relay, but we only use it). The data sequence ur sent from
the relay can be regarded as additional redundancy and are
used to enhance the performance of the system. Therefore,
the theorem for source coding with side information [16], [17]
can be used for determining the achievable compression rate
region for MARC with correlated sources.

Assume that the channel codes, ENC1, ENC2, and ENCr,
are close-limit achieving, corresponding to their rates (i.e.,
their BER performance curves exhibit clear threshold at the
SNR values very close to the Shannon limit). According to
the theorem for source coding with side information, the
achievable compression rate region is given by

R1 ≥ H(u1|u2, ûr),
R2 ≥ H(u2|u1, ûr),

R1 +R2 ≥ H(u1,u2|ûr),
Rr ≥ I(ur; ûr),

(12)

where R1, R2 and Rr are the compression rates for u1, u2 and
ur, respectively. ûr is the estimate of ur at the final output,
which serves as side information at D. H(u1|u2, ûr) denotes
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Fig. 5. The achievable compression rate region for R1 and R2. α is the
error probability between ur and ûr .

the entropy of u1, conditioned on u2 and ûr. Similar defi-
nitions apply to H(u2|u1, ûr) and H(u1,u2|ûr). I(ur; ûr)
denotes the mutual information between ur and ûr.

Since D does not aim to successfully decode ur, ûr may
contain some errors. The relationship between binary data
sequences ur and ûr can also be expressed as a bit-flipping
model with a error probability α, α ∈ [0, 0.5]. After some
mathematical manipulations, we have

H(u2|u1, ûr) = Hb(p)− I(ur; ûr),
H(u1|u2, ûr) = Hb(p)− I(ur; ûr),
H(u1,u2|ûr) = 1 +Hb(p)− I(ur; ûr),
I(ur, ûr) = Hb(α+ p− 2αp)−Hb(α),

(13)

where Hb(·) is the binary entropy function with definition
Hb(x) = −x · log2(x)− (1− x) · log2(1− x).

According to (13), the achievable compression rate region
is determined by the source correlation p and the error proba-
bility α. For a given p value, the achievable compression rate
region is decided only by α. First we focus on the achievable
compression rate region of R1 and R2. If α = 0.5, the estimate
ûr of ur after decoding does not contain any information of
ur and hence can not be utilized in the joint decoding process.
In this case, the achievable compression rate region for R1 and
R2 is R1 ≥ Hb(p), R2 ≥ Hb(p) and R1 + R2 ≥ 1 +Hb(p),
which is the region surrounded by a polygon as shown in
Fig. 5. It can be seen that the region is the same as that
determined by the Slepian-Wolf theorem for two correlated
sources. If α = 0, ur can be successfully decoded at the
destination. Hence, the achievable compression rate region for
R1 and R2 becomes R1 ≥ 0, R2 ≥ 0 and R1 + R2 ≥ 1,
as depicted in Fig 5. In this case, the achievable compression
rate region for R1 and R2 is the largest. If 0 < α < 0.5, the
achievable compression rate region for R1 and R2 is between
these two extreme cases, which is also shown in the same
figure.

The error probability α between ur and ûr, is determined
by the quality of Lr. Since we assume the channel codes
ENC1, ENC2 and ENCr are close-limit achieving, obviously,
the minimum compression rate for Rr is Rr,min = I(ur; ûr).
Taking Rr into the account, the achievable compression rate
region for the proposed system can be determined, which is

Fig. 6. The achievable compression rate region of the proposed system.

the 3-dimensional (3D) space surrounded by the polyhedron,
as shown in Fig. 6.

V. PERFORMANCE LIMIT ANALYSIS

A. Relationship Between Compression Rates and Its Corre-
sponding Channel SNRs

It should be emphasized here that, in the system considered
in this paper, source coding for compression is performed
neither at S1, S2 nor R. Instead, the correlation knowledge
among u1, u2 and ur are exploited at D to enhance the error
correction capability of the system. According to the Shan-
non’s separation theorem, if the total information transmission
rates over independent channels satisfy [23] R1Rc1 ≤ C(Γ1),

R2Rc2 ≤ C(Γ2),
RrRcr ≤ C(Γr),

(14)

the message error probability can be infinitesimally reduced.
Here, Rc1, Rc2 and Rcr are the spectrum efficiency of the
transmission chain, including the channel coding scheme and
the modulation multiplicity of the links L1, L2 and Lr,
respectively. C(Γ1), C(Γ2) and C(Γr) denote the channel
capacity of the links L1, L2 and Lr, respectively.2

In the theoretical analysis, we assume that the channel codes
ENC1, ENC2 and ENCr are close-capacity achieving, therefore
we only consider the equality of (14). The relationship be-
tween the compression rate Ri and its corresponding channel
SNR Γi is given by

Ri = Φi(Γi) =
C(Γi)

Rci
, (15)

with its reverse function

Γi = Φ−1
i (Ri) = C−1(RiRci), (16)

2C(x) = ND
2

log2(1 + 2x
ND

), with its inverse function C−1(x) =

ND
2

(2
2x
ND − 1), where ND denotes the dimension of the channel input.
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Fig. 7. The minimum compression rate of our system in case 1. p denotes
the bit-flipping probability between the two sources. α denotes the error
probability between ur and ûr .

where i = 1, 2, r and C−1(·) denotes the inverse function of
channel capacity.

B. Limits in AWGN Channels

1) Case 1 Relay Location: In this case, the instantaneous
SNR of L1, L2 and Lr are the same, i.e., Γ1 = Γ2 = Γr.
Assuming that the spectrum efficiency of L1, L2 and Lr are
also the same, i.e., Rc1 = Rc2 = Rcr, we can obtain R1 =
R2 = Rr = R according to (15). Then the compression rate
R is determined by{

R ≥ 1
2 [1+Hb(α)+Hb(p)−Hb(α+p−2αp)] = f1(α, p),

R ≥ Hb(α+ p− 2αp)−Hb(α) = f2(α, p).
(17)

The minimum compression rate Rmin is achieved on the
intersection of f1(α, p) and f2(α, p), as shown in Fig. 7. It
can be seen from this figure that if Hb(p) ≤ 0.5, Rmin is
determined by f1(α, p) only. By combining (14) and (17), we
can obtain the performance limit of our system in AWGN
channels for Case 1.

2) Case 2 Relay Location: In this case, Γr = Γ1 + 3 dB,
however, the relationship between R1, R2 and Rr does not
have to be explicitly identified. However, the performance limit
of our system can be calculated by combining (12), (13) and
(14).

C. Outage Probability Analysis in Rayleigh Fading Channels

According to [15], the outage probability of the proposed
system can be derived once the achievable compression rate
region is determined. As described in Section II-A, the in-
stantaneous SNR of Li is denoted by γi = |hi|2Es,i/2σ

2,
where Es,i represents the per-symbol signal power of Li

and i = 1, 2, r corresponds to S1, S2 and D, respectively.
According to (15), the relationship between Ri and its cor-
responding instantaneous SNR of Li is Ri = Φi(γi), and
γi = Φ−1

i (Ri) i = 1, 2, r.
As shown in Fig. 6, the entire rate region for the pro-

posed system can be divided into 4 parts, with Pj , j =

1, 2, 3, 4, representing the probability that the rate combination
(R1, R2, Rr) falls into Part j. As mentioned in Section IV, α
is determined by the quality of Lr and the minimum value for
Rr is Rr,min = I(ur, ûr). If the instantaneous SNR of Lr,
γr, falls under a certain threshold, then ûr 6= ur at D after
decoding. In this case, Rr,min ranges from 0 to H(p) and the
achievable rate region is represented by P1 and P2. On the
contrary, if γr is above this certain threshold, then ûr = ur

at D after decoding. In this case, Rr,min = H(p) and the
achievable rate region is represented by P3 and P4.

If (R1, R2, Rr) falls into the achievable rate region, u1 and
u2 can be successfully decoded at D. Hence, the outage event
happens when (R1, R2, Rr) falls outside the achievable rate
region, and the outage probability of the proposed system can
be expressed as

Pout = 1− P1 − P2 − P3 − P4, (18)

where

P1 = Pr{0 ≤ Rr ≤ Hb(p),Hb(p)− I(ur, ûr) ≤ R1 ≤ 1,

R1 +R2 ≥ 1 +Hb(p)− I(ur, ûr)}
= Pr{Φ−1

r (0) ≤ γr ≤ Φ−1
r [Hb(p)],

Φ−1
1 [Hb(p)− Φr(γr)] ≤ γ1 ≤ Φ−1

1 (1),

γ2 ≥ Φ−1
2 [1 +Hb(p)− Φr(γr)− Φ1(γ1)]},

(19)

P2 = Pr{0 ≤ Rr ≤ Hb(p), R1 ≥ 1, R2 ≥ Hb(p)− I(ur, ûr)}
= Pr{Φ−1

r (0) ≤ γr ≤ Φ−1
r [Hb(p)], γ1 ≥ Φ−1

1 (1),

γ2 ≥ Φ−1
2 [Hb(p)− Φr(γr)]},

(20)

P3 = Pr{Rr ≥ Hb(p), 0 ≤ R1 ≤ 1, R1 +R2 ≥ 1}
= Pr{γr ≥ Φ−1

r [Hb(p)],Φ
−1
1 (0) ≤ γ1 ≤ Φ−1

1 (1),

γ2 ≥ Φ−1
2 [1− Φ1(γ1)]},

(21)

and

P4 = Pr{Rr ≥ Hb(p), R1 ≥ 1, R2 ≥ 0}
= Pr{γr ≥ Φ−1

r [Hb(p)], γ1 ≥ Φ−1
1 (1), γ2 ≥ Φ−1

2 (0)}.
(22)

Since L1, L2 and Lr are suffering from statistically inde-
pendent block Rayleigh fading, the joint probability density
function (pdf) of the instantaneous SNRs can be expressed as
p(γr, γ1, γ2) = p(γr) · p(γ1) · p(γ2), where

p(γi) =
1

Γi
exp(− γi

Γi
), i = 1, 2, r. (23)

Here Γi = Es,i/2σ
2 represents the average SNR of Li. With

(23), the probabilities P1, P2, P3 and P4 can be further
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expressed as triple integrals, as:

P1 =

∫ Φ−1
r [Hb(p)]

Φ−1
r (0)

dγr

∫ Φ−1
1 (1)

Φ−1
1 [Hb(p)−Φr(γr)]

dγ1

·
∫ Φ−1

2 (∞)

Φ−1
2 [1+Hb(p)−Φr(γr)−Φ1(γ1)]

p(γr)p(γ1)p(γ2)dγ2

=

∫ Φ−1
r [Hb(p)]

Φ−1
r (0)

dγr

∫ Φ−1
1 (1)

Φ−1
1 [Hb(p)−Φr(γr)]

p(γr)p(γ1)

[
− exp(− γ2

Γ2
)

]Φ−1
2 (∞)

Φ−1
2 [1+Hb(p)−Φr(γr)−Φ1(γ1)]

dγ1

=
1

ΓrΓ1

∫ Φ−1
r [Hb(p)]

Φ−1
r (0)

dγr

∫ Φ−1
2 (1)

Φ−1
2 [1+Hb(p)−Φr(γr)−Φ1(γ1)]

exp

{
− γr
Γr

− γ1
Γ1

−Φ−1
2 [1+Hb(p)−Φr(γr)−Φ1(γ1)]

Γ2

}
dγ1,

(24)

P2 =

∫ Φ−1
r [Hb(p)]

Φ−1
r (0)

dγr

∫ Φ−1
1 (∞)

Φ−1
1 (1)

dγ1

∫ Φ−1
2 (∞)

Φ−1
2 [Hb(p)−Φr(γr)]

p(γr)p(γ1)p(γ2)dγ2

=

∫ Φ−1
r [Hb(p)]

Φ−1
r (0)

p(γr) ·
[
− exp(− γ1

Γ1
)

]Φ−1
1 (∞)

Φ−1
1 (1)

·
[
− exp(

γ2
Γ2

)

]Φ−1
2 (∞)

Φ−1
2 [Hb(p)−Φr(γr)]

dγr

=
1

Γr
exp

[
−Φ−1

1 (1)

Γ1

] ∫ Φ−1
r [Hb(p)]

Φ−1
r (0)

exp

{
− γr
Γr

− Φ−1
2 [Hb(p)− Φr(γr)]

Γ2

}
dγr,

(25)

P3 =

∫ Φ−1
r (∞)

Φ−1
r [Hb(p)]

dγr

∫ Φ−1
1 (1)

Φ−1
1 (0)

dγ1

·
∫ Φ−1(∞)

Φ−1
2 [1−Φ1(γ1)]

p(γr)p(γ1)p(γ2)dγ2

=

∫ Φ−1
1 (1)

Φ−1
1 (0)

[
− exp(− γr

Γr
)

]Φ−1
r (∞)

Φ−1
r [Hb(p)]

· p(γ1) ·
[
− exp(

γ2
Γ2

)

]Φ−1
2 (∞)

Φ−1
2 [1−Φ1(γ1)]

dγ1

=
1

Γ1
exp

{
−Φ−1

r [Hb(p)]

Γr

}
·
∫ Φ−1

1 (1)

Φ−1
1 (0)

exp

{
− γ1
Γ1

− Φ−1
2 [1− Φ1(γ1)]

Γ2

}
dγ1,

(26)

and

P4 =

∫ Φ−1
r (∞)

Φ−1
r [Hb(p)]

dγr

∫ Φ−1
1 (∞)

Φ−1
1 (1)

dγ1

·
∫ Φ−1

2 (∞)

Φ−1
2 (0)

p(γr)p(γ1)p(γ2)dγ2

=

[
− exp(− γr

Γr
)

]Φ−1
r (∞)

Φ−1
r [Hb(p)]

·
[
− exp(− γ1

Γ1
)

]Φ−1
1 (∞)

Φ−1
1 (1)

·
[
− exp(− γ2

Γ2
)

]Φ−1
2 (∞)

Φ−1
2 (0)

= exp

[
−Φ−1

1 (1)

Γ1

]
exp

{
−Φ−1

r [Hb(p)]

Γr

}
.

(27)

Except for P4, the derivation for the explicit expressions
of the integrals in (24), (25) and (26) may not be possible.
Instead, a numerical method is used to calculate the values of
P1, P2 and P3.

D. Asymptotic Tendency Analysis

First we evaluate the outage probability of the proposed
system when the two sources are fully correlated (p = 0). In
this case, we have Hb(p) = 0. The integral range of γr in (24)
and (25) are both from 0 to 0, which means P1 = P2 = 0.
Moreover, we can have

exp

{
−Φ−1

r [Hb(p)]

Γr

}
= 1. (28)

and outage probability becomes

Pout,p=0 = 1− P1 − P2 − P3 − P4

= 1− exp

[
−Φ−1

1 (1)

Γ1

]
− 1

Γ1

∫ Φ−1
1 (1)

Φ−1
1 (0)

exp

{
− γ1
Γ1

− Φ−1
2 [1− Φ1(γ1)]

Γ2

}
dγ1.

(29)

It is found from (29) that if the two sources are fully correlated,
the outage probability is only determined by the quality of L1

and L2.
As mentioned in Section II-A, we assume Γ1 = Γ2 and

Γr is ∆ dB larger than Γ1, i.e., Γr = Γ1 · 10∆/10. In this
paper, we only considered the case when ∆ = 0 (Case 1) and
that when ∆ = 3 (Case 2). Next the outage probability of the
proposed system is evaluated when ∆ approaches infinity. For
given Γ1, when ∆ → ∞, 1

Γr
= 1

Γ1·10∆/10 → 0. According
to (24) and (25), we have P1 = P2 = 0. Furthermore, as
∆ → ∞, it is found that

exp

{
−Φ−1

r [Hb(p)]

Γr

}
= exp

{
−Φ−1

r [Hb(p)]

Γ1 · 10∆/10

}
→ 1. (30)

Obviously, the outage probability of the proposed system when
∆ → ∞ is the same as in the case where the two sources are
fully correlated, as:

Pout,∆→∞ = Pout,p=0. (31)
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Fig. 8. Coding and decoding structure for ENCi and DECi, respectively, i =
1, 2, r. Di is the decoder for Ci. ACC and ACC−1 denote the accumulator
and the decoder for accumulator, respectively.

VI. NUMERICAL RESULTS

A. Code Structure3

In the theoretical analysis, we assume that the channel codes
ENC1, ENC22 and ENCr all exhibit close-limit performance.
However, in this section, we use serially concatenated codes
(SCC) for ENCi, i = 1, 2, r. The outer code in SCC is half-
rate memory-1 non-recursive non-systematic convolutional
(NRNSC) code [24] with generator polynomial (3, 2)8, and
the inner code is doped accumulator [24] with doping rate
Qi, i = 1, 2, r, as shown in Fig. 8. Therefore, Rc1 = Rc2 =
Rcr = 1/2. The decoding chain for ENCi, DECi, is also shown
in the same figure, which is denoted as Local Iteration (LI). In
the LI , Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm is used
both in Di and ACC−1. It has been shown in [24] that even
with this simple SCC code, still excellent performance can
be achieved. In our simulations, the doping rates were set as
Q1 = Q2 = QR = 1. We performed GI after every LI , and
the whole process was repeated 20 times.

B. BER Performance Evaluation in AWGN Channels

BER performance evaluation for the proposed system with
several representative p values are provided in this subsection.
In our simulations, the frame length is set at 10, 000 bits,
and 1000 different frames were transmitted from each source
node. To demonstrate the performance gains achieved by the
exploitation of the correlation between sources, the BER curve
of conventional XOR network coding based MARC that does
not exploit source correlation are also provided, which is
denoted by “NC”. In this conventional MARC, the original
boxplus operation of (3) is used for extrinsic information
exchange during the joint channel-network decoding process.
As a reference, the BER performance of the system that
does not utilize network coding (without relay node) but only
exploits the source correlation by using the fc function of (4)
is also provided in the same figure, which is denoted as “SC”.

The BER performance of the proposed system in Case 1
is depicted in Fig. 9. It can be observed that the BER
performance of our JSCN coding scheme provides significant
gain over both “SC” and “NC”. It should be emphasized here

3In the simulations, we assumed that the bit-flipping probability p is known
to the decoder. However, the p value can be estimated only at the destination,
and the algorithm is detailed in [23], [24].
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Fig. 9. BER performance of the proposed JSCN technique for MARC with
correlated sources in Case 1, with respect to the SNR of L1. Different source
correlation are considered.
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Fig. 10. BER performance of the proposed JSCN technique for MARC with
correlated sources in Case 2, with respect to the SNR of L1. Different source
correlation are considered.

that as the source correlation becomes larger, the gain over
“NC” increases while the gain over “SC” decreases. However,
even with a relative small p value (p = 0.05), still considerable
gains can be achieved over “SC”. If the two sources are fully
correlated (p = 0), the BER performance of the proposed
JSCN technique and “SC” are the same. Because in this case,
the modified boxplus operation �s used in JSCN and the
fc function used in “SC” become equivalent, as described in
Section III.

Fig. 10 shows the BER performance of the proposed system
in Case 2. As can be seen from the figure, if p = 0, the BER
performance of the proposed system is the same as that in
Case 1. This is because the modified boxplus operation �s

becomes equivalent to the fc function used in “SC” if p = 0,
which means �s does not take any help from the relay node.
For p = 0.3, 0.2 and 0.1, the performance are quite close to
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TABLE I
PERFORMANCE GAINS AND GAPS TO THE THEORETICAL LIMITS FOR THE PROPOSED JSCN CODING SCHEME, AT THE BER LEVEL OF 10−4 .

p Limits (dB) Gains (dB) Gaps (dB)over NC over SC
NC 0.5 -5.32 - - 1.5

Case 1
JSCN

0.3 -5.65 0.25 1.96 1.58
0.2 -6.12 0.55 1.75 1.75
0.1 -6.84 1.06 1.32 1.96
0.05 -6.84 1.17 0.81 1.75

0 -6.84 1.31 0 1.71
NC 0.5 -6.47 - - 1.52

Case 2
JSCN

0.3 -6.80 0.1 2.94 1.75
0.2 -6.84 0.15 2.48 1.74
0.1 -6.84 0.16 1.55 1.73
0 -6.84 0.18 0 1.71

that with p = 0.
The performance limits of our system in AWGN channel

for some different source correlations (different p value) are
summarized in Table I, for both Case 1 and Case 2. It should
be noted here that the limits for p = 0.1, 0.05 and 0 in Case 1
are the same (-6.84 dB). This is because the limit is dominated
by the source-destination links for p ≤ 0.1, as shown in Fig. 7.
Similar phenomena can be observed in Case 2, and hence in
this case the limits for p = 0.2, 0.1, 0.05 and 0 are the same.
The performance gains over “NC” and “SC”, as well as the
gaps to the theoretical limits with our proposed technique in
both Case 1 and Case 2 are also summarized in Table I, at
BER = 10−4. Note that the gaps between theoretical limit and
our proposed JSCN technique are roughly 1 − 2 dB. This is
because we are not using very close-limit achieving codes for
per-link transmission in this paper. As shown in [24], [25],
however, proper tuning of the doping rates Q1, Q2 and Qr

may results in even smaller gap to the limit.

C. FER Performance Evaluation in Rayleigh Fading Channels

In this subsection, the numerical results of the theoretical
outage probability calculation and the FER performance of
the proposed JSCN technique obtained through simulations
are presented. The frame length is set at 2000 bits, and
100000 different frames were transmitted from each source
node. As a reference, we provide the FER performance curves
of both “NC” and “SC”. The theoretical outage curve of
the transmission of two uncorrelated sources to the same
destination using two independent (orthogonal) time slots,4 of
which the decay corresponds to no-diversity, are also provided.

Fig. 11 demonstrates the theoretical outage curves and the
FER performance of the proposed system in Case 1, with
different source correlations. It is found that, as the source
correlation becomes stronger, the theoretical outage probability
decreases, since the source correlation can be exploited at
the destination. Similarly, we can observe FER performance
improvement by using the proposed JSCN technique as the

4There is no joint decoding at the destination. The outage event is defined
as either u1 or u2 can not be decoded correctly at the destination.
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Fig. 11. FER performance of the proposed JSCN technique for MARC with
correlated sources in Case 1, with respect to the average SNR of L1. Different
source correlation are considered.

source correlation increases. Also, FER performance improve-
ment can be observed with the proposed JSCN technique
over “NC” and “SC”. However, if the two sources are fully
correlated (p = 0), the FER performance of the proposed
JSCN technique and “SC” are the same. This is because of
the same reason as presented in Section VI-B. For the given p
values, there are around 1−2 dB gaps between the FER curves
obtained through simulations and the theoretical outage curves.
This is because the channel codes used for the three links L1,
L2 and Lr can not achieve very close limit performance, as
indicated in Section VI-B.

The theoretical outage curves and the FER performance of
the proposed system in Case 2 are illustrated in Fig. 12. The
FER and theoretical outage curves exhibit the same decay,
equivalent to the 2nd order diversity. The gaps between the
FER simulation results and their corresponding theoretical
outage curves are around 1 − 2 dB. Note that if p = 0, the
theoretical outage curve in Case 2 is the same as that obtained
in Case 1, which is consistent with the mathematical proof
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Fig. 12. FER performance of the proposed JSCN technique for MARC with
correlated sources in Case 2, with respect to the average SNR of L1. Different
source correlation are considered.

presented in Section V-D. Furthermore, the FER curve for
p = 0 in Case 2 is almost the same as that obtained in Case 1,
which also agrees with the results shown in Section VI-B.

The outage probability analysis of two correlated sources
transmission without network coding in block Rayleigh fading
channels is presented in [15], where it is shown that the 2nd
order diversity can be achieved only if the two sources are
correlated, and the decay asymptotically converges into no-
diversity if the two sources are not fully correlated. It can be
seen from Figs. 11 and 12 that the FER performance of “SC”
is consistent with the results presented in [15]. However, It can
also be seen from these two figures that the 2nd order diversity
can be always achieved with the proposed JSCN technique,
regardless of the p value.

It can also be observed from Figs. 11 and 12 that, as the
quality of the Lr is improved (∆ increases), the theoretical
outage probabilities with p ∈ (0, 0.5] converge into the theoret-
ical outage probabilities with p = 0, which is consistent with
the asymptotic tendency analysis provided in Section V-D.
It is expected that if the quality of Lr is good enough, the
difference in theoretical outage probabilities due to different p
values becomes very minor. Similar tendency can be observed
in the FER performance curves obtained through simulations.

VII. CONCLUSIONS

The problem of transmitting correlated sources over orthog-
onal MARC has been intensively investigated in this paper,
where results of theoretical analyses were presented. In order
to fully exploit the source correlation while still exploiting the
benefit of XOR network coding, an iterative JSCN decoding
technique, which involves modified versions of the boxplus
operation, was proposed for extrinsic information exchange
at the destination. Furthermore, the achievable compression
rate region has been studied according to the theorem for
source coding with side information. It is found that the
compression rate region has a three-dimensional structure,
which is specified by the space surrounded by the polyhedron.

The theoretical limits for the BER performance and the outage
probability of our system in AWGN channels and Rayleigh
fading channels, respectively, have been calculated based
on the achievable compression rate region. The asymptotic
property analysis shows that, the outage probability is only
determined by the quality of source-destination links if the
two sources are fully correlated. Moreover, if the two sources
are not fully correlated, the outage probability asymptotically
converges into that obtained by assuming the two sources are
fully correlated, as the average SNR of the relay-destination
link increases.

A series of simulations based on some practical channel
codes was conducted to verify the effectiveness of the pro-
posed JSCN decoding technique and the results obtained from
theoretical analyses. In the simulations, the two source nodes
are located at the same distance to the destination node.
Two different cases about the relay location are considered
in this paper; in Case 1 the relay has the same distance to
the destination node as the source nodes, and in Case 2 the
relay is located closer to the destination node. The BER and
FER performance results show that proposed JSCN technique
achieves considerable gains over conventional MARC where
the source correlation knowledge is not exploited. However,
since the quality of the relay-destination link in Case 2 is
better than that in Case 1, the gains in Case 2 is less than that
achieved in Case 1. It is also found that the 2nd order diversity
can always be achieved, regardless of the strength of the source
correlation. The simulation results and the theoretical limit
analysis are consistent with each other. Note that the results
of the theoretical analyses include the average SNR Γi, and the
spectrum efficiency Rci representing the rate of channel coding
and the modulation format for each link, only as parameters.
Hence, those results can also be applied to the cases with
asymmetric source-destination links and/or with higher order
modulations, where it only impacts on the parallel shift of the
outage curves.

Note further that this paper assumed perfect source-relay
links. It is obvious, however, that the performance of the
system deteriorate in the case source-relay links are also
suffering from fading variations. The outage probability in the
case source-relay link is also suffering from fading variations
has been analyzed by [26], however, it is only for a very
simple one-way relay. We believe that it is straightforward
to extend the results of [26] to the case this paper has
assumed. More detailed analysis is left as a future study.
Furthermore, in the case of more than two users, the joint
iterative decoding technique shown in [27] can be applied. In
fact, the results shown in [27] indicates that the joint iterative
decoding process among the users helps improve the overall
performance. Similar results are expected. This is also left as
a future study.

APPENDIX A
DERIVATION OF EQUATION (13)

As described in Section. II, the appearance probabilities of
u1 and u2 are equiprobable, i.e., Pr(uk

1) = Pr(uk
2) = 0.5,

we have H(u1) = H(u2) = 1. Furthermore, u1 and u2 are
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correlated and the correlation is modeled as bit-flipping with
probability p, which leads to

H(u1) = H(u2) = 1, (32)
H(u1|u2) = H(u2|u1) = Hb(p) (33)
H(u1,u2) = 1 +Hb(p). (34)

The information sent from the relay node is ur = u1 ⊕u2,
hence Pr(ur = 1) = 1 − Pr(ur = 0) = p. The estimate
of ur obtained at the destination node after decoding, ûr, is
a bit-flipped version of ur with probability α, and therefore
Pr(ûr = 1) = 1− Pr(ûr) = α+ p− 2αp.

The mutual information between ur and ûr can be ex-
pressed as

I(ur; ûr) = H(ûr)−H(ûr|ur)

= Hb(α+ p− 2αp)−Hb(α).
(35)

According to the chain rule for entropy, the joint entropy
of u1, u2, ur and ûr can be expressed as

H(u1,u2,ur, ûr) = H(u1) +H(u2|u1) +H(ur|u1,u2)

+H(ûr|u1,u2,ur),
(36)

where H(ur|u1,u2) = 0, and H(ûr|u1,u2,ur) =
H(ûr|ur). And H(u1,u2,ur, ûr) can also be expressed as

H(u1,u2,ur, ûr) = H(ûr) +H(u1,u2|ûr)

+H(ur|u1,u2, ûr),
(37)

where H(ur|u1,u2, ûr) = 0.
By combining (36) and (37), we can get

H(u1,u2|ûr) = H(u1) +H(u2|u1)− [H(ûr)−H(ûr|ur)]

= 1 +Hb(p)− I(ur; ûr).
(38)

H(u1,u2|ûr) can be further expressed as

H(u1,u2|ûr) = H(u1|ûr) +H(u2|u1, ûr)

= H(u2|ûr) +H(u1|u2, ûr).
(39)

Given the fact that both u1 and u2 are independent of ûr and
H(u1|ûr) = H(u2|ûr) = 1, we have

H(u1|u2, ûr) = H(u2|u1, ûr) = Hb(p)− I(ur; ûr). (40)
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