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Abstract. The Robinson-Foulds distance, which is the most widely
used metric for comparing phylogenetic trees, has recently been gen-
eralized to phylogenetic networks. Given two networks Ni, N» with n
leaves, m nodes, and e edges, the Robinson-Foulds distance measures
the number of clusters of descendant leaves that are not shared by N;
and Ns. The fastest known algorithm for computing the Robinson-Foulds
distance between those networks runs in O(m(m+-e)) time. In this paper,
we improve the time complexity to O(n(m + e)/logn) for general net-
works and O(nm/logn) for general networks with bounded degree, and
to optimal O(m+e) time for planar phylogenetic networks and bounded-
level phylogenetic networks. We also introduce the natural concept of the
minimum spread of a phylogenetic network and show how the running
time of our new algorithm depends on this parameter. As an example,
we prove that the minimum spread of a level-k phylogenetic network is
at most k + 1, which implies that for two level-k phylogenetic networks,
our algorithm runs in O((k + 1)(m + ¢€)) time.

1 Introduction

The Robinson-Foulds distance, introduced in [17], has been the most
widely used metric over almost three decades for comparing phylogenetic
trees. However, it is now known that the evolutionary history of life can-
not be properly represented as a phylogenetic tree [7], and phylogenetic
networks have emerged as the representation of choice for incorporat-
ing reticulate evolutionary events, like recombination, hybridization, or
lateral gene transfer, in an evolutionary history [16].

Phylogenetic networks are directed acyclic graphs with tree nodes
(those with at most one parent) corresponding to point mutation events



and hybrid nodes (with more than one parent) corresponding to hybrid
speciation events. As in the case of phylogenetic trees, the leaves are dis-
tinctly labeled by a set of extant species. Additional conditions are usu-
ally imposed on these directed acyclic graphs to narrow down the output
space of reconstruction algorithms [13, 14] or to provide a realistic model
of recombination [19, 20].

Two such additional conditions are especially relevant to the Robin-
son-Foulds distance. A phylogenetic network is time consistent when it
has a temporal representation [1], that is, an assignment of discrete time
stamps to the nodes that increases from parents to tree children and re-
mains the same from parents to hybrid children, meaning that the parents
of each hybrid node coexist in time and thus, the corresponding reticulate
evolutionary event can take place. A phylogenetic network is tree-child
when every internal node has at least one tree child [4], meaning that
every non-extant species has some extant descendant through mutation
alone.

The Robinson-Foulds distance between two phylogenetic networks is
defined as the cardinality of the symmetric difference between their two
sets of induced clusters of descendant leaves (where the cluster induced
by a node v in a phylogenetic network is the set of all descendant leaves
of v in the network) divided by two, and thus it measures the number of
clusters not shared by the networks. It is a metric on the space of all tree-
child time-consistent phylogenetic networks [4, Cor. 1], and it generalizes
the Robinson-Foulds distance between rooted phylogenetic trees. Clearly,
the Robinson-Foulds distance requires computing the cluster representa-
tion of the networks, that is, the set of descendant leaves for each node
in the networks. While there are improved algorithms for computing the
cluster representation of a phylogenetic tree [6, 15,21, 22|, the only known
algorithm for computing the cluster representation of a phylogenetic net-
work [3] is based on breadth-first searching descendant leaves from each
of the nodes in turn, and takes O(m(m + e)) time using O(nm) space on
phylogenetic networks with n leaves, m nodes, and e edges.

In this paper, we present a faster algorithm for computing the Robin-
son-Foulds distance between two input phylogenetic networks. For general
phylogenetic networks, we first improve the time complexity by following
an approach similar in spirit to the algorithm proposed in [4] for com-
puting the path multiplicity representation of a phylogenetic network; by
using a compressed representation of the characteristic vectors, we obtain
a simple algorithm for computing the Robinson-Foulds distance between
phylogenetic networks in O(n(m + e)/logn) time using O(nm/logn)



space, assuming a word size of w = [logn| bits; see [12]. For phylogenetic
networks of bounded degree, this becomes O(nm/logn) time and space.

In the case of level-k phylogenetic networks [5], we further improve
the time complexity by using a more succinct representation of a cluster
of descendant leaves as an interval of consecutive integers, which allows us
to compute the Robinson-Foulds distance in O((k + 1)(m + ¢)) time. For
this purpose, we introduce what we call the minimum spread of a phyloge-
netic network, and prove that every level-k network has minimum spread
at most k + 1. For special cases of bounded-level phylogenetic networks
such as planar phylogenetic networks, in particular outer-labeled planar
split networks [2, 8] and galled-trees [10,11], we show that the minimum
spread is 1, which means that our algorithm can be implemented to run
in optimal O(m + e) time.

The paper is organized as follows. Section 2 introduces some notation
and explains the naive representation of clusters. Section 3 describes more
efficient ways to represent the clusters both for general networks and
for planar and level-k networks, and defines the minimum spread of a
phylogenetic network. A bottom-up algorithm for computing the Robin-
son-Foulds distance is presented in Section 4 that takes advantage of the
cluster representation. Finally, some conclusions are drawn in Section 5.

2 Preliminaries

Let N = (V, E) be a given phylogenetic network with n leaves, m nodes,
and e edges. For any nodes u,v € V, we say that v is a descendant of
w if v is reachable from w in N. (Here, any node is considered to be a
descendant of itself.) For every v € V, define C[v] as the set of all leaves
which are descendants of v. The set C[v] is called the cluster of v, and
the collection {C[v] | v € V} is called the naive cluster representation
of N.

The naive cluster representation of N can be computed in O(m(m-+e))
time and O(nm) space by breadth-first searching descendant leaves from
each of the nodes of N in turn [3]. A significant improvement in time
complexity can be achieved by replacing the m top-down searches by n
bottom-up searches, because m can be arbitrarily large for a phylogenetic
network with n leaves and, even in the particular case of a tree-child
time-consistent phylogenetic network, m < (n + 4)(n — 1)/2, and this
bound is tight [3, Prop. 1]. The following lemma is the basis of such an
improvement.



Fig. 1. An example of a phylogenetic network based on real data, adapted from [23].
This is the smallest level-2 phylogenetic network consistent with 1,330 rooted triplets
of sequences from different isolates of the yeast Cryptococcus gattis.

Lemma 1. Let v € V be a node of a phylogenetic network N = (V, E).
Then, Clv] = {v} if v is a leaf, and Cv] = Clv1] U --- U Clvg] if v is an
internal node with children {vy,...,v}.

Proof. The only (trivial) descendant of a leaf in a phylogenetic network
is the leaf itself. The paths from an internal node to the leaves of a
phylogenetic network are the paths from the children of the internal node
to the leaves. O

Lemma 1 suggests a simple bottom-up algorithm (Algorithm 1) for
computing the naive cluster representation of /N in polynomial time. In
the following description, the cluster C|[v] of each node v in N is computed
during a bottom-up traversal of N, with the help of an (initially empty)



queue @ of nodes. The cluster C[v] of each child v of an internal node u is
joined in turn to the (initially empty) cluster Clu| of the parent node w.

Algorithm 1 Compute the naive cluster representation C of a phyloge-
netic network N.

Lemma 2. Let N be a phylogenetic network with n leaves, m nodes,
and e edges. The naive cluster representation of N can be computed in
O(n(m + e)) time using O(nm) space.

Proof. Each node is enqueued and dequeued only once, and each parent
of each dequeued node v is visited only once from v. The union of two
subsets of an n element set, which takes O(n) time, is computed O(m+e)
times. O

3 More Efficient Cluster Representation

3.1 Characteristic Vector Representation

A leaf numbering function is a bijection from the set of leaves in N to
the set {1,2,...,n}. For any leaf numbering function f and node v € V,
the characteristic vector for v under f, denoted by C[v], is a bit vector
of length n such that for any ¢ € {1,2,...,n}, the ith bit equals 1 if and
only if f~1(i) is a descendant of v in N. Note that C¢[r] = 111...1 for
the root r of N, and that C¢[¢] contains exactly one 1 for any leaf £ of N.



Table 1. Characteristic vector representation of the clusters for the phylogenetic net-
work in Figure 1.

node characteristic vector of the cluster

V2 V20 V27 V28 U34 V45 V42 V43 V46 V47 V10 V22 V23 U3 V37 U33 V12 Vig V25 V26 V14

v 0 0 1 1 0 0 0 0 0 0 0 0 0O 0 O 0 0 0 0 0 O
v 0 1 1 1 0 0 0 0O 0O O OO OO O0OO0O O0O 0 0O 0 O
vywpw 0 0 O O O 1 O OO0OO0OO0O0O0OO0O 0O O0 0 0 0 0 O
v39 O O O O O 1 1 0 0O O O O O O O O O 0 0 0 O
mwe 0 0 0 O O O O O 1 1 0 0 0 0O OO0 OO0 O O0 O
vw 0 0 0 0 0 0 0 1 1 1.0 0 0 0 0 0 0 0 0 0 O
g O 0 0 O0 O 1 1 1 1 1 0 0 0 0 0O O0O 0O 0O 0O 0 O
s 0 0 O O O 1 1 1 1 1 0 0 0O 0 0O 0 0 0 0 0 O
vz 0 O O O 1 1 1 1 1 1 0 0 0 0 0O 0 0O 0 0O 0 O
mw 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 O
Vg 011111111 100O0O0UO0O0UO0O0OTO0O0O
Ve 01111111111 00O0O0O0O0O0O0O0O
vwve 0 0 0 O O O O O O O O 1 1 0 0 0 0 0 0 0 O
vz 0 O O O O O O O O O O O O 1T 1 0 0 0 0 0 O
v 0 O 0 O O O O O O O O 0 0 1 1 1 0 0 0 0 O
we 0 0 0 0 1 1 1 1 1 1 0 0 0 1 1 1 0 0 0 0 O
vww 0 0 O0 O0 1 1 1 1 1 1 0 0 01 1 1 0 0 0 0 O
vw 0 0O 0 0 1 1 1 1 1 1 0 1 1 1 1 1 0 0 0 0 O
v7 oo o60o0111111101111110O00 0
U4 1111111111111 1 1 1 0 0 0 O
ve 0 0O 0 0O 0 0O OO OO OO OOOOO0OO0OT1T 1 0
vv3 0 0 0 0 0O OO O OO O0OO0OO0OO0OO0OO0OO0O 1T 1 10
vs o 00 0o0oo 00 0O0OO0OOO0OOTOUOTOTI1IT 111
vs o o0 0011111100011 101111
v3 1111111111111 1 111 111
U1 11111 111111111111 1111

FEzample 1. Consider the phylogenetic network in Figure 1. Number the
leaves according to the circular ordering wvs, vog, Va7, V2s, V34, V45, V42, V43,
V46, V47, V10, V22, V23, V36, V37, V33, V12, V18, V25, U26, V14 along the outer face.
This corresponds to a depth-first search of the directed spanning tree
obtained by removing one incoming edge (shown in red in Figure 1) for
each node of in-degree 2 in the network, and it yields the characteristic
vectors listed in Table 1. O

Obviously, the characteristic vector representation of all clusters in N
can be stored explicitly using a total of mmn bits and can be constructed
in O(n(m + €)) time by an algorithm analogous to Algorithm 1. Our
next goal is to find suitable leaf numbering functions for different types
of phylogenetic networks which lead to more compact ways of storing the
characteristic vectors as well as faster ways of computing them. We first
consider arbitrary leaf numbering functions, and then study leaf number-
ing functions for some important special classes of phylogenetic networks.

3.2 Compressed Characteristic Vector Representation

Fix any arbitrary leaf numbering function f for the given phylogenetic
network N. The time complexity of Algorithm 1 can be improved by em-



ploying a characteristic vector of size n to encode each cluster, packing the
characteristic vector of a subset of the n leaves into O(n/logn) integers
(assuming a word size of w = [logn] bits), and computing the bitwise-
OR of vectors instead of performing the set union operation. See [12] for
further details about bit-level parallelism.

The pseudocode for the improved version of Algorithm 1 is given in
Algorithm 2, where x < t denotes the bitwise shift of an integer x to the
left by ¢, and x | y denotes the bitwise OR of two integers = and y.

Algorithm 2 Compute the compressed cluster representation C' of a phy-
logenetic network N.

The improvement in time complexity of Algorithm 2 comes from bit-
level parallelism of the set union operations.

Lemma 3. Let N be a phylogenetic network with n leaves, m nodes, and
e edges. The cluster representation of N can be computed in O(n(m +
e)/logn) time using O(n? + nm/logn) words.



Proof. There are 2'°8™ = n, bit vectors, and the bitwise-OR of all these
w-bit vectors takes O(n?) time. After this prepreprocessing, each node
is enqueued and dequeued only once, and each parent of each dequeued
node v is visited only once from v. The union of two subsets of an n
element set, which takes O(n/logn) time as the bitwise-OR of [n/w]
w-bit vectors, is computed O(m + e) times.

The bitwise-OR. of all the w-bit vectors is stored in O(n?) words, and
the cluster representation is stored as a compact boolean table, with m
rows and n/logn columns. O

3.3 Interval List Representation

A maximal consecutive sequence of 1’s in a bit vector is called an interval.
For a given leaf numbering function f and node v € V', let I;(v) denote the
number of intervals in C[v] and let the spread of f be Iy = max,cy If(v).
The minimum spread of N is the minimum value of Iy, taken over all
possible leaf numbering functions f.

Below, we first bound the minimum spread of certain types of phy-
logenetic networks, and then show more generally how the characteristic
vectors of phylogenetic networks having small minimum spread can be
stored compactly. From here on, we only consider phylogenetic networks
in which each node has either at most one parent (tree node) or exactly
two parents (hybrid node).

A phylogenetic network is planar if the underlying undirected graph
is outer-labeled planar, that is, if it admits a non-crossing layout on the
plane with all the leaves lying on the outer face. Planar phylogenetic net-
works arise for instance when representing conflicting phylogenetic sig-
nals, leading to the so-called outer-labeled planar split networks; see [2,
9].

Lemma 4. If N is a planar phylogenetic network then a leaf numbering
function f with Iy =1 can be computed in O(m + e) time.

Proof. Fix any planar embedding of NV and let f be the leaf numbering
function that assigns the numbers 1,2, ..., n to the leaves in consecutive
order along the outer face from the leftmost to the rightmost leaf. We
claim that for every v € V, C¢[v] has a single interval. Since every leaf
has a singleton cluster and the union of two overlapping or neighbor-
ing intervals is a single interval, we need to show that the children of
any internal node have overlapping or neighboring clusters of descendant
leaves.



Let v € V be an internal node with children u,w € V and assume
Clu] ={h,...,i} and Clw] = {¥,..., m} are intervals of descendant leaves
with h < i < j < k< €< mbutj... k¢ Cv]. Then, any path
from the root of N to any of the leaves j,...,k will cross some edge
along either a path from v to ¢ or a path from v to ¢, contradicting
the assumption that N is planar. Therefore, j,...,k € Clv] and the set
{hy...;4,4,...,k,€,...,m} of descendant leaves forms one interval. O

Next, let U(N) denote the undirected graph obtained by replacing
every directed edge in N by an undirected edge. A biconnected component
of an undirected graph is a connected subgraph that remains connected
after removing any node and all edges incident to it; see [18]. Recall the
following definition from [5].

Definition 1. A network N is called level-k phylogenetic network if, for
every biconnected component B in U(N), the subgraph of N induced by
the set of modes in B contains at most k nodes with indegree 2.

Corollary 1. If N is a level-1 phylogenetic network (that is, a galled-
tree [10,11]), then a leaf numbering function f with Iy =1 can be com-
puted in O(m + e) time.

Proof. Since each biconnected component of N forms a cycle and all the
cycles in N are disjoint, the outside of an embedding of a cycle into a
plane lies on the outer-plane. Then, it is obvious that Iy = 1. O

Lemma 5. If N is a level-k phylogenetic network then a leaf numbering
function f with Iy =k + 1 can be computed in O(m + e) time.

Proof. Fix any (directed) spanning tree T' of N, and let f be the leaf
numbering function obtained by doing a depth-first search of T" starting
at the root and assigning the numbers 1, 2, ..., n to the leaves in the order
that they are first visited. Clearly, this takes O(m + e) time.

We now prove that f has spread k 4+ 1. For any node v in V', define
L(Tv]) as the set of all leaves in the subtree of T" rooted at v. The key
observation is that the leaves in L(T'[v]) must be visited consecutively
by any depth-first search of T', and thus form a single interval in Cfv].
Next, let u be any node in V and let H be the set of hybrid nodes
in N that belong to the same biconnected component as v and which
are descendants of u (in case u is not on any merge path then H is the
empty set). Then, the set of leaves that are descendants of w in IV can be
written as L(T'[u]) U Upey L(T[R]). N is a level-k phylogenetic network,



so |H| < k, which together with the key observation above implies that
Cf[u] is the union of at most k+ 1 intervals. It follows that I¢(u) < k+1
for every u € V. O

Table 2. Interval list representation of the clusters for the phylogenetic network in
Figure 1.

node interval list node interval list node interval list of the cluster
va1  (var, vas Vg V20, Va7 vy (vs4,v47), (V22,v12)

V15 V20, V28 Ve V20, V10 V4 V20, V12

V41 V45, V45 V16 V22, V23 V19 V25, V26

V39 V45, V42 V32 V36, U37 V13 V18, V26

V44 V46, V47 V16 V22, V23 (% V18, V14

V40 V43, V47 V32 V36, U37 Us V34,V47), (U36, U33)7 (U187 U14)
V38 V45, Va7 V30 V36, U33 U3 V20, V14

U35 V45, V47 V24 V34,047 ), (V36, U33 U1 V2, V14

V31 V34, V47 v17 U34,V47), (U36, U33

V29 V34, V47 V11 V34, V47 ), (U22, V33

Example 2. Consider again the phylogenetic network in Figure 1. The leaf
numbering in Example 1 yields the interval lists listed in Table 2. The
network is level-2 and its spread corresponds to the 3 disjoint intervals
(v34, v47), (vs6, U33), (V18, v14) Of node vs. O

Now, we consider how to store characteristic vectors under leaf num-
bering functions having small spread. An efficient approach is to store the
starting and ending positions of all intervals in sorted order. We call this
representation the interval list representation of the clusters. We imme-
diately obtain the following result.

Lemma 6. Given any leaf numbering function f, the total space needed
to store all characteristic vectors under f using the interval list represen-
tation is O(If mlogn) bits.

Proof. For each of the m nodes in N, the starting and ending positions
of each of its at most I intervals are stored in [2logn] bits. 0

Lemma 7. Given any leaf numbering function f, all descendant leaf bit
vectors under f using the interval list representation can be computed in
O(If(m +e)) time.

Proof. Use Algorithm 1 but replace the union operation as follows. Let v
be an internal node with children u, w. Assuming that Cylu] and C't[w]
are known, Cf[v] can be computed in O(Iy) time by a straightforward
algorithm which scans the two sorted position lists for C'¢[u] and C'¢[w]
and merges any intervals which overlap or are neighbors. O



4 An Algorithm for Computing the Robinson-Foulds
Distance

We now present an algorithm for computing the Robinson-Foulds distance
between two input phylogenetic networks Ny, Ny (Algorithm 3).

The algorithm first computes the clusters of N; and N» using any
of the cluster representations described in the previous sections of this
paper. Then, the cardinality of the symmetric difference of the two cluster
representations is obtained by radix sorting and simultaneous traversal
techniques. Finally, the algorithm outputs the Robinson-Foulds distance
between N1 and Ns.

Algorithm 3 Compute the Robinson-Foulds distance between two phy-
logenetic networks N1, Na.

Theorem 1. Let N1, Ny be two phylogenetic networks with n leaves, m
nodes, and e edges. The Robinson-Foulds distance between N1, No can be
computed in:

— O(n(m + e)/logn) time and O(n? + nm/logn) words for general
networks,

— O(nm/logn) time and O(n?+nm/logn) words for general networks
with bounded degree,



— O(m + e) time and O(mlogn) bits for planar phylogenetic networks,
— O((k+ 1)(m +e)) time and O(kmlogn) bits for level-k phylogenetic
networks.

Proof. Implement Algorithm 3 by applying Lemmas 3-7 to obtain the
respective cluster representations. The radix sort step and remaining op-
erations can be performed in O(mx) time, where x denotes the amount
of space needed to represent one cluster. O

5 Conclusion

We have presented a new and simple algorithm for computing the Robin-
son-Foulds distance between two phylogenetic networks. While the fastest
known algorithm for computing the Robinson-Foulds distance between
two phylogenetic networks with n leaves, m nodes, and e edges runs in
O(m(m + e)) time, the new algorithm takes advantage of bit-level paral-
lelism and runs in O(n(m+-e)/logn) time on general networks, assuming a
word size of w = [log n] bits. In the case of level-k phylogenetic networks,
we take advantage of the succinct representation of clusters as intervals
of consecutive integers, and the new algorithm runs in O((k+ 1)(m +e))
time.

We have also introduced a new parameter, the minimum spread of
a phylogenetic network, and proved that every level-k network has min-
imum spread at most k + 1. For the particular case of bounded-level
phylogenetic networks such as planar phylogenetic networks, which in-
clude outer-labeled planar split networks and galled-trees, we have shown
that the minimum spread is 1, meaning that the new algorithm can be
implemented to run in optimal O(m + ¢e) time.
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