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Abstract
The ability to assess detailed wind patterns in real time is increasingly important for a variety of applications, including wind 
energy generation, urban comfort and environmental health, and drone maneuvering in complex environments. Machine 
Learning techniques are helping to develop accurate and reliable models for predicting local wind patterns. In this paper, 
we present a method for obtaining wind predictions with a higher resolution, similar to those from computational fluid 
dynamics (CFD), from coarser, and therefore less expensive, mesoscale predictions of wind in real weather conditions. This 
is achieved using supervised learning techniques. Four supervised learning approaches are tested: linear regression (SGD), 
support vector machine (SVM), k-nearest neighbors (KNn) and random forest (RFR). Among the four tested approaches, 
SVM slightly outperforms the others, with a mean absolute error of 1.81 m/s for wind speed and 40.6◦ for wind direction. 
KNn however achieves the best results in predicting wind direction. Speedup factors of about 290 are achieved by the model 
with respect to using CFD.

Keywords Wind forecast · Machine learning · Supervised learning · CFD · Numerical weather prediction

Introduction

The knowledge of local wind speed and direction is essential 
for a wide range of applications in both natural and built 
environments, across science and industry. For example, 
in the built environment it is crucial for studying human 
comfort or pollutant distribution (Piroozmand et al. 2020), 
such as the dispersion of high temperature exhaust gas flow 
in the urban canopy (Kataoka et al. 2020). In the natural 
environment, knowledge of the local wind field has been 
found to be useful in modeling forest fire propagation in 
Patagonia (Denham et al. 2022) and in investigating the 
effects of surface-pressure fluctuations on a wind turbine 

in the complex-terrain site of Perdigão (Wenz et al. 2022). 
Additionally, climate neutrality with net-zero greenhouse 
gas emissions is now one of the major mid- or long-term 
objectives of many governments and institutions (UN Gen-
eral Assembly 2015). Sustainable and renewable energy is 
a key factor for achieving this neutrality, and wind energy 
has an important role to play in it.

Wind is intermittent in nature, and therefore it is impera-
tive to use tools for predicting, reliably and accurately, wind 
speed and direction (Tascikaraoglu and Uzunoglu 2014). 
The approaches used for wind forecasting fall into four cat-
egories: statistical methods, physical methods, intelligent 
methods and hybrid methods (Lei et al. 2009). Statistical 
methods (such as autoregressive integrated moving average, 
ARIMA, models) use historical data to develop mathemati-
cal models that can be used to predict future wind condi-
tions. These methods are relatively simple to implement and 
require less computational resources than other methods. 
However, they can be less accurate for predicting nonlin-
ear or non-stationary problems. Physical methods (such as 
Numerical Weather Prediction, NWP, or Computational 
Fluid Dynamics, CFD) use physical models of the atmos-
phere to predict wind conditions. These models are more 
complex than statistical methods, but they can be more 
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accurate. However, for high spatial resolution they require 
more computational resources, and for this reason they can-
not provide near-real-time predictions at high spatial resolu-
tions. Intelligent methods (Artificial Neural Networks, Sup-
port Vector Machines) use Artificial Intelligence techniques 
to predict wind conditions. These methods are often very 
fast, but they require large amounts of training data.

Hybrid methods (Reduced Order Models, Machine Learn-
ing techniques) combine statistical, physical, and intelligent 
methods to create more accurate and robust forecasting mod-
els. These methods are becoming increasingly popular. For 
instance, Reduced Order Models (ROMs) that use Proper 
Orthogonal Decomposition (POD)  (Lumley 1967) have 
been used to solve problems such as the assessment of wind 
farm layouts (Heggelund et al. 2015), predictions of turbine 
wakes (Iungo et al. 2015; Siddiqui et al. 2020) or transient 
flows around wind-turbine blades (Le Clainche and Ferrer 
2018). Machine Learning (ML) techniques have also been 
used in the wind energy field in recent years. For example, 
Alonzo et al. (2017) used a Random Forest (RFR) algo-
rithm to downscale wind data locally from mesoscale simu-
lations. Support Vector Machines (SVM) have been used 
to forecast short-term wind energy (Kramer and Gieseke 
2011) or to predict wind and solar resources (Zendehboudi 
et al. 2018). Yu et al. (2018) proposed a short-term wind 
prediction approach using wavelet packet decomposition, 
gradient boosted trees and neural networks. For wind speed 
prediction over the Indian Ocean, Biswas and Sinha (2021) 
assessed the performance of long short-term memory 
models.

In recent years, Machine Learning tools are garner-
ing increasing attention, not only in wind energy appli-
cations  (Wang et  al. 2020) but in wind engineering at 
large (Kareem 2020). In fact, even more traditional tech-
niques like CFD are benefiting from the integration of Arti-
ficial Intelligence approaches (Vinuesa and Brunton 2021). 
For instance, these approaches are being used in CFD solv-
ers or in turbulence models. One such method, Physics-
Informed Neural Networks (PINNs), was introduced by 
Raissi et al. (2019). PINNs are a supervised learning method 
to solve problems described by nonlinear partial differential 
equations. Eivazi et al. (2022) successfully employed PINNs 
to solve the Reynolds-averaged Navier–Stokes (RANS) 
equations without relying in a specific turbulence model. 
Another Machine Learning approach to enhance standard 
finite-difference methods was explored in Bar-Sinai et al. 
(2019). The basic idea was to predict spatial derivatives in 
low resolution grids. In an effort to improve the convergence 
of RANS simulations in traditional numerical CFD solvers, 
Obiols-Sales et al. (2020) developed a framework that cou-
ples physical simulation and deep learning. This framework 
utilizes a Convolutional Neural Network to predict various 
properties of the flow, including velocity, pressure, and eddy 

viscosity. Moreover, Reduced Order Models, ROMs, are 
exploiting the use of artificial intelligent techniques: Guas-
toni et al. (2021) achieved the reconstruction of a turbulent 
flow in an open channel from sparse wall measurements. 
Güemes et al. (2021) used Convolutional Neural Networks 
and Generative Adversarial Networks for this purpose.

Dimensionality reduction has traditionally been accom-
plished using linear POD methods, but new approaches have 
recently emerged. Pant et al. (2021) used neural networks, 
capable of obtaining non-linear projections to reduced order 
states, and 3D autoencoders to predict future time steps of 
the simulation. Eivazi et al. (2021) employed �-variational 
autoencoders in conjunction with Convolutional Neural Net-
works to obtain quasi non-linear orthogonal modes for flow 
analysis and control.

In this paper, we propose a novel hybrid method to pre-
dict, with high spatial resolution, wind fields over a large 
area with complex orography. The proposed method uses a 
combination of numerical simulation and supervised learn-
ing techniques. For terrains with complex orography, com-
putational fluid dynamics (CFD) simulations are the only 
available technique to obtain high-resolution (microscale) 
wind fields. However, they are computationally expensive 
at high resolutions. Numerical Weather Prediction models 
(NWP) are more economical, but yield predictions only at 
much larger scales (mesoscale), and therefore too coarse 
grained for many applications. The method proposed in this 
paper uses supervised learning techniques to bridge both 
scales, thus providing CFD-like wind predictions from NWP 
ones, at a fraction of the cost of CFD.

The present paper presents a number of novelties with 
respect to previously published work. First, we use Machine 
Learning (ML) to obtain high-resolution wind predictions 
from (fairly economical) NWP results. Second, we do not 
apply the methodology to canonical computational domains, 
such as periodic hills or channels, or to single locations; 
instead, our domain is an actual mountainous region, with 
complex orography and extending over a large geographical 
area of approximately 314 km2

. Third, while previous papers 
tend to focus their efforts towards short term predictions, 
or aim at obtaining results under specific conditions (for 
instance, for a given Reynolds number), we attempt to cover 
long time intervals and a wide range of conditions.

Methods

Our goal is to be able to predict, economically, local wind 
conditions with high resolution (e.g. CFD-like) and over 
extensive geographical domains with complex orogra-
phy, using the (coarser) information provided by Numeri-
cal Weather Prediction products. The proposed model in 
this work is based on the assumption that microscale wind 
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patterns that actually occur at a given location are a small 
subset of all possible wind patterns; and that a microscale 
wind pattern can be reconstructed by the model using 
coarse-resolution weather conditions in the region as input, 
such as for instance forecasts from Numerical Weather Pre-
diction tools. The proposed model would then relate local 
winds at the microscale (which are expensive to compute 
for each meteorological event) to the mesoscale conditions 
(which are more economical to compute, or are publicly 
available as Numerical Weather Prediction products).

The proposed model is represented in Fig. 1, and sum-
marized below (fuller details are provided in subsequent 
sections).

We first generate meteorological mesoscale data for 
many events in the geographical zone of interest using NWP 
software (we typically use a full year of hourly events). A 
reduced subset of events is then selected; events in this 
subset include the most frequent events, the characteristic 
events and the extreme events in the full set. These selected 
events are simulated at high resolution (microscale) using 
CFD techniques to obtain detailed wind velocity data. The 
boundary conditions for these microscale CFD simulations 
are taken from the mesoscale NWP simulations.

Next, we train our model to produce high-resolution 
(microscale) wind fields from the mesoscale simulations. We 
do this by using the NWP output as features and CFD results 
as targets. (In Machine Learning terminology, features are 

the data used as input for the model, and targets are the 
results obtained as output from the model.) This training 
process results in an ML model that has been trained to pro-
duce highly-detailed (microscale) wind fields from coarse 
(mesoscale) NWP data.

Finally, the model is used by presenting it with any NPW 
(mesoscale) data for which highly-detailed (microscale) 
results are desired.

The mesoscale simulations

In the model presented in this paper, mesoscale simulations 
are used to solve the state of the atmosphere in the target 
region. These simulations have a dual role. During model 
building, they provide boundary conditions for the CFD 
simulations used to train the Machine Learning method; 
during model usage, they provide input data for the model 
to produce detailed wind fields.

Mesoscale NWP simulations have been carried out 
with WRF v4.1 (Skamarock et al. 2019), using the data set 
ds090.0 (National Centers for Environmental Prediction 
et al. 1994) as input.

In this work, the domain of interest was Sierra de la Part-
acua, a mountainous region in the central area of the Pyr-
enees mountain range in Spain, see Fig. 4. Four rectangular 
nested domains have been defined for the mesoscale NWP 
simulations, with successive scales of 1:3. The innermost 
nesting has an extension of 81 km in the East-West direction 
and 54 km in the North–South direction. The spatial resolu-
tion of the innermost domain is 900 m.

We carry out mesoscale NWP simulations for a full year 
(viz 2018) with a temporal resolution of one hour. These 
simulations result in 8760 hourly sets of results, which we 
will call NWP events or simply events.

Event selection for training

To train our model, we select a number of events from the 
set of 8760 hourly NWP events generated as indicated above. 
The purpose of event selection is to obtain a good represen-
tation of the variety of atmospheric conditions prevailing 
in the geographical region, while thinning out the number 
of events to a manageable amount for the (computation-
ally expensive) CFD calculations that are needed for model 
training.

To select events, the 8760 NWP events are classified 
into bins, using for the classification the wind magnitude 
and wind direction at the central point in the domain. 
To generate the bins, the wind direction is discretized 
into 64 angles, and the velocity magnitude into 10 val-
ues. Figure 2 shows the wind rose resulting from this 
discretization for a year. Events with a wind speed below 
2 m/s are considered as calm conditions, and discarded. 

Fig. 1  Model outline. In orange color: model training; in green color: 
model usage
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Each possible combination of velocity and direction is a 
bin, and we classify each NWP event into one of these 
bins. Then, a subset of bins is selected from the full set 
as follows. First, we select the bin containing the larg-
est number of events; at the same time, its neighboring 
bins, either in wind magnitude or in wind direction, are 
marked as ineligible for selection at later rounds. In suc-
cessive rounds, we similarly select among the remaining 
eligible bins that with the largest number of events, and 
we repeat the procedure until all bins are either selected 
or ineligible.

Figure 3 maps the bin distribution for the case pre-
sented in this paper, with symbols marking those bins 
containing at least one event: blue circles indicate the bins 
that are selected, and orange squares show the ones that 
are discarded as a result of the above procedure.

Finally, one event is chosen at random among those in 
each of the selected bins, and a CFD simulation is per-
formed to obtain the wind pattern at the microscale. Addi-
tionally, those events with the maximum wind speed for 
each wind direction are also selected in order to provide 
the ML algorithm with information about the boundaries 
of the phase space. Using this procedure, a total of 193 
events are selected.

CFD simulations

The next step in the methodology is the detailed simula-
tion of the microscale wind for the previously selected 
events, by means of CFD. These CFD simulations are used 
to train the ML model.

For  t he  CFD s imula t ions ,  we  use  Open-
FOAM v6 (Weller et al. 1998). Because the aim of this 
work is to demonstrate the feasibility of the method, we 
reduce the computational requirements by using a coarse 
CFD mesh and a simple turbulence model. Nevertheless, 
the resolution and quality of the CFD results are much 
superior to those from the mesoscale simulations.

We have not attempted to validate the CFD results 
because the goal of this work is to show the feasibility of 
reconstructing the microscale results from mesoscale ones; 
the validation of the CFD results is to a great extent irrel-
evant to this end. We use the OpenFOAM simpleFOAM 
solver, which uses the SIMPLE algorithm for pressure-
velocity coupling. The flow is modeled as isothermal, and 
the model solves the Reynolds-Averaged Navier–Stokes 
equations of continuity and momentum. For turbulence, 

Fig. 2  Wind rose at the center of the CFD region for year 2018. The 
radial axis indicates frequency

Fig. 3  Bin distribution of the wind magnitude/direction at the domain 
center. Bins with at least one event are marked with a symbol: blue 
circles for selected bins, orange squares for discarded ones
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we use the Spalart–Allmaras one-equation model (Spalart 
and Allmaras 1992).

In order to perform the CFD simulations, two main chal-
lenges had to be addressed: mesh generation and mesoscale-
CFD coupling.

CFD simulations to calculate the wind over a complex 
terrain often use rectangular domains aligned with the wind 
direction, which are extended downstream to avoid boundary 
condition interference and to allow for the wakes, if any, to 
fully develop (Piroozmand et al. 2020; Kataoka et al. 2020). 
The domain, and therefore the mesh, are usually tailored 
to the wind direction. It follows that, if a study comprises 
different wind directions (as is the case here), a different 
mesh would be required for each wind direction; this is time 
consuming and impractical as a general methodology. As a 
workaround, in this work we use an approximately cylindri-
cal mesh, which is valid for all wind directions. The single 
cylindrical mesh, however, complicates the specification of 
the boundary conditions, as for instance, some cells faces 
may be inlets under certain wind directions but outlets under 
others. Our solution to this is described below. Figure 4 
shows the position of the CFD domain within the innermost 
mesoscale simulation mesh, as well as some details of the 
CFD mesh. The mesh has 250,000 cells, and uses octrees 
to increase the resolution near the Earth’s surface down to 
12 m in typical size. The domain is pseudo-cylindrical, with 

the perimeter being made up of 16 planar faces; this can be 
seen in Fig. 4 (bottom right). The domain diameter is 10 km, 
and the domain top boundary is at 5000 m above sea level 
(the ground level in this region ranges from 1600 to 2800 m 
above sea level).

The second challenge is related to the linking of mes-
oscale (NWP) and CFD calculations via boundary condi-
tions. Boundary conditions are not only the means of cou-
pling the microscale simulation to the mesoscale results; 
they also need to accommodate an arbitrary wind direction 
in the cylindrical CFD domain shape.

To be able to represent any wind direction in this cylin-
drical domain, we use a mixed condition on the lateral 
boundaries (namely the OpenFOAM Greenshields (2018) 
FreeStream  condition). This boundary condition 
switches, for every boundary cell face and for every itera-
tion, between a fixed value (provided by the user) and the 
zero-gradient condition, depending on the flux direction. 
Thus, if the local flow exits the domain through the bound-
ary face, the condition used is a zero-gradient one, and if the 
flow enters the domain, a fixed-value boundary condition is 
used. We calculate this fixed velocity value from the solution 
of the mesoscale simulation for any given event, using a spa-
tial first-order interpolation. For the sake of simplicity, tur-
bulence intensity at the boundary is not inferred from mes-
oscale simulation; instead, a single value is imposed at the 

Fig. 4  Overall arrangement of the WRF domain and CFD mesh. Top row: The four nested domains of the mesoscale simulations and the loca-
tion of the CFD domain within the innermost mesh. Bottom row: Slices and details of the CFD mesh
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whole boundary. Besides, in order to avoid spurious results 
arising from the assumptions made at the boundaries, all the 
results in an outer ring of the domain about 1 km wide are 
discarded. Finally, at the top and bottom boundaries, zero-
gradient and no-slip conditions are imposed, respectively.

Data preprocessing

The meso- and microscale simulations just described cal-
culate their results on different meshes. However, in order 
to implement the ML model, it is convenient to have these 
results in a common, structured, auxiliary mesh. The struc-
tured mesh makes interpolation simpler; in addition, having 
a regularly defined neighborhood for any given point is help-
ful when implementing features for the supervised learning 
techniques.

This auxiliary mesh is built by having, horizontally, 
equidistant points in a square grid pattern; vertically, the 
auxiliary mesh is divided in � levels that indicate, in a range 
from 0 to 1, how close the point is to the bottom or top of the 
domain, respectively. At each point, the � level is:

where h� is the height for a given � level, ht is the top height 
of the CFD domain and hs is the terrain height plus 10 m; 
therefore, � = 0 refers to 10 m above the surface level and 
� = 1 to the top of the domain. Figure 5 depicts the auxiliary 
mesh used in this study, which consists of three � levels 
(with values 0.0, 0.5 and 1.0) and 1484 horizontal points per 
level (equispaced by 200 m).

(1)� =
h� − hs

ht − hs

The results from both NWP and CFD simulations are 
interpolated to this auxiliary mesh.

Supervised learning methods

Four Supervised Learning Methods are investigated in this 
study: Stochastic Gradient Descendant, Support Vector 
Machine, K Nearest Neighbors and Random Forest Regres-
sor; these are briefly described below.

The training of supervised learning methods relies on 
knowing both target and feature values. In this case, the tar-
get values are CFD simulation results (in particular, the three 
velocity components at each point in the auxiliary mesh) 
and the feature values are the results from the mesoscale 
simulations.

All methods have hyperparameters, a set of variables 
intrinsic to the method that affects its behavior. For example, 
for the case of K Nearest Neighbors (KNn), a hyperparame-
ter is the number of neighbors used in the regression process.

Hyperparameters cannot be inferred from the training 
data and must be set heuristically; in this work, they have 
been tuned independently for each point in the auxiliary 
mesh (described above) using a randomized cross-validation 
search. The tuning decision criterion is the R2 score, defined 
as:

where p = 80 is the size of the test set, y refers to the true 
values (i.e. CFD results), ȳ denotes the mean of the true val-
ues and ŷ the values predicted by the model; R2 ∈ (−∞, 1], 
where values towards 1 mean better agreement between the 
true values y and the predicted ones ŷ.

All the methods described below, as well as the required 
data processing, have been implemented in Python, using 
the Scikit-learn library (Pedregosa et al. 2011; Buitinck et al. 
2013).

Stochastic gradient descendant (SGD)

Stochastic gradient descendant (Robbins and Monro 1951) 
is a fast and reliable method to find minima in convex 
functions. In this study it is applied to find a linear func-
tion f (x) = wTx + b which gives the prediction with model 
parameters w and b that minimizes the training error, E. This 
method approximates the true gradient of E by considering 
a subsample of all training data. Different definitions of E 
produce different kinds of regressors (such as Perceptron, 
Huber, or Elastic net for regularization); we choose the defi-
nition of E that minimizes R2.

(2)R2 = 1 −

∑p

l=1

�

yl − ŷl
�2

∑p

l=1

�

yl − ȳ
�2

Fig. 5  Auxiliary mesh. From bottom to top, the layers are at � = 0.0, 
� = 0.5 and � = 1.0
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SGD has been used in large-scale machine learn-
ing (Zhang et al. 2014) and to solve large-scale linear predic-
tion problems, such as text-data related ones, with a similar 
efficiency as online algorithms such as perceptron (Zhang 
2004).

Support vector machine (SVM)

For classification and regression problems, a support vector 
machine builds a set of hyperplanes in a high-dimensional 
space. The idea behind SVM is to find one or several hyper-
planes that optimally separate training points features which 
can be projected onto a higher dimension space. This entails 
finding the hyperplane that maximizes the so-called mar-
gin (Bishop 2006) with the nearest points. These points are 
known as support vectors (Bishop 2006; Smola et al. 2004).

In the field of wind analysis and prediction, this method 
has been used in the assessment of aerodynamics in offshore 
wind farms (Richmond et al. 2020), as well as for forecasting 
wind and solar energy (Kramer and Gieseke 2011; Zende-
hboudi et al. 2018; Zeng and Qiao 2011).

K nearest neighbors (KNn)

The principle behind K Nearest Neighbors is to find the K 
nearest samples from the training set to the target sample. 
The search is performed over the features data set, and the 
distance can be calculated using any metric, the most com-
monly used one being the Euclidean distance (which is the 
one used in this study). Once the K samples are determined, 
the predicted value is calculated as the weighted average 
of the neighbor values. Thus, closer neighbors of a query 
point will have a greater influence than neighbors which are 
further away (Goldberger et al. 2004).

This method has been widely used in systems for movie 
recommendation (Hong and Tsamis 2006). There are also 
some instances of their use in wind applications, such as for 
wind power prediction (Yesilbudak et al. 2017); or, com-
bined with an autoregressive model, for short-term wind 
speed forecasting (Wen et a.l 2016).

Random forest regressor (RFR)

Random forests are a kind of ensemble estimator composed 
by decision trees. The final outcome is the average of each 
tree result. The trees are built from sampling with replace-
ment the training data set. During the tree construction, 
when dividing each node, the best division is selected from 
a random features subset. These two sources of randomness 
reduce the global estimator variance. In fact, one can find 
that decision trees alone usually present high variance and 
overfitting, while the randomness introduced in RFR induce 
uncorrelated errors in the predictions of each individual tree 

that cancel each other when averaging to obtain the final 
result. Random forests accomplish a variance decrease at 
the cost of increasing bias in some cases. Nevertheless, 
this reduction is significant, obtaining as a result a better 
model (Breiman 1998, 2001; Geurts et al. 2006).

This method has been used in some software applications 
such as Xbox Connect by Microsoft (Shotton et al. 2011). 
Random forest methods are rarely seen in wind applications; 
some exceptions are the use of random forest classifiers to 
predict blade icing (Zhang et al. 2018) and wind turbine 
stoppages (Leahy et al. 2017), and RFR in meteorology pre-
dictions (Alonzo et al. 2017).

Results and analysis

In this section, the model results are validated by compar-
ing them with those obtained using CFD simulations. The 
comparison is made in terms of the wind magnitude and 
direction. The ML model has been trained with a subset of 
193 events, chosen as described in “The mesoscale simula-
tions”. The error metrics are calculated using 80 random 
events not included in the training set. For an event to be 
used for validation, the wind speed at the surface level at the 
center of the domain should be greater than 2 m/s, as slower 
speeds as considered as calm, consistently with the criterion 
used in “The mesoscale simulations”.

We analyze next in this section the results for the model 
that uses SVM among the several ML methods outlined in 
“Supervised learning methods”. Figures 6, 7 and 8 illustrate 
the performance of the model for three typical wind patterns 
in the region, with incoming wind directions WNW, SSE 
and NNW (see Fig. 2 for the windrose). Each figure shows 
the wind-speed magnitude of the corresponding feature (i.e. 
the mesoscale result), the true value (i.e. the CFD result) and 
the prediction (i.e. the result of the ML model). All three 
representations are at the lowest level (� = 0) of the auxiliary 
mesh. Although there is room for improvement, particularly 
in some areas of this complex orography, the general wind 
patterns are well reconstructed by the ML model given the 
relatively few points extracted from the mesoscale model.

To quantify the errors of the ML model with respect to 
the true (CFD) value, Fig. 9 shows the mean wind speed 
absolute error for the test events, displayed on the auxiliary 
mesh at different heights. As it is to be expected, the errors 
are larger near the ground (� = 0), due to the complexity 
of the terrain and its influence on the formation of local 
wind patterns. As we move away from the surface, the wind 
patterns exhibit less spatial variability, and the relationship 
between features and targets becomes simpler, resulting in 
smaller errors.

We estimate the Probability Density Functions (PDF) of 
the error from the finite data sample at the auxiliary-mesh 
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Fig. 6  Results from the SVM model for a WNW wind: mesoscale, CFD-calculated and SVM-predicted wind-speed at � = 0

Fig. 7  Results from the SVM model for a SSE wind: mesoscale, CFD-calculated and SVM-predicted wind-speed at � = 0

Fig. 8  Results from the SVM model for a NNW wind: mesoscale, CFD-calculated and SVM-predicted wind-speed at � = 0
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points using Kernel Density Estimation (KDE) (Rosenblatt 
1956). The errors in wind magnitude and direction at all 
three � levels in the auxiliary mesh are shown in Fig. 10. 
The mean, median and 85% quantile of these errors are 
reported in Tables 1 and 2.

The influence of height on the error is apparent from 
this analysis, with errors in both velocity magnitude and 
direction being greater at the lower levels. Because wind 
at the lowest level is the most difficult to predict, we will 
present results only for this level in the rest of this paper.

We next report the computing times required for model 
building (viz NWP simulations, CFD simulations and 
ML model training) and model usage. All CPU times are 
reported as core-hours on an Intel i7-6800k CPU.

Fig. 9  Absolute error in mean wind velocity magnitude at several � levels in the auxiliary mesh; baseline model (SVM)

Fig. 10  Error density plots at the three � levels in the auxiliary mesh

Table 1  Mean, median and 85% quantile of the absolute error in wind 
velocity magnitude at all three � levels in the auxiliary mesh; baseline 
model (SVM)

Absolute wind velocity magnitude error [m/s]

� Level Mean Median 85% Quantile

1 1.00 0.71 1.85
0.5 1.29 0.85 2.33
0 1.97 1.26 3.64

Table 2  Mean, median and 85% quantile of the absolute error in wind 
direction at all three � levels in the auxiliary mesh; baseline model 
(SVM)

Wind direction error [ ◦]

� Level Mean Median 85% Quantile

1 7.7 2.9 11.6
0.5 12.1 5.8 20.9
0 44.2 23.4 103.0
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The calculation of each hourly event with the NWP 
mesoscale model on the four nested domains took 
0.25 core-hours. The mesoscale simulation of one full 
year, or 8760 events, required a total of 2070 core-hours.

Each CFD simulation of an event took around 4 core-
hours, thus requiring 1230 core-hours to simulate all 273 
events in the training and test sets.

For the ML models, the most expensive step was tun-
ing the model and testing among 15,000 hyperparameter 
sets in a four-fold cross-validation. The number of hyper-
parameter sets tested was chosen to ensure a trade-off 
between a large size for a proper hyperparameter space 
exploration and the available computing resources. Model 
tuning and testing required 540 core-hours.

As for the use of the model once it is tuned and trained, 
it takes about 20 s to predict the wind data at all the points 
in the auxiliary mesh. This can be compared to 4 core-
hours for the CFD simulation, which means a speedup 
factor of 720. For a practical application, the CFD mesh 
would likely be finer, which would imply an increase in 
the computational cost of CFD; meanwhile, the cost of the 
ML model would be the same (as long as the number of 
points in the auxiliary mesh is also the same; otherwise, it 
would increase linearly); thus the speedup would be even 
greater for finer meshes.

Discussion

In this section, we further examine the proposed model by 
investigating the influence of the features used for training, 
the number of samples and the ML method used.

Feature extension

In ML terminology, features are the data used as input for 
the model. In our baseline SVM model presented above, the 
only features used for the ML model were the mesoscale 
velocity components interpolated onto the auxiliary mesh. 
Here we examine the effect on the model performance of 
the inclusion of additional features, as it is expected that 
increasing the overall information used to train the model 
should increase the quality of its output. To do so, we addi-
tionally include as features the velocity values at additional, 
singular points that are characteristic of the local orography, 
such as ridges or thalwegs. A point is considered in a ridge 
or thalweg if its altitude is greater or smaller, respectively, 
than that of at least 85% of its neighbors in the auxiliary 
mesh. The location of these singular points is represented 
in Fig. 11. In this paper, we term the use of these additional 
features feature extension; models that use feature extension 
are labeled by adding _FE to the model name.

The R2 values increase from 0.596 (without feature exten-
sion) to 0.654 (with feature extension), for the East-West 
component of the velocity; and from 0.726 (without feature 
extension) to 0.767 (with feature extension), for the North-
South component. Moreover, Tables 3 and 4 show a decrease 
in the errors in both wind magnitude and direction when 
feature extension is used.

Regarding computational effort, as the model complex-
ity increases so does the time required to retrieve data from 
the model, from 20 s for the SVM model to 50 s for the 
SVM_FE one. Tuning the SVM_FE model is also more 
expensive, as it requires 1350 core-hours, compared to 540 
for the SVM model (in both cases with 15,000 hyperparam-
eter sets and a four-fold cross-validation). This increase in 

Fig. 11  Contours of surface height. Red points indicate the character-
izing points (ridges or thalwegs) that we select as feature extensions

Table 3  Mean, median and 85% quantile of the absolute error in wind 
velocity magnitude at � = 0

Baseline (SVM) and feature-extended (SVM_FE) models

Absolute error in wind velocity magnitude [m/s]

Model V2 Mean Median 85% Quantile

SVM 1.97 1.26 3.64
SVM_FE 1.81 1.22 3.29

Table 4  Mean, median and 85% quantile of the error in wind direc-
tion at � = 0

Baseline (SVM) and feature-extended (SVM_FE) models

Error in wind direction [ ◦]

Model Mean Median 85% Quantile

SVM 44.2 23.4 103.0
SVM_FE 40.6 21.1 92.0
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the model accuracy at the expense of complexity results in 
a decreased overall speedup for the ML model compared to 
CFD, from 720 (SVM) to 290 (SVM_FE).

Effect of the number of samples

The number of samples used to train the ML model influ-
ences its accuracy, as well as the computational effort 
required for training. The effect of the number of training 
data on the results has been studied for the feature-extended 
SVM model (SVM_FE), using alternatively 50, 100, 150 
and 193 events for training.

The R2 value obtained for the horizontal velocity com-
ponents as a function of the number of samples used for 
training is presented in Fig. 12. An increase in the number of 
samples results in an improvement in the quality of the ML 
model. As shown, for the SVM_FE model the independence 
of the results from the number of samples is not yet achieved 
(whereas for the baseline SVM model it was achieved for 
150 samples); therefore the use of a larger CFD data set to 
train the ML model would be expected to further increase 
the quality of the predictions. Tables 5 and 6 show the errors 
in velocity magnitude and direction for each case.

The increase in the number of samples has also an influ-
ence on the computational effort required for training the 
ML model. The training time for the feature-extended 
SVM_FE model (in the same conditions as described in 
previous sections) increased fourfold, from 400 core-hours 
for 50 training samples to 1350 core-hours for 193 training 
samples. The resulting model also takes longer to make pre-
dictions, from 25 s for the model trained with 50 samples to 
50 s for the model trained with 193 samples.

Alternative ML models

The four supervised learning methods introduced in “Super-
vised learning methods” have been tested as the ML com-
ponent of the proposed model: SGD, KNn and RFR, in 
addition to the SVM method presented so far. The results 
of these four ML techniques are now compared, using the 
extended feature set (_FE) and 193 samples for training. 
For a fairer comparison, we chose to use roughly the same 
amount of computing time for tuning each model. For RFR, 
this implies a thinner exploration of the hyperparameter 
space, resulting in two orders of magnitude less sets of 
hyperparameters being tested for RFR than for the other 
three ML methods. This should be taken into consideration 
while evaluating the following results.

Figure 13 shows the mean absolute error for the velocity 
magnitude at each point in the lowest � level in the auxiliary 
mesh ( � = 0, or 10 m above the ground). The spatial distri-
bution of the error is similar for all the ML methods studied, 
although the RFR model results in larger mean errors. RFR 
also results in an increased randomness in the geographical 
distribution of this error compared to the other three ML 
methods, for which the mean errors vary smoothly and tend 
to correlate with the orography.

The error density plot for both wind magnitude and 
direction is compared in Fig. 14 for the different ML meth-
ods. Tables 7 and 8 show their mean, median and 85% 
quantile. In terms of velocity magnitude, we see rather 
similar results for the SGD_FE, SVM_FE and KNn_FE 

Fig. 12  R2 values for different sizes of the training data set

Table 5  Mean, median and 85% quantile of the absolute error wind 
velocity magnitude at � = 0 for several number of training samples; 
feature-extended (SVM_FE) model

Absolute error in wind velocity magnitude [m/s]

# Samples Mean Median 85% Quantile

50 2.08 1.39 3.77
100 2.02 1.35 3.65
150 1.90 1.26 3.47
193 1.81 1.22 3.29

Table 6  Mean, median and 85% quantile of the error in wind direc-
tion at � = 0 for several number of training samples; feature-extended 
(SVM_FE) model

Error in wind direction [ ◦]

# Samples Mean Median 85% Quantile

50 44.6 24.9 101.6
100 43.2 23.3 98.9
150 41.8 22.3 94.6
193 40.6 21.1 92.0
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models (with a slightly better performance of SVM_FE), 
while RFR provides the worst results. For wind direction, 
again the SGD_FE, SVM_FE and KNn_FE models show 
similar results (in this case, KNn slightly outperforms 
the other two), while RFR_FE shows larger error values. 
This relatively poorer behavior of RFR_FE method when 
compared with SV_FEM has already been pointed out by 
Richmond et al. (2020) for related applications.

The computational effort for training is similar for the 
SVM_FE and KNn_FE methods (1350 and 1400 core-
hours, respectively). The prediction times are nearly 
half for KNn_FE (30 s) compared with SVM_FE (50 s). 
SGD_FE more than doubles the computational effort of 
SVM_FE for training (2900 core-hours), and has an inter-
mediate prediction cost (40 s). For the RFR_FE method, 
the computational cost is two orders of magnitude greater 
for training and one order of magnitude greater for pre-
dicting. For this reason, only 600 sets of hyperparameters 
were tested for RFR_FE (compared with 15,000 for the 
other methods), with a two-fold cross-validation; this is 
a possible reason for the comparatively inferior perfor-
mance of the RFR_FE method. The resulting RFR_FE 

model requires 1560 core-hours for training and 230 s for 
prediction.

Conclusions

In this work, we have modeled wind flow over a wide, 
complex terrain using four supervised ML techniques 
(SGD, SVM, KNn, RFR). The goal was to achieve CFD-
like resolution with the relatively modest computational 
effort of NWP methods. To achieve this goal, the output 
from NWP simulations was mapped through one of these 
ML techniques to more detailed CFD results for the region 
of interest. The present approach combines, in a novel way, 
meteorological and high detailed wind simulations, allow-
ing fast predictions of wind patterns that can be used for 
multiple applications (e.g. wind power production, wild-
fire propagation prediction, urban comfort). Other novel-
ties presented in this work include the method for sample 
selection, and the use of additional model features (fea-
ture extension) to increase accuracy. Compared to the pub-
lished literature, the present work addresses the modeling 

Fig. 13  Absolute error in mean 
wind velocity magnitude at 
� = 0 in the auxiliary mesh; 
feature-extended (_FE) models
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of a real, complex orography (viz. a mountain range), and 
a large extension of the simulated domain.

The proposed models are an excellent trade-off between 
computational cost and result quality. Speedup factors 
of about 290 with respect CFD calculations have been 
achieved even for a relatively coarse CFD mesh; much 
larger speedup factors can be expected for finer (and thus 
more precise) CFD meshes. The largest errors in wind pre-
diction occur at the lowest grid levels, due to the complex 
terrain and wind patterns in this region. For the baseline 
model, which uses SVM as the ML technique, a mean 
absolute error of 1.97 m/s for wind speed and 44.2◦ for 
wind direction is obtained. The model results are improved 
when the features included in the model are extended 
to include wind at thalwegs and peaks; such inclusion 
provides a better description of the weather patterns in 
the region. All tested models obtained similar results in 
terms of quality; however, RFR exhibited a slightly worse 
performance with mean absolute errors 0.3 m/s and 5 ◦ 
greater than the others. As a general trend, SVM is found 
to slightly outperform the other techniques, while KNn is 
the best in predicting wind direction. For the SVM model, 
a decrease in the mean absolute error of 0.2 m/s and 4 ◦ is 
achieved with feature extension (SVM_FE), compared to 
SVM without feature extension. The effect of the number 
of training samples is evaluated and a clear relationship 
between increasing amounts of training data and result 
quality is found.

A subset of hourly events must be selected for training the 
ML method, because the annual number of hourly events, 
8760 events, is too large for detailed CFD calculations. A 
method for selecting the training events has been proposed 
in this work; other selection processes and their influence in 
the quality of the results should be explored as future work. 
The use of Reduced Order Models to identify the most repre-
sentative events in a year would be a good starting point for 
future research into the optimization of the selection process. 
As stated in Vinuesa and Brunton (2021), ML has a great 
potential to enhance the resolution of fluid flow related prob-
lems. Hence, another approach worth exploring is the treat-
ment of the event selection problem as a pattern recognition 

Fig. 14  KDE error plots for � = 0; feature-extended models (SGD_
FE, SVM_FE, KNn_FE, RFR_FE)

Table 7  Mean, median and 85% quantile of the absolute error in wind 
velocity magnitude at � = 0; feature-extended models (SGD_FE, 
SVM_FE, KNn_FE, RFR_FE)

Absolute error in wind velocity magnitude [m/s]

Model Mean Median 85% Quantile

SGD_FE 1.88 1.25 3.47
SVM_FE 1.81 1.22 3.29
KNn_FE 1.89 1.31 3.48
RFR_FE 2.08 1.41 3.89

Table 8  Mean, median and 85% quantile of the error in wind direc-
tion at � = 0; feature-extended models (SGD_FE, SVM_FE, KNn_
FE, RFR_FE)

Error in wind direction [ ◦]

Model Mean Median 85% Quantile

SGD_FE 42.3 23.0 95.7
SVM_FE 40.6 21.1 92.0
KNn_FE 39.6 19.0 92.9
RFR_FE 45.3 26.0 101.1
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one, using Convolutional Neural Networks or Generative 
Adversarial Networks.
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