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Introduction

No beings, except men, marvel
at their own existence; for all
animals it is something that is
intuited for itself, nobody pays
attention to it.

Arthur Schopenhauer

Once, I was explaining my research topic to someone completely unfamiliar with
it. He provided me with the best example to introduce it. The conversation started
with him asking: «Do you ski?» «No, I just tried once in my life, pretty recently.» «Ok,
then you cannot understand. When you have skied for a long time, like me, you no
longer perceive the skis as a tool, they are part of your body. You adapt your move-
ments and your way of interacting with the environment according to the ’new shape’
of your body. You modulate your body schema automatically!»
«Well, I can understand what you mean because I got the opposite experience: I
could perceive the skis as a tool, and I was very aware of the fact that I needed to
adapt my movements to the ’new shape’ of my body. I had to learn a new way to
turn, stop, and even stand! This was the worst part, considering my poor balance
skills.» Now this example has to be applied to the teleoperation domain. Removing
physical distances and experiencing remote events in real time is one of the big chal-
lenges in modern society. Telecommunication, teleoperation, and telepresence are
becoming mainstream terms and generally expected achievements. Telecommunica-
tion is a branch of technology aiming at finding solutions to exchange information
over distance [43, 66, 130]. Teleoperation is a specific sector of telecommunication,
defined as remote control of a device or machine [2, 99, 159]. Finally, the concept
of telepresence is deeply related to the previous two: It refers to the feeling of being
in another location than one’s physical body [49, 80, 269]. Nowadays, telepresence
has been achieved in several ways; one example is by transferring sensory feedback
using remote cameras and microphones to a user, usually through a Head Mounted
Display (HMD) and a (stereo) headset. Including other sensory modalities other than
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vision and audition can improve the user experience [257]. There are several ways
to increase the operators’ engagement and immersion, namely to completely absorb
the operators’ attention and their physical experience. An example is haptic feedback,
which can be provided by devices and sensors attached to the user that respond to
the information and signals collected from the remote environment. These signals can
come from sensors that are part of a robotics platform, or from the input provided to
a virtual avatar interacting with a Virtual Reality (VR) environment. Telepresence sys-
tems have been applied in several contexts: remote inspection, education, machine
operation, explosive ordnance disposal, and entertainment. However, due to the cur-
rent state-of-the-art of the technology, setups mostly focus on rendering vision and
audition, and they do not focus on a design that could optimize the other senses. Tac-
tile feedback, for example, is limited by the current haptic devices and sensors aimed
at rendering this sense. These devices usually provide vibration as feedback, and
cannot realistically reproduce textures. In Human-Computer Interaction, one of the
current solutions is the mixed reality approach [239], which represents a mixture of
Augmented Reality (AR) and VR. It is characterized by the combination of real world
elements and the virtual reality environment to provide more realistic haptic feedback
to the user. However, this cannot represent a definite solution if we are looking for a
full immersive experience in the remote environment.

This work aims to enhance the teleoperation experience by building a Sense of
Embodiment (SoE) in humans. SoE refers to the process of developing a sense of own-
ership (feeling of self-attribution), a trustworthy sense of agency (feeling of control),
and a sense of self-location (the perception of being located in a volume of space) over
a surrogate that could be represented by a mannequin, a robotic or virtual avatar. In
this research, we focus on remote avatars controlled through the teleoperation setup
[76, 82, 132, 160, 246] (see Figure 1.1 for a general representation of the architec-
ture of a teleoperation system and three sample applications). As reported in [189],
the term avatar lacks a standard definition. In this thesis, the term remote avatar
refers to the surrogate operated by the user, which could be a virtual embodied agent
or a robotic device. By leveraging theoretical frameworks and methodologies from
multiple disciplines such as robotics, cognitive science, and neuroscience, we address
the limitations encountered in designing a teleoperation setup aimed at achieving
a high level of embodiment; limitations such as the haptic feedback rendering, the
optimization of the perceptual cues, and reliable measures of embodiment.

In this thesis we address 11 main research questions to investigate and explore the
role of the SoE in teleoperation. SoE has been studied originally and extensively using
the paradigm of the Rubber Hand illusion (RHI) ([29]). The Rubber Hand illusion
is a perceptual illusion in which individuals experience a fake model hand as being
part of their own body: a sense of ownership is created. To do that, the experimenter
provides simultaneous tactile stimulation to both the real and fake hand. Finally,
the experimenter introduces a threat (e.g., stabbing the fake hand with a knife or
hitting it with a hammer) to break the illusion and record the participants’ reaction.
If the illusion happens, the participants will be scared by the threat. The Rubber
Hand illusion demonstrates that the combination of visual and tactile signals strongly
influences the subjective experience of body ownership. Since the original Rubber



1

Introduction | 9

Figure 1.1: Schematic and general representation of an architecture of a teleoperation system,
and three possible application scenarios.

Hand illusion studies, numerous studies have found that it is possible to induce a
strong SoE over virtual and real extracorporeal objects such as fake limbs, robotic
hands and arms, mannequins, virtual bodies and even empty volumes of space and
invisible bodies ([42, 105, 140, 255]). These objects include ones that, in contrast to
the original paradigm, can be controlled by the user, such as is the case in telerobotics.
Although the importance of the SoE is acknowledged, there is no standard framework
to test (checking the SoE levels in a task), measure (reliably addressing and collecting
information coming from the SoE manipulation), and assess it (evaluating the quality
and level of the SoE). Results are difficult to replicate and compare across studies.
In the literature, we can find a large variability among the experimental setups, the
method used to induce the embodiment experience, the quantification of its effects,
and the experimental design and data analysis [212]. Moreover, we argue that the
design of a teleoperation system or an embodiment experience could benefit from a
standard procedure to assess them both in the development phase and also in the
implementation tests. Therefore, we investigate:

1. How can we define a standard framework or guidelines to design a teleoper-
ation setup aimed at optimizing the embodiment experience of the operator?

The optimization of the embodiment experience brings us to the introduction of
another concept that we define as the mediator, which refers to the level of perception
of the setup or control pod, and the distance that they create between the operator
and the avatar, by reducing engagement and immersion. In an ideal SoE experience,
the mediator perception should be null. This concept is particularly important when
we investigate the phenomenon of SoE in relation to teleoperation, due to the mul-
tisensory integration and perceptual cues affected by the use of the setup to control
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the remote avatar.

2. To what extent does the perception of the mediator affect the SoE experi-
ence and task performance? Does this concept play an important role in the
teleoperation applications?

The most common methods for quantifying the strength of the embodiment ex-
perience includes subjective self-reports assessed with questionnaires or interviews
(explicit measures), and measures of the perceived position of the own hand, physi-
ological measures, or task performance (implicit measures) [76, 212]. In RHI ques-
tionnaires, subjective experiences relating to the sense of ownership over the artificial
hand, the sense of agency over movements of the artificial hand, and the sense of
self-location are typically rated on a Likert scale [29, 198]. Verbal or behavioural
judgments about the own hand’s location usually reveal a systematic mislocation of
the unseen own hand towards the artificial hand, a phenomenon commonly referred
to as proprioceptive drift [127, 214]. Physiological measures reveal an arousal re-
sponse to emotional stimuli [69, 75]. The current state-of-the-art presents lots of
variability concerning the adopted measures. The research field, the context of ap-
plication, and the setup can affect the choice and combination of those. Previous
findings [212] show that the unconscious experience of embodiment, measured by
implicit measures, appears to be more consistent among participants and to reflect an
immersion that is not consciously perceived by the individuals, and therefore it is not
reflected in the explicit measures. Collecting proprioceptive information from the par-
ticipants seems to be the current most effective way to measure and assess the SoE. It
is necessary to incorporate more informative and less noisy implicit and explicit mea-
sures, and use neuroscientific evidence to build a stronger theoretical understanding
of SoE. This could explain how our brain works in experiencing the remote environ-
ment through the mediator filter, starting from the source of our behaviour instead of
just looking at the effects. This triggered our curiosity to explore:

3. What different pieces of information about the embodiment are revealed,
respectively, by the explicit and implicit measures?

4. Can the current embodiment measures disentangle the embodiment compo-
nents?

The interest in designing and measuring embodiment is carried by one goal: im-
plementing systems that enhance a telepresence experience beyond the feeling of
being present at a remote location, by transporting both the functional and social
self of the user [257]. The SoE and the multisensory integration of the perceptual
cues become two relevant points to address in the design of a telepresence experi-
ence [74, 76]. In [246], the authors discuss two cognitive models that are currently
used to describe the sensory processes underlying embodiment. One model builds
on Bayesian perceptual learning ([11]), and postulates that multisensory brain areas,
such as the premotor cortex and posterior parietal cortex ([70, 71]), integrate sig-
nals from different modalities that co-occur with a high probability in near-personal
space ([71, 166]). Two perceptions from different modalities are ’bound’ when they
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co-occur with a high probability. For example, in a RHI setup, if participants observe
the fake hand being touched by a brush in the same position as they feel their real
hand being touched, they incorporate this into their bodily representation and expect
new visual feedback to co-occur with coherent tactile feedback as well. According to
this theory, the perceptual cues interact and influence each other. This means that
the manipulation of one cue changes the perception of the other cues involved in the
experience and, as a consequence, affects the SoE.
Another neuroscientific framework to understand SoE is the predictive encoding the-
ory ([85, 86, 117]). In contrast with the Bayesian perceptual learning process, pre-
dictive encoding postulates that the brain produces models at each level of perceptual
and cognitive processing to predict what information it should receive from the level
below it (i.e., top-down). Then, the brain compares the bottom-up sensory infor-
mation with the predictions from the model. The discrepancies between both (the
prediction errors) are the only elements that are passed to higher levels, where they
are used to update the model or resolved by activating a different model. Both these
actions (model updates and activation) are aimed at minimizing or suppressing pre-
diction errors at a lower level ([86, 87]). This theory relates to the SoE in the sense
that a high error is associated with a low SoE ([9]). According to this theory, the
model can update each perceptual cue individually and there is no interaction ef-
fect among the cues. The manipulation of the perceptual cues consists of affecting
the multi-sensory integration of external stimuli obtained through the control of an
avatar in order to increase or decrease the level of embodiment of the operator. This
manipulation can be obtained by changing the field or point of view of the camera
used in the surrogate cockpit, by activating or deactivating the tactile feedback, or
by choosing a certain haptic device rather than another. The effect of the manipula-
tion of the perceptual cues on the SoE remains still uncertain. Moreover, it is unclear
how the manipulation of the SoE is reflected in task performance. This brought us to
formulate the following research questions:

5. To what extent do perceptual cues affect the SoE components and task perfor-
mance? Can we rank them in order of importance? And is the order consistent
over the different SoE components and task performance?

6. Are there interaction effects between the perceptual cues? Is a simple addi-
tive model sufficient or do we need a more complex model to test the effect of
the perceptual cues together?

7. How are SoE and task performance related?

Starting from the literature, it is assumed that different levels of SoE through an
avatar, obtained by the manipulation of several perceptual cues, would have had an
effect on the task performance. In cases in which operators feel strongly embodied,
task performance would improve compared to situations in which the embodiment
level is low [167, 217, 220, 262]. However, these results do not necessarily general-
ize to teleoperation, since they are mostly limited to VR studies, or they are conducted
in the prosthetic field with participants who experienced an upper limb loss; another
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aspect is that they usually focus on cognitive performance and not on motor perfor-
mance. Moreover, there is still a debate if high SoE really leads to better performance.
The effect of SoE on task performance has not been widely replicated and there are
also studies that found no effect or just different advantages in manipulating certain
perceptual cues [62, 74, 101, 137]. Differences in motor learning can be an alter-
native explanation for the inconsistent results. Motor learning can be defined as any
experience-dependent improvement in performance [142]. Explicit and implicit pro-
cesses both contribute to how we learn new motor skills. Implicit adaptation serves to
maintain motor performance in a fluctuating environment through a sensory predic-
tion error-driven learning mechanism. Discrete sequence learning tasks reveal how
we anticipate temporal regularities in the environment, but are not likely good mod-
els for skilled continuous sequential actions [171]. Many skills, like riding a bicycle,
cannot be assembled from pre-existing skills and require building a new control pol-
icy. The same applies to the manipulation of a robotic avatar or device. The quality
of movement execution can be improved through practice. The human operators are
required to re-calibrate their body schema, namely the sensorimotor representations
of the body that guide actions [60], considering the setup that mediates between their
own body and the robotic surrogate in the remote environment. This implies that hu-
man operators need to build a new control to perform actions that they already know
how to perform with their own bodies:

8. What is the effect of SoE on task performance in a perceptual-motor task?

9. What is the effect of SoE on the asymptote of the learning curve (i.e. the
performance level after the learning curve reached a plateau) in a perceptual
motor task?

Guided by the curiosity to get a full exploration of this complex concept of embod-
iment, we investigate the mind of the operators, and to also explore the recipient
experience. In fact, a teleoperation scenario can involve two main users: the opera-
tor, who controls the avatar, and the recipient, who interacts with the avatar in the
remote environment. We decided to approach this topic from a classic Human Com-
puter Interaction (HCI) perspective. Many HCI researchers aim to create an ‘artificial
social entity’ that is as human-like as possible, in both the (non-)verbal behaviour it
exhibits and in the way its body looks. The term artificial social entities can cover a
broad spectrum of technical artifacts, ranging from chatbots to virtual characters to
physical social robots. Our interest focused on:

10. What enhances the telepresence perception of a social entity?

11. To what extent does the way in which the body and the mind of the operator
are transferred to the remote avatar play a role in the recipient’s experience and
interaction?

Overall, the aim of our research is to use a multidisciplinary approach to improve
our understanding of SoE and its relation to teleoperation. Based on the literature,
we predicted an initial model that could represent the relation between SoE and tele-
operation (see Figure 1.2), with the aim of updating it and include the new gain
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knowledge that we got at each step of the investigation. Initially, we described a
process in which the stimuli from the remote environment are shaped by some per-
ceptual cues (which were not well specified), that are integrated by the operators
and that indistinctly affect the embodiment components. The sum of the levels of
these components, dependent on the integration of the perceptual cues, gives the
level of embodiment, that is positive correlated to task performance. In the Discus-
sion chapter, we present the final updated model (see Figure 8.1), which represents
our conclusions from this collection of studies.
Another goal is to start to build theoretical frameworks based on empirical evidence.
We should define what we empirically observe to describe and understand it, share
the knowledge, compare the observations, generalize the phenomena, and build new
knowledge on previous research. This allows us to test, measure, and categorize SoE
on a common basis, and to apply this knowledge to the new society based on telecom-
munication. The interest in telepresence systems has strongly increased over the past
years, and the global Covid-19 pandemic, resulting in restrictions on traveling and so-
cial interaction, has provided an additional boost. The current necessity is to ground
the current knowledge about embodiment, to allow its manipulation and to transpose
it to the engineer dimension, to implement those concepts and findings in teleoper-
ation systems. Finally, the next crucial step would be to integrate those systems in
the modern society and make them accessible to everyone. Our final research goal
would be to pursue the objective of multi-disciplines integration, and an integration
between research and real-world applications in the society.

The next chapters will provide a global picture of what we know and, especially,
about what we still need to investigate. Following the above presented research ques-
tions, Chapter 2 introduces the main concepts related to the Sense of Embodiment,
its components, its relation to teleoperation, how to test and measure it, the concept
of the mediator, and the state of the art (RQ1 and 2). The main purpose is to present
a toolbox to achieve, based of the literature and practical examples, the desired SoE
while designing and implementing teleoperation systems. The contents of this chap-
ter are published in [76]. Chapter 3 concerns a topic when coming to embodiment:
its assessment. It introduces the difference between explicit and implicit measures,
and it provides an overview on the most commonly used assessment measures and
some new approaches that we propose (RQ 3 and 4). The content of this chapter
is based on a collection of publications [75, 78]. Chapter 4 presents a study that we
realized to define and rank the effect of the most relevant (according to the literature)
perceptual cues that affect the embodiment components and task performance (RQ
5, 6, and 7). Perceptual cues are fundamental to manipulate SoE, and their under-
standing is crucial while realizing a teleoperation system. The content of this chapter
is published in [74]. Chapter 5 investigates the effect of SoE on task performance
in teleoperation scenarios (RQ 8 and 9), going beyond the current literature mainly
focused on prosthetic. Most of the contents of this chapter are collected in a paper
that is now being peer reviewed. In the last chapters of this thesis, we will approach
embodiment from different perspectives, trying to observe how the complexity of this
phenomenon was recognized in several other fields. Chapter 6 explores the experi-
ence of the recipient. We present a reverse study on embodiment, in which we built a
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Multimodal EchoBorg (MEB) system to try to observe from the inside what it means
to be a remote avatar (RQ 10 and 11). The contents reported in this chapter are
published in [77]. Chapter 7 presents a dissertation to address the concept of embod-
iment from different disciplines, focusing on the Phenomenology of Perception of the
philosopher Merleau-Ponty, with a look at the technology perspective and the possible
implications on the society. This work is still unpublished. Finally, there is a chapter
dedicated to the General Discussion and Conclusions, to elaborate on and summarize
all the previous presented material.

Figure 1.2: The figure represents an architecture of the predicted initial model of the Sense of
Embodiment in teleoperation.
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Sense of Embodiment in Teleoperation
Applications

Design is intelligence made
visible.

Alina Wheeler

Abstract

We present a literature review and a toolbox to help the reader find the best method to
design for and assess the Sense of Embodiment (SoE) in several application scenarios.
The main examples are based on teleoperation applications, due to the challenges
that these applications present. The three components of the embodiment that we
consider to describe the SoE are the sense of ownership, the sense of agency, and the
sense of self-location. We relate each embodiment component to the most often used
assessment measures, test tasks, and application scenarios. The toolbox is built to
efficiently design, test, and assess an embodiment experience, following 7 concrete
steps. We provide four main contributions: 1) a literature review of the assessment
measures and strategies used to measure the SoE; 2) a systematic categorization of
the SoE measures; 3) a categorization of the main test tasks used in SoE assessment.
These three contributions were used to arrive at the fourth one, namely 4) a toolbox
consisting of 7 steps as guidance to design SoE. We included several examples and
tables to guide the user step by step through the design of an embodiment experience.
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2.1 Designing the Sense of Embodiment: A Review and Toolbox

The Sense of Embodiment (SoE) can be defined as the experience in which the exter-
nal body, body part or object (such as a rubber hand, a mannequin, a robotic device or
a virtual avatar) is perceived as their own [132]. Throughout the rest of this chapter,
we will refer to the external body or part of it as surrogate, while the term operator will
be used to refer to the person who goes through an embodiment experience over a
surrogate. SoE lacks a standard definition, compared to the most used and acknowl-
edged definitions [61, 132, 160, 175], we highlight that SoE has a subjective and
objective component. The subjective component is related to the individual update
of the level of embodiment that everyone performs intrinsically and unconsciously,
mostly on the basis of perceptual cues. The objective one concerns the parameters
of the system or the experience (such as the setup, the context, and the tasks) that
can be manipulated in order to increase or decrease the SoE. This is strictly related to
the concept of the mediator that we previously introduced. The mediator represents
the level of perception of the setup, of motor adaptation to it, and of transparancy
between, using the telerobotics lexicon, the primary (the controller) and the replica
(the remote avatar or device) as perceived by the operator. Ideally, if the teleopera-
tion system allows one to achieve a high level of SoE, the perception of the setup as a
mediator between the operator and the avatar is low. The aim is to completely cancel
the mediator perception, to create a one-to-one perception of the avatar. This means
that the body schema of the operator is completely updated and the avatar becomes
the new body.

The guidance provided in this study is applicable to different embodiment experi-
ences and virtual reality (VR) setups. However, there will be a focus on teleoperation,
since it offers the most difficult challenges for designers and developers.

Although the importance of the SoE in the previously cited fields is acknowledged,
there is no standard framework to test, measure, and assess it. Results are difficult to
replicate and compare across studies. Moreover, we argue that the design of a teleop-
eration system or an embodiment experience could benefit from a standard procedure
to assess them both in the developing phase and also in the after-implementation
tests. Therefore, we provide a literature review and a toolbox to guide the reader in
designing, testing, and assessing the SoE in a system.

In this respect, our work is comparable to previous reviews, but it has some sig-
nificant differences [100, 132, 246]. In [132], the authors present a literature review
of the structure, measures, experimental manipulations, and challenges related to the
SoE with a virtual body in a virtual immersive environment, but not in other applica-
tions such as teleoperation in a real environment. The authors define the SoE using
the same components considered in this work. These same components are consid-
ered in [246], in which the authors focus only on telerobotics; they also provide a set
of guidelines for applying the SoE in telerobotics, identifying some important chal-
lenges and research topics. Eventually, [100] focuses only on virtual bodies, and the
aim of the authors is to define a standard questionnaire to assess SoE. The authors
present a literature review of the most commonly used questionnaires and the SoE
structure described by more components than those considered in this work. In par-
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ticular, they include the tactile sensation, the external appearance, and the response
to external stimuli. We consider these additional components as part of the sense of
ownership, following the research lines of [132] and [246]. Our work considers both
the SoE in virtual bodies and telerobotics. In addition, we provide the reader with a
toolbox for designing, testing, and assessing the SoE in a teleoperation system or in
an embodiment experience. We categorize the most used assessment measures and
relate them to each component of the embodiment, the tasks, and the application
scenarios.

Four reference figures and tables are presented in this chapter. We labelled,
grouped, and categorized the design steps, assessment measures, and perceptual cues
on the basis of the reported literature review:

• Figure 2.1 represents a general guideline to apply the toolbox step by step;

• Figure 2.2 sums up our findings related to the sub-categories of the categorized
assessment measures;

• Table 2.1 associates the perceptual cues considered in this study with the em-
bodiment components that are mostly affected by them;

• Table 2.2 shows if a specific assessment measure is suitable, non-specific, or
unsuitable for each embodiment component.

The chapter is structured as follows: in Section 2.2 we present the methodology
to realize the literature review. Section 2.3 is dedicated to a detailed presentation of
the steps of the SoE toolbox. This section is structured following Figure 2.1. Section
2.3.9 includes our observations on the most used assessment measures and method-
ology, and reports the (dis)advantages for each assessment measure. Section 2.4 is
an overview of the toolbox use and includes two example cases built with the toolbox
application. Finally, in Section 2.5 we list conclusions and recommendations.

2.2 The Methodology

We examined the academic literature to provide a comprehensive review of the as-
sessment measures and tasks that can be used to evaluate and test the SoE and its
three components. After the categorization of the assessment measures and tasks, we
identified if they can be applied to assess and test each single component, multiple
components together, or if the distinction is not clear. The aim is to present a first step
towards an SoE toolbox, associating the embodiment components to the involved sen-
sory factors, the assessment measures, the test tasks, and the considered application
scenarios.

Publications on testing and assessing the SoE and the most commonly used as-
sessment tasks were identified through a systematic literature review. We included
searches from Google Scholar, Elsevier Scopus, IEEE, and Mendeley, from 1991 to
2021 (with a particular focus on papers from 1991 and 2019). The reason for com-
bining the different sources was that Google Scholar is not enough to be used alone
for systematic reviews [98]. The search terms that were used were ‘sense of embod-
iment’, ’embodiment’, ‘ownership’, ’agency’, ’self-location’, ’evaluation’, ’assessment’,
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’measures’, ’metrics’, ’teleoperation’, ’telemanipulation’, ’teleoperation task’, ’teleop-
eration taxonomy’, ’teleoperation toolbox’, ’user case study’, ’VR setup’, ’virtual real-
ity’, ’embodiment experience’, ’avatar’, ’embodiment illusion’, in various combinations
(e.g., adding "and" between the terms or combining them: "teleoperation metrics").
Papers were selected from the domains of engineering, technology, psychology, and
neuroscience. The initial search provided about 10300 results. By limiting our search
to articles in English mostly reporting empirical studies in peer-reviewed journals, and
excluding articles targeting animals and brain injured populations, we obtained 1800
articles. After reviewing the title and abstract of those articles, we excluded those that
did not meet the inclusion criteria reported above. The search was further refined by
adding search terms referring to the perceptual cues, test tasks and assessment cat-
egories (such as ’tactile feedback’, ’visual feedback’, ’questionnaire’, ’proprioceptive
drift’, ’proprioception’, ’skin conductance response’, ’SCR’, ’peg-in-hole’, ’time delay’).
This resulted in 161 articles, which were reviewed in chronological order to under-
stand the evolution of the evaluation metrics, the test tasks, the research aims, the
technical developments, and the related works.

2.3 Toolbox and Guidance: Five Steps to the Sense of Embodiment

In this section, we explain the steps in the toolbox in more detail and provide guidance
on how to complete the steps to design and assess the SoE.

Figure 2.1: Schematic representation of the step-by-step guide to use the toolbox. The first step is
to define the application scenario (step 1) and the embodiment components (step 2a)
and perceptual cues (step 2b). The next step is to define the embodiment experience
through the setup: the surrogate (step 3a) and the control devices (step 3b). Then,
step 4 is to choose a task, or a combination of tasks, to test the system. Finally, in
step 5, the assessment measures and their customization are selected.
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2.3.1 Step 1. Application scenarios

We focus on four application scenarios and their relation with the components of SoE.
These are high level scenarios that illustrate our general recommendations, though
each individual case may have its own considerations.

2.3.1.1 Social

A social scenario refers to the situations in which the operator has to interact with
other individuals in a dynamic and, often, partially unknown environment. In this
scenario, the operated device must enable tasks such as: shaking hands, giving hugs,
making eye contact, expressing gesture, adjusting posture, touching and manipulat-
ing everyday objects, moving around in an apartment, expressing emotions, and dis-
playing other cues relevant in social interaction [31]. Usually, the robotic devices
are humanoid in this application context. For social robotic telepresence, we agree
with [45] in pointing the attention on four main aspects: 1) the mechanical design,
2) the user interface design, 3) the interaction between the surrogate and the op-
erator’s real body and 4) the subjective perception of the telepresence level of the
system. Moreover, both [45] and this work consider the comparison between robotic
and non-robotic systems. For a social scenario the relevant embodiment components
are the sense of ownership, agency, and self-location.

2.3.1.2 Industrial

In industrial scenarios, the environment is usually static and the actions predictable.
The operated device will have to manipulate tools, move objects, and move around
in an environment that is not open air, such as a factory. The environment may not
be human-friendly due to, for instance, high temperature, tiny dimensions, or high
security risks [114]. Examples of tasks in this scenario are maintenance using tools or
robotic arms, and moving large masses. While designing a teleoperation system that
has to perform in an industrial scenario, the focus will be mostly on the performance
and not on the SoE. The operator’s experience refers to a more classical concept of
user experience: efficiency, effectiveness, usability and ease of use [206]. In [247], for
example, the authors present a design methodology to improve the operator’s perfor-
mance and experience in industrial scenarios, introducing the new concept whole-arm
manipulator (WAM). The design goal is that the WAM should be able to control forces
and torques robustly along all of the outer link surfaces. It also refers to the degrees
of freedom for an operator to manipulate any intermediate structure independently
of the end-effector by exploiting redundancy in the kinematics. For an industrial sce-
nario the relevant embodiment components are the sense of agency and self-location.

2.3.1.3 Field

Field scenarios include tasks such as inspection & maintenance [202], and search &
rescue [25] in unstructured environments. Unstructured environments are dynamic
and unpredictable. These kinds of scenario are also called exploratory robotics. The
robotic devices for this scenario are often tracked vehicles or animal shaped with
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multiple legs. In a literature review by [108], the authors compares different compli-
cations that could be encountered while teleoperating in a field scenario. The focus
is on technical issues, such as data transmission, the choice of the setup and mea-
surements. For a field scenario the relevant embodiment components are the sense
of agency and self-location. The sense of ownership can be relevant if the operator
needs to receive multimodal haptic feedback to optimize the teleoperation experience
and to improve the performance.

2.3.1.4 Surgical

Robot-assisted surgery was developed to overcome the limitations of pre-existing min-
imally invasive surgical procedures and to enhance the capabilities of surgeons. The
surgeon uses a direct telemanipulator, or a computer control, to control the device
and the instruments. Another advantage of using robot-assisted surgery is that the
surgeon does not have to be present, leading to the possibility for remote surgery.
In this scenario, tasks of microassembly and microteleoperation are common. The
main challenge is to create a connection and transparency between the macro world
of the operators and the nano world in which they have to tele-operate the system.
Particularly, the focus is on optimizing the motion control in constrained workspaces
[90], and increasing dexterity and degrees of freedom [164] safely. For a surgical
scenario, especially due to the importance of tasks involving hand-eye coordination,
the relevant embodiment components are: the sense of agency and self-location.

2.3.2 Step 2a. The Sense of Embodiment and the embodiment components

Based on [132], we use the term SoE as an overarching construct including the sense
of ownership [144], sense of agency [183, 184], and sense of self-location [12]. Un-
like [100], as we already mentioned, we include the tactile sensation, the external
appearance, and the response to external stimuli, as sub-components of the sense of
ownership. Numerous studies have found that is possible to induce a strong SoE over
virtual and real extracorporeal objects such as fake limbs, robotic hands and arms,
mannequins, virtual bodies and even empty volumes of space and invisible bodies
[42, 105, 140, 255]. While operating a machine remotely, with a high level of SoE,
the operator’s perception of the remote device as mediator decreases [38], increas-
ing the teleoperation system transparency. Starting from this intuition, some studies
try to demonstrate that a high level of SoE can improve teleoperation tasks perfor-
mance [167, 217, 220]. In [246], the authors use the predictive encoding theory
[85, 86, 117] as a neuroscientific framework to interpret and discuss their findings
on how the SoE affects teleoperation performances. The predictive encoding theory
postulates that the brain produces models at each level of perceptual and cognitive
processing to predict what information it should receive from the level below it (i.e.,
top-down). Then, the brain compares the bottom-up sensory information with the
predictions from the model. The discrepancies between both (the prediction errors)
are the only elements that are passed to higher levels, in which they are used to
update the model. The model updates are aimed at minimizing or suppressing pre-
diction errors at a lower level. This theory can be applied to the SoE in the sense
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that the brain effectively updates the body model in a bottom-up way by minimizing
prediction errors between its top-down predictions and actual sensory events. The
predictive encoding framework allows to interpret and discuss data on embodiment
experiments and to make predictions for embodiment effects in telerobotics. More-
over, in [246], the authors present four premises on the relation between the SoE
and teleoperation, that are supported by the literature: 1) the brain can embody
non-bodily objects (e.g., robotic hands, animal-shaped robots, non-humanoid virtual
avatar), 2) embodiment can be elicited with mediated sensorimotor interaction, 3)
embodiment is robust against inconsistencies between the robotic system and the op-
erator’s body, and 4) embodiment positively correlates to dexterous task performance.
One of the main debates and challenges concerns how to clearly disentangle the SoE
components. In [160], the authors present a psychometric approach to disentangle
the embodiment components. Participants had to perform a proprioceptive judgment
task while experiencing a rubber hand illusion (RHI). The authors confirmed previ-
ous findings about how the sense of ownership and agency reflect dissociable compo-
nents of the embodiment [93, 240, 251, 252]. The same was claimed for the sense
of self-location, even if this component presents a strong correlation with the sense
of ownership. Another line of thought concerns the strict dependency and the mu-
tual influence that the components, particularly the sense of ownership and agency,
have on each other. In [13], the authors used the proprioceptive drift as a measure
to assess the SoE during an RHI. They concluded that the explicit sense of agency can
arouse an implicit measure of the sense of ownership. In [94], the author presents
the ambiguity of the sense of agency, focusing on the difficulty of disentangling this
component from other factors influencing the embodiment experience. The exact re-
lation between the sense that one’s body is one’s own (body ownership) and the sense
that one controls one’s own bodily actions (agency) has been the focus of much spec-
ulation, but remains unclear. On the base of [251], we can consider two models to
describe the relationship between the sense of ownership and sense of agency. First,
an additive model, in which agency and body-ownership are strongly related, because
the ability to control actions is a powerful cue to body-ownership; plus possible addi-
tional sub-components unique to ownership and agency. An alternative independence
model, sustains that agency and body-ownership are qualitatively different experi-
ences triggered by different inputs and recruiting distinct brain networks. We can
divide the brain regions involved in two main groups. The first group of brain regions
constitutes a network of sensorimotor transformations and motor control, whereas
the second group of brain regions represents a set of hetero-modal association cor-
tices implicated in various cognitive functions. Unfortunately, we still do not know the
exact functions and contributions of these brain regions to the sense of agency. Sev-
eral studies are aimed at identifying the neural correlates of two different judgments
of attribution: experiencing oneself as the cause of an action (the sense of agency) or
experiencing another person or object as being the cause of that action [79, 249].

2.3.3 Step 2b. Perceptual cues to optimize

The perceptual cues positively affect an embodiment component when they reassem-
ble or recreate experiences to which the human brain is used, reducing the prediction
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Table 2.1: On the basis of the reported literature review, we associate to each perceptual cue
addressed in this study the SoE component(s) they support. Legend: O → Sense of
Ownership; A → Sense of Agency; L → Sense of Self-Location.

Perceptual Cue SoE component(s) involved
Point of view O, L
Field of view O, L
View direction control O, L
Connectedness O, A
Visuo-proprioceptive sync. O, A
Visuo-tactile sync. O, A
Visual likeness emb. O
Haptic feedback O, A
Visual likeness env. L

error as explained in the previous section. The relevant perceptual cues and which
embodiment components they mostly affect can be found in Table 2.1.

2.3.3.1 Point of view

The point of view is the perspective from which the operator observes the remote envi-
ronment and experiences the surrogate. Usually, the main distinction is between first
person perspective (1PP) and third person perspective (3PP). The extensive literature
on this cue shows that a 1PP is sufficient to create the SoE, but is not strictly required,
as the SoE also occurs in 3PP, in the absence of visual cues or with an incongruent
visual perspective. However, as the authors conclude in the literature review from
[246], 3PP alone (i.e. in the absence of other perceptual cues) is not sufficient to cre-
ate an embodiment experience. In more detail, the sense of ownership over a virtual
body can be obtained in both 1PP [168, 201, 235]) and in 3PP [102, 149, 150]. How-
ever, ownership is typically stronger from a 1PP compared to a 3PP [201, 203, 235].
For what concerns the sense of agency and self-location, both 1PP and 3PP induce
the same level of SoE [101]. As we already stated, the sense of ownership and self-
location are strongly correlated, and 1PP can consistently increase their level during
an embodiment experience [63]. Among others, this is due to the better perception
of the arms and the hands of the operators’ avatars [101]. Ownership is less likely to
occur when the apparent visual location or orientation of a body part conflicts with
its real location [196]. Moreover, it was demonstrated that 1PP of a realistic virtual
body can induce a strong embodiment illusion even after asynchronous visuo-tactile
stimulation [168, 226, 235]. However, 3PP can provide a better awareness of the
environment. Therefore, according to the context of application, it can be preferred
over 1PP. The SoE can be obtained also over a distant body, seen from 3PP, when
synchronous visuotactile information is provided [149, 150] or when the surrogate
preserves spatial overlap with the real embodiment [168].
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2.3.3.2 Field of view

The field of view is the observable area that the operators see without head or eye
movements, directly or via an optical device [84], such as a VR headset. Normally,
humans have a slightly over 210-degree forward-facing horizontal arc of their visual
field, i.e. without eye movements (with eye movements included it is slightly larger).
A high SoE is easier to obtain if the field of view allows for the coverage of an area
similar to the human field. This cue can be manipulated in different ways: it can
be dependent on the surrogate size or it can be increased or decreased compared to
the human field of view (often decreased because of the limited field of view of head
mounted displays). The manipulation of this perceptual cue affects the perception
of the remote environment and the judgment of the peri-personal and distant space
[254]. This can affect the level of sense of ownership and self-location, but it can also
affect the sense of agency by creating movement impairments [266].

2.3.3.3 View direction control

This cue refers to the amount of control that operators have in directing their gaze
in the remote environment. When the control is absent, imprecise, or not intuitive,
this can affect the perception and experience of the embodiment. Different studies
demonstrated the impact of the avatar control on the SoE. In [84], the authors tested
the impact of three perceptual cues on the SoE. They demonstrated that a close match
between the view direction control of the operators’ intentions and the subsequent
actions, mostly affected the sense of agency, compared to the other two embodiment
components. Another example is given in [135], where participants experienced a
high sense of agency when walking a virtual body, even though they were seated and
only head movements were allowed.

2.3.3.4 Connectedness

The connectedness refers to the perception that the surrogate is attached to the op-
erators’ body. The operators perceive the real body as joined to an external object or
device, such as a continuum of the their own body. This cue is especially helpful in in-
creasing the joints perception and awareness in the space. Feeling the external device
as attached to the real body helps the operators in choosing proper trajectories and
better managing movements in the remote environment. In [158], the authors com-
pared the time to accomplish a task in both connected and no-connected conditions.
The results showed that the presence of connectedness improved the accomplishing
time of the task. In ([200]), the authors investigated the importance of four factors
on the SoE in a virtual rubber hand illusion: visuo-tactile synchronicity while stroking
the virtual and the real arms, body continuity, alignment between the real and virtual
arms, and the distance between them. The results showed that the subjective illusion
of ownership over the virtual arm and the time to evoke this illusion are highly de-
pendent on synchronous visuo-tactile stimulation and on connectivity of the virtual
arm with the rest of the virtual body.
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2.3.3.5 Visuo-proprioceptive synchronicity

The manipulation of proprioceptive information is one of the most used SoE eval-
uation tasks. Proprioception is based on the information from receptors in muscles
and joints (capsules and surrounding tissue). These receptors provide information to
the central nervous system about the position and movement of body parts (e.g., the
angle of a joint or the length of a muscle). Proprioception is the sense that tells the
body where it is located in space. It is very important to the brain as it plays a big
role in self-regulation, coordination, posture, body awareness, the ability to attend
and focus, and speech. To reach high SoE, it is important that the visual cues that the
operator receives reflect the remote device and environment accurately. Therefore,
the distances, points and objects in space have to be properly perceived in the remote
environment, the perception of joints has to be paired, and the device response to
the operator’s movement has to be synchronous and, ideally, happen in real time (i.e.
with negligible delay) [141, 144, 183].

2.3.3.6 Visuo-tactile synchronicity

The visuo-tactile synchronicity refers to how the operator detects visual and tactile
cues (e.g. if the operator touches an object, the touch feedback should be in sync
with the visual cues). The asynchronicity between visual and tactile feedback can
easily and immediately break the embodiment illusion, providing to the operator an
impaired perception of the external body. Usually, the asynchronicity is caused by de-
lay in transmitting and receiving information from the operator to the device and vice
versa. The asynchronicity makes the telemanipulation of objects and the interaction
with the environment inefficient for the operators, as they need to adapt to a sensation
of impaired position of the joints and tactile feedback. This perceptual cue is usually
affected by time delay in teleoperation or by system lag in VR environments. There
is an extensive literature of studies on the effect of synchronous and asynchronous
strokes [16, 71, 81, 115, 160, 183] in a RHI setup or manipulating virtual or robotic
limbs. The common finding is that asynchronous stimulation decreases the sense of
ownership over the surrogate.

2.3.3.7 Visual likeness of the surrogate

The visual likeness of the surrogate refers to the human-likeness and appearance fi-
delity of the embodiment w.r.t. the operator who is manipulating it. Generally, the
more the device one is controlling is similar to the real body, and the more the ac-
tions that the operator accomplishes are mirrored by the device, the higher will be
the operator’s SoE. For what concerns the sense of ownership, [229] showed that,
in VR-based teleoperation, using human-like hands increased the risk perception and
degraded workers’ task performances in the execution of high-risk tasks. Moreover,
some studies point to the importance of taking into consideration the operators’ diver-
sity while designing the avatar appearance. For example, [223] showed that female
operators were more sensitive to the manipulation of male or female hands while
operating an avatar in a VR setup. Female operators felt less embodied while they
manipulated male avatar hands. Particularly, this condition negatively affected the



2

Towards Standard Guidelines to Design the Sense of Embodiment in Teleoperation Applications | 25

sense of ownership. On the other hand, in [176], the authors tested the impact of the
human-likeness on the sense of agency and task performance. They showed that this
cue has a significant weight just in the initial phase of adaptation with the system.
Meaning that, after a first phase of familiarization with the new joints, the operator
will no longer perceive a low human-likeness of the surrogate as critical.

2.3.3.8 Haptic feedback

Haptic feedback is about the simulation of physical attributes, such as weight, pres-
sure and stiffness, which allow the operators to interact directly with virtual or remote
objects using touch and experiencing the physical attributes of them. Usually, they are
reproduced by very small forces or cues (such as vibration), that are mostly only felt
through mechanoreceptors in the skins surface. This cue determines a believable per-
ception of and interaction with the remote environment. This is essential from both a
practical point of view, in terms of task performance, and from the view of the opera-
tor’s experience, in terms of the embodiment illusion. This cue is defined by the com-
bination of tactile, kinesthetic and contact feedback, and the presence and magnitude
of contact force. Realistic tactile feedback is complex to obtain with current technolo-
gies, but it can make a big difference in the task performance, especially in social,
field, and surgical scenarios [37]. In the social scenario, it can make the interaction
more believable by providing, for example, a proper skin perception [54]. In the field
scenario it could help in exploring the unknown remote environment by providing
important information about objects, such as the temperature, texture, and stiffness
[95]. Finally, in the surgical scenario, it can improve task performance providing
information about the texture, shape, and consistency of the internal body parts of in-
terest [24, 221]. The proprioceptive feedback, instead, can provide information about
the position and movement of the remote surrogate in the workspace. The presence
of force and contact feedback makes the operator aware of the dimensions and shape
of both the remote environment and the surrogate, while the magnitude of contact
force is necessary to make the operator aware of the mass of the manipulated objects
in the remote environment, and also of the power and strength of the surrogate.

2.3.3.9 Likeness of the Environment

There are different ways to present the remote environment to the operator, such as
video streaming or by building a virtual environment. To allow the operator to prop-
erly interact with the remote environment and to make the experience immersive, the
quality of the data transmission and of the environment reproduced has to be high.
The highest and easiest to design immersive experience occurs when the operator
wears a VR headset. However, there are also other solutions, such as: big screens
(cinema effect), placing the cockpit of the surrogate in a silent and isolate room,
augmented reality glasses. These cues help in moving through the environment and
predicting the interaction effect. Simulated environments should also take the so-
cial norms applicable to a real life environment into consideration, if other actors are
present in the simulation [267]. In other words, the likeness of the environment is
not only affected by the quality of the realization and transmission of the workspace,
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but also by the way in which other living beings, external to the operator, can interact
with it.

2.3.4 Step 3a. Surrogate

We use the term surrogate to refer to the device, fake body, or avatar embodied by
the operator. On the basis of the application context, the surrogate can represent the
entire body or just a part of it. Rubber hands [29, 71] and mannequins [41] are op-
tions just in empirical studies that focus on a better understanding of the embodiment
components and their relation. VR avatars, instead, can be used for both theoretical
studies [63, 235] and for testing the operator’s SoE in a commercial teleoperation
system (e.g., VR games). In telerobotics, we distinguish three categories of robotic
surrogates: 1) humanoid robots are used in social scenarios, they resemble the hu-
man body and their design is based on the concept of bio-mimicking. The humanoid
shape, due to the perception of a familiar appearance from the recipients, facilitates
the expression of social cues and, therefore, the interaction. 2) Industrial robots are
usually used for manufacturing. This category is mostly represented by robotic arms
and the main focus, while designing these devices, is the optimization of the task
performance. 3) Explorative robots can be divided in two sub-categories: a) open-air
refers to animal-shape robots that are usually used in search & rescue scenarios since
their anatomy is effective in hazardous and unpredictable environments; b) nano-
world refers to robot applied in micro-surgery, anatomical exploration, or exploration
in out-of-the-body world, such as pipe or tubes exploration [8].

In section 2.3.1 we described the tasks that these different categories of robots are
required to accomplish.

2.3.5 Step 3b. Control device

With control device we mean the physical device, or combinations of devices, used by
the operator to control the surrogate. The choice of the control device depends on the
context of application and can affect the operator’s experience [173]. For example, a
joystick might be preferred in an industrial scenario to control a robotic arm, while
a sensory glove may be a more adequate option to control a robotic hand in a social
context. The control devices are part of the operator interface of the system and they
are strongly linked to the perceptual cues (needed to achieve high SoE according to
the described Step 2 in Section 2.3.3). In [215] and [52], several system controls and
haptic interfaces are discussed with their challenges and opportunities, which could
help deciding on a control device. A more updated and complete literature review
can be found in [113].

2.3.6 Step 4. Test tasks

Most of the following tasks are suitable both in teleoperation and VR setups.
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2.3.6.1 Positioning Objects

This category of tasks requires the operator to place an object in a specific point
in the workspace [110, 161, 216]. Some examples are: 1) the peg-in-hole, that is
a classic robotics task to test the interaction with a mechanical environment. It is
a test of the operator’s ability to achieve accurate positioning in spite of nonlinear
mechanics and imprecise knowledge. It consists of a test participant grasping a peg
with the end-effector and then inserting it into a specified hole. The tolerance of
fit for the hole is usually varied, and the associated task time for inserting the peg
into the hole is recorded [120, 170]. The 2) pick and place consists in grasping an
object and then manipulate it (an extra condition is sometimes added, in which it is
required to delicately manipulate the object), avoiding obstacles and moving along
certain lines to avoid collision, and finally placing it in a target point [1, 104]. The 3)
tube task (TT) is a test designed to gather measures of ownership and self-location.
Participants are instructed to use a control device (such as a joystick) to adjust the
size and position of a virtual tube, to match it with the perceived locations of their
ankles. During the task no virtual body is displayed and the virtual tube is the only
visible object in the environment.

2.3.6.2 Telemanipulation of flexible objects

This task consists of the telemanipulation of non-rigid objects, which require more
complex control and force feedback strategies than the ones used to manipulate rigid
objects. An example is attaching and detaching velcro fasteners. Its hook and loop
fastening system has nonlinear mechanical properties which challenge manipulation
capabilities. Tele-shaking hands is another example, the challenge is given by the un-
predictable impedance of the dynamic system (in this case the hand of the recipient)
to which the operator has to interact [3, 23, 110, 163, 238].

2.3.6.3 Micromanipulation & microassembly

This category of tasks is used to test systems for surgical or precision maintenance
purposes. It consists of an operator interface which uses visual, haptic and control
devices (macro world), a nano-manipulator, and sensors (nano world), to telemanip-
ulate between macro and nano worlds [20, 44, 230, 231].

2.3.6.4 Tracking a sustained contact force

This set of tasks measures the ability to present information for tracking the magni-
tude of a force over time. It tests how the operator can manage the force feedback,
by dosing the force and properly interpreting the information provided by the sensory
feedback. An example is a telemanipulation task where a force must be exerted over
a period of time, and has a maximum level above which damage and task failure will
occur. These tasks are good to determine the presence and magnitude of contact force
[7, 169, 195, 273]. Moreover, they test the operator’s awareness of the dimensions,
shape, and weight of the surrogate.
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2.3.6.5 Changed Workspace

This task demonstrates the ability of the operator to deal with a dynamic workspace.
It tests the ability to interact with a hazardous environment and unexpected stimuli.
The operator is first trained in a workspace, and then this workspace is changed. For
example, a new obstacle is placed right in the path of the learned trajectory and the
operator has to circumvent the object [1, 241].

2.3.6.6 Motor imagery task

It consists of asking the operators to experience an embodiment illusion with the
surrogate, only by imagining a movement (motor imagery) and watching the device
performing it. Several studies demonstrate that the timing and accuracy of the perfor-
mance feedback could improve operators’ modulation of brain activities for the motor
imagery task [4, 5, 21, 63]. Therefore, the motor imagery skills acquired through the
training have long-lasting effects, which improve the operators’ performances espe-
cially if they are using Brain Computer Interfaces (BCIs) as a control devices. Oper-
ators can explore and operate in a remote environment and train their distance per-
ception and proprioceptive level of information to increase the sense of self-location.
An example is the mental drop ball (MBD) task [149], in which the participant esti-
mates the time a ball would take to fall down from their hand to the floor. The MDB
is meant to address the question of where the self is localized or, more specifically, to
detect whether the operator has similar time estimations in 1PP and 3PP. Consistently
shorter times in 3PP could indicate a weak sense of self-location or that operators are
better at judging distances than depth.

2.3.6.7 Multisensory congruency task

Multisensory congruency tasks are one of the most frequently used to test and evalu-
ate SoE. They consist of a combination of multisensory stimuli, usually visual and
tactile, that are presented to the participants in two conditions: synchronous or
asynchronous. The operators have to judge their embodiment experience in both
conditions. These stimuli are designed or used in order to evaluate or test differ-
ent combinations of the embodiment components: the three components together
[63, 103, 125, 160, 208, 225, 253, 261], the sense of ownership and agency [67,
124, 197, 219, 222, 235, 252], the sense of ownership and self-location [11, 34, 69,
83, 119, 150, 168, 186, 196, 201, 211, 218, 255, 256, 271], or just singularly the
sense of ownership [29, 36, 72, 118, 146, 180], the sense of agency [134], or the
sense of self-location [68]. The most common task of multisensory discongruency is
the RHI setup, in which visual and tactile feedback are asynchronous [29, 103, 196].
These findings demonstrate how central body representation directly influences vi-
sual size perception by rescaling the spatial representation of the environment. There
are also studies that focus on the importance of haptic information for multisensory
integration, reporting that haptic information can be adapted to an illusory different
size of the body [34, 225]. The majority of these studies are based on the relation
and distinction between body image and body schema [60]. The body image consists
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of perceptions, attitudes, and beliefs concerning one’s body. In contrast, body schema
consists of sensory-motor capacities that control movement and posture.

2.3.6.8 Threat task

This is a passive task that tests the body ownership at the time of the threat. If the
operator feels affected by the observation of the threat in the remote environment, this
indicates the presence of the sense of ownership, which will be probably ended by the
threat (since the operator becomes aware of the illusion) [72, 270, 272]. Designing
a threat into the experiment (e.g., hitting the surrogate with a hammer or stabbing
it with a knife) is the most used test to assess the sense of ownership with a proper
physiological measure (such as skin conductance response or heart rate). A peak in
the signals recorded by the physiological measure, at the moment of the threat, is
considered a proof of embodiment. It is also a consequential measure of the sense of
self-location, even if it is not necessarily considered as such in the papers. We claim
that if one feels affected by the threat, it implies that the individual feels located and
immersed in the remote environment, and therefore also affected by its dynamics.

2.3.6.9 Time delay

For all the previous tasks, imagine an additional condition in which a delay is added.
This is a difficulty that can be added to each task, and it can be used to test each
component. Just to provide some examples, the delay could be added to test to what
extent the presence of a time delay affects the embodiment experience, to test the
operator’s management level of an unstable control device, and to test how much
delay the system control of a device can handle before becoming too unstable and
dangerous [169, 227]. The time delay is one of the main issues which are encountered
in teleoperation applications, and it can be used to test how its presence can affect the
sense of ownership and agency of the operator in different contexts and conditions.

2.3.6.10 Miscellaneous tasks

There are even mixed and alternative stimulation methodologies. In [197], for exam-
ple, the authors explore whether embodying the errors of an avatar may activate the
error monitoring system in the brain of the observer (e.g., looking in 1PP at an avatar
who drops an object which it should hold or who does not follow the instructions
provided by the experimenter) by seeing it from 1PP. Other studies manipulate the
perceived size of the external body or part of it, and in their findings they show that
the perceived size of objects is determined by the size and the strength of the body in
which the participant feels embodied [186, 255, 256].

2.3.7 Step 5. Explicit measures

We discern two categories of assessment measures: explicit and implicit measures.
Explicit measures are based on explicit ratings and reports made by the user and
observers. Implicit measures are based on, for instance, performance or physiology.
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This section presents explicit measures (questionnaires and self-reports), and Section
2.3.8 describes implicit measures.

2.3.7.1 Questionnaire

Questionnaires are the most widely used explicit measurement, especially because
they are adjusted and adapted to all types of experience. Furthermore, questionnaires
allow one to focus on specific components of the embodiment.

Focus on the sense of ownership The most well-known and widely used question-
naire, possibly with variations, is from [29]. Participants submit their responses on
a seven-step visual analog scale ranging from ’strongly agree’ to ’strongly disagree’
(eg, ’I felt as if the rubber hand were my hand’), ’It seemed as if the touch I felt
came from somewhere between my own hand and the rubber hand’). Even if the
items to be evaluated mostly address the sense of ownership, they also cover the
sense of self-location, especially for what concerns the proprioceptive awareness of
the operator. Similar studies can also be found in [256] and [118]. In the ques-
tionnaire presented in [218], the focus is on the sense of ownership, while the sense
of self-location is measured through proprioceptive drift. In [201], the authors de-
signed a questionnaire that focuses entirely on the sense of ownership. Participants
were asked to complete a questionnaire on which they had to affirm or deny seven
possible perceptual effects using a seven-point Likert scale. Three statements were
designed to capture the illusory experience of being the artificial body (in this case
a mannequin, e.g. "It felt like the mannequin’s body was my body"), and the other
four served as controls for suggestibility and task-compliance (mostly synchronous
or asynchronous stimulation, e.g. "It seemed as the touch I felt was caused by the
stick touching the mannequin’s body"). In one experiment, participants observed a
knife ’cutting’ the mannequin’s abdomen. There are studies in which the question-
naires previously reported are rephrased, mixed, or adjusted in order to be used in
a particular embodiment experience, but with the same scales and question content
[34, 150, 197, 245, 248, 255]. For example, [233] proposes a variation of the one
presented in [29], in order to make it applicable also to virtual reality scenarios (e.g.,
"During the experiment, there were moments in which I felt as if the virtual arm was
my own arm"). In [235], some of the questions were derived from previous work
[29, 69, 150] and others were introduced after interviews with participants in ex-
tensive pilot trials. The participants responded to a 13-item questionnaire. Eight of
these questions are related to the sense of ownership. The questionnaire scores (be-
tween 0 and 10) were recorded in ranges of Very Low (0), Low (1–3), Medium (4– 6),
High (7–9) and Very High (10), based on the layout of the questionnaire. In [270],
instead, the questionnaire is readapted from [233] in order to be applied to virtual
reality scenarios. This questionnaire covers both the sense of ownership and agency.
There are also studies in which the authors measure the sense of ownership using
questionnaires designed for a different purpose. For example, in [92] participants
were asked to complete two questionnaires aimed at measuring trait empathy (that
is, the interpersonal reactivity index (IRI) [56] and the empathy for pain scale (EPS)
[97]). Finally, other studies try to design a unique embodiment questionnaire in order
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to standardize this metric. An example is in [100], in which the authors review the
questionnaires used in previous user studies and propose a standardized embodiment
questionnaire based on 25 questions (the ones prevalent in the literature). The ques-
tions can be customized and used in studies involving virtual avatars, mannequins,
and robotic devices. Moreover, the authors encourage the administration of this ques-
tionnaire in future embodiment experiments (especially in virtual reality scenarios)
that include first-person virtual avatars. The main aim of the work was to further
investigate the embodiment components and to increase the comparability and stan-
dardization of the measurement of embodiment across experiments by providing a
standard embodiment questionnaire that is validated and reliable. They confirmed
and updated this purpose also in their most recent work [198], in which they pre-
sented new topics of discussion on the embodiment components and also an updated
questionnaire with a reduced number of questions, from 25 to 16.

Focus on the sense of agency In [55], the authors design a questionnaire that assesses
the sense of agency and the sense of self-location; particularly, the participants indi-
cate whether they experience a sense of agency during active agency task conditions
and how they perform during the 3PP condition. In [36], we find an example of a
questionnaire that focuses on the sense of ownership and agency. Another well-known
and validated questionnaire is the one from [160]. The authors assess the three com-
ponents of the SoE, but with a particular focus on the sense of agency, especially for
what concerns the experiment design. In particular, they measure five components:
1) embodiment, reflecting feelings that the rubber hand, used as the artificial limb to
create the embodiment illusion, belonged to the participant; it comprises three dis-
sociable subcomponents: ownership, agency, and self-locatiagency, Lossofownhand,
reflecting feelings of being unable to move one’s hand; 3) movement, relating to the
perception motion of one’s own hand; 4) affect, relating to the experience of the
experiment being interesting and enjoyable; 5) deafference, which is related to the
experience of perceiving the hand less vivid than normal due to asynchronous visuo-
tactile stimuli (such as seeing a brush touching the rubber hand but not feeling it
on the real hand), which deceives the brain. Participants indicated their agreement
or disagreement with 27 statements in each block using a 7-item Likert scale (from
’strongly agreed’ to ’strongly disagreed’). The first two items were always related to
the experience being interesting and enjoyable (e.g., "I found that experience enjoy-
able"); the order of subsequent items was randomized separately for each participant
in each condition (e.g., "It seemed like I was in control of the rubber hand", "it seemed
like my hand was in the location where the rubber hand was"). Regarding the affect-
component , there is an ongoing debate on the way in which experiment experience
can affect the embodiment components. In [14] and [18], the authors demonstrated,
in two different experimental contexts, that the level of interest and enjoyability of an
experience mainly affect the sense of ownership and then, possibly as a consequence
in the long term, the sense of agency.

Focus on the sense of self-location It is not common to focus a questionnaire on the
sense of self-location, because often this component is not assessed independently
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from the other embodimemt components. As previously reported, [55] evaluates the
sense of agency and self-location in combination. Another example is in [63], in
which the authors design a questionnaire to assess the senses of agency, body owner-
ship, self-location to assess the effect of congruent visuomotor-tactile feedback both
in active and passive (the participant is just an observer) conditions and in 1PP and
3PP conditions. It contains 10 questions: two for each component, two for the threat,
and two control questions. Questions were formulated based on related experimental
protocols [42, 150, 160]. Responses were given on a 7-point Likert scale, ranging
from “Strongly Disagree” to “Strongly Agree".

2.3.7.2 Self-report

We define self-reports as participants’ reflections on their experience. It is an intro-
spective report that can be semi-structured or without any kind of guidelines in the
participant’s stream of thoughts. This differs from questionnaires, in which partici-
pants have to answer questions or evaluate an experience using a rating scale. The
literature related to self-reports can be a good starting point to design more specific
quantification metrics. The information obtained from self-reports can be interest-
ing and relevant, but difficult to compare among studies and to report outside of an
exploratory view. Often, self-report data is reported but not analyzed. Typically, self-
reports take into consideration all three components of the embodiment. It is also
common to combine questionnaires and self-reports, as in [11], combining free re-
sponse descriptions of the experience and an intensity rating to determine the degree
to which the participants embodied a fake hand. In [69], we can find a combina-
tion of questionnaire and self-report. In this case, Ehrsson reports a few sentences
from the participants who described their experiences and feelings, but does not use
a scale to assess the reported interview. Unlike [152], in which the authors analyzed
the interview data using interpretative phenomenological analysis (IPA) [237]. The
IPA was selected because of its emphasis on the experiences of the participant and
how the participant makes sense of these experiences. The structure of the introspec-
tive interview was provided by a series of open questions: ’Do you have any unusual
sensations and can you describe them?’, ’How do you feel about the rubber hand at
the moment?’, ’How intense is this sensation?’, ’Compared to synchronous stroking,
how does asynchronous stroking feel?’. Questions comparing the experience during
synchronous stroking and the experience during asynchronous stroking were used to
aid introspection and help the participants articulate their experience. The questions
were usually presented to the participants in the order reported in the paper; how-
ever, the authors claim that the participants were encouraged to report out loud any
thoughts as they occurred and this could influence the questions asked and the order
in which they were presented.

2.3.8 Step 5. Implicit measures

2.3.8.1 Proprioceptive measures

Using proprioception as a measure of SoE is related to the operator’s awareness and
perception of the size and shape of the surrogate in relation to the remote environ-
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ment. There are three common ways to apply this measure: 1) asking participants
to reach a point and then measuring the distance between the target point and the
reached one [186]; 2) asking participants if they think that a part of their body is
located [160]; or 3) asking participants if they felt that their location and the one of
the controlled surrogate were the same [119, 150]. Proprioceptive measures provide
useful information about all three components (sense of ownership, sense of agency,
and sense of self-location).

2.3.8.2 Reaching-distance judgement

This measure is designed to assess the perception of the peripersonal space, in order
to link it with the sense of self-location and also the sense of ownership. In [68],
participants were asked to stop a confederate at the distance where they thought they
could reach her/him.

2.3.8.3 Heart Rate

Heart rate (HR) is the speed of the heartbeat measured by the number of contractions
(beats) of the heart per minute (bpm). HR can be used as a measure of embodiment
to observe how much an operator is engaged with the surrogate, the remote environ-
ment, and the global embodiment experience (i.e., the extent to which, for instance,
anxiety and stress are provided by the external environment). Please note that other
factors, such as the physical activity of telemanipulation, are also reflected in changes
in HR, and this should be compensated or controlled for. For example, in [92], partic-
ipants were immersed in a VR scenario and observed a virtual: i) needle penetrating
(pain), ii) caress (pleasure), or iii) ball touching (neutral) the hand of an avatar seen
from 1PP or 3PP. In [235] they measured HR deceleration in response to a virtual
scenario in which a woman slapped a girl, a parameter that has been associated with
reports of aversive stress in the context of picture viewing. However, interoception
is not always a good index of SoE; its variation could also be related to other factors
[35]. In [92, 235], the authors do not state or prove a clear disentanglement among
the three components while using HR as a measure of SoE.

2.3.8.4 Skin Conductance Response

The skin conductance response (SCR) is the phenomenon in which the skin momen-
tarily becomes a better conductor of electricity when external or internal stimuli occur
that are physiologically arousing. In [11], the authors report that a threat to a rubber
hand in the RHI caused a skin conductance response (arousal in response to the ex-
pectation of pain) in the synchronous, but not in the asynchronous condition. Also in
[103], the authors use SCR as a measure of autonomic nervous system (ANS) activity
to quantify the experience of agency and ownership on a virtual hand. The ANS is the
primary mechanism that regulates involuntarily physiological states, such as arousal
due to anticipation of pain or fear. Participants who experienced the illusion show a
marked increase in SCR. In [69], the author registered the SCR as a measure of the
emotional response when the illusory body was ’hurt’ by hitting it with a hammer after
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a period of synchronous or asynchronous stimulation. Several studies decided to ap-
ply the SCR as a physiological measure of embodiment (for all three components, but
with particular attention to the sense of ownership) [63, 91, 92, 201, 211, 256, 270],
and in order to maximize the measure they always insert a threat at the end of the
embodiment illusion.

2.3.8.5 Skin Temperature

The skin temperature (ST) variation is a result of a physiological reaction of the body
to a stressful situation. It is often used as an embodiment measure to observe the
unconscious body reaction to the embodiment illusion, in both virtual and physical
conditions. However, the literature presents contrasting opinions on the efficiency of
this assessment, especially because there is no standard way to interpret the results
and the replication of similar studies produces inconsistent results. For example, some
studies report that any change in temperature is a proof of SoE. In [118], the ST of
the participants was recorded to assess how changes in ST are related to the presence
or absence of the embodiment illusion under different conditions. In [244], the au-
thors investigate whether the SoE over a virtual hand is reflected in changes in the
physiological mechanism of ST regulation and whether ST is modulated by the visual
appearance of the virtual limb. This study focuses on both the sense of agency and
the sense of ownership. However, it is difficult to state that ST addresses a specific
component of SoE. Some studies are more specific on the kind of temperature change,
and report that the sense of ownership is active if the temperature of the real limb de-
creases during the embodiment experience. In [180], the authors hypothesize that ST
in a specific limb can be changed psychologically by causing the sense of ownership of
that limb. By using an established protocol to induce the RHI, they demonstrated that
ST of the real hand decreases when they take ownership of an artificial counterpart.
Furthermore, they showed that the decrease in ST is limb-specific: It does not occur
in the unstimulated hand. Also in [50], the authors explore the relationship between
body ownership, thermoregulation, and thermal sensitivity in a mirror box illusion
paradigm. Results showed a decrease in the ST of the hand, following the induction
of the illusion of ownership towards the participant’s reflected hand. Other studies
point out the inconsistency of using the ST changes as a measure of the embodiment.
In [57], the authors conducted several studies in which they recorded the tempera-
ture of the hands during an RHI under different circumstances, including continuous
temperature measurements in a temperature-controlled room. They covered five at-
tempts to replicate the traditional RHI experiment. The results did not show a reliable
cooling of the real hand during the RHI. Therefore, they stated that hand cooling in
the RHI is not causally related to changes in body ownership. [213] replicated the
classical RHI, by inducing cooling of the stimulated hand using an automated stroking
paradigm, where stimulation was performed with a robot arm. After they found no
evidence for hand cooling in two experiments using this automated procedure, they
tried a manual stroking paradigm, which is closer to the one applied in the original
RHI. With this procedure, they observed a relative cooling of the stimulated hand in
both the experimental and control conditions. The subjective experience of owner-
ship, as rated by the participants in the questionnaire, was strictly related only to
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synchronous stroking in all three experiments, implying that hand cooling is not a
strict correlate of subjective feeling of hand ownership in RHI.

2.3.8.6 Reaction time

Reaction time (RT) is a measure of how quickly an operator can respond to a par-
ticular stimulus. This measure can only be applied to certain types of task-oriented
user study because it is strictly task related. A classical example of reaction time (RT)
as a measure of embodiment, particularly of the sense of ownership, can be found in
[196]. Participants had to recognize the position of vibro-tactile stimuli while ignor-
ing the incongruent visual feedback (in this case, distractor lights). RT was compared
between congruent and incongruent stimuli to examine response conflict. Instead, a
study with a focus on task switching is the one from [268]. The authors investigated
the relationship between RHI and higher cognitive functions by experimentally testing
task switching by measuring RT. Task switching involves the ability to unconsciously
shift attention between one task and another; therefore, the required attention span
is high, and the RT becomes a valid assessment. A more unusual application of this
measure, in the more peculiar form of onset time and temporal dynamics in general,
can be found in [126, 146], where the authors try to detect the sense of disownership
from the real hand in an RHI setup. In [103], the focus is on measuring the sense
of agency, even if the other components are involved. In this work, the authors mea-
sure the reaction time by playing with the synchronicity of visuo-tactile stimuli. In
[146, 196] the attention is also on the sense of self-location.

2.3.8.7 Neural activity

Recording and measuring neural activities can provide insight and evidence of SoE
experience. In a less invasive way, it is possible to record electrical impulses in the
brain using an electroencephalogram (EEG) [197]. It was also possible to observe
that several areas of the brain are involved in SoE, thanks to functional magnetic res-
onance imaging (fMRI), positron emission tomography (PET) and direct stimulation
through transcranial magnetic stimulation (TMS) [162, 190, 224]. These measures
are expensive to design and invasive for operators; therefore, they present many con-
straints in designing the setup, the user study and the tasks. They also require the use
of specific materials for the control device and the haptic devices and limit the action
space of the operator. Several studies attempted to investigate the brain mechanisms
involved in the sense of ownership over a surrogate. Usually, ownership is manipu-
lated by using a perceptual illusion, such as RHI [71, 72, 83, 157, 204, 271]. In [156],
the main focus is on the sense of self-location. The authors test the awareness of the
body position in space and how the brain model is updated during an embodiment
experience.

2.3.9 Assessment measures compatibility and discussion

The possibility to clearly and effectively disentangle the embodiment components is
still an open debate, however, the tasks are usually designed to test them all together.
Often, the task design is too generic: it does not allow for a clear distinction between
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Figure 2.2: The table reports a further sub-categorization for each assessment measure pre-
sented in Sections 2.3.7 and 2.3.8

.

the components, and therefore their assessment. The importance of disentangling the
embodiment components arises when there is a need to singularly improve them in a
system or an embodiment experience. If it is unclear how to address a specific compo-
nent, it is not possible to understand how and which conditions and parameters have
to be manipulated in order to change the level of a specific component. Sometimes,
authors state that a particular measure was used to assess a specific embodiment com-
ponent, but, considering the reported experiment design and the tasks, it is hard to
disentangle the assessment among all the SoE components. For example, self-location
is almost never tested individually, but it is usually indirectly tested when the sense
of ownership is assessed. Moreover, the sense of self-location is rarely tested in big or
open spaces, but mostly in the context of the peripersonal space of the surrogate.

Table 2.2 summarizes the compatibility between assessment measures and each
embodiment component: 1) when a measure can assess a specific component, 2)
when it is nonspecific, and 3) when it is not suitable for a specific component.

Assessment Measure O A L
Questionnaire + + +
Self-Report + + +
Proprioceptive Drift # # #
Reaching-Distance Judgment # - #
Heart Rate # # #
Skin Conductance Response # # #
Skin Temperature + - -
Reaction Time + + +
Neural Activity # # #

Table 2.2: We categorize the assessment measures and we group the SoE components that they
can assess on the basis of the reported literature review. Legend: O → Sense of Own-
ership; A → Sense of Agency; L → Sense of Self-Location; - → not suited to assess
this component; # → possible but non-specific (i.e. assesses multiple components); +
→ specific to measure this component.
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The questionnaire and self-report can address each component specifically, since
they can be customized. They can be applied to every kind of user study and context,
since they are versatile and easily editable. Moreover, especially for questionnaires,
there is a vast body of literature to support them. An advantage of self-reports is the
possibility of obtaining insights of the operator experience and paying attention to
unexpected aspects suggested by participants. Among the disadvantages of the two
measures, there is a need to be supported by implicit measures, and they are usually
time-consuming for the participants. Another drawback of self-reports is the lack of
a unique and comparable way to evaluate them. For what concerns implicit mea-
sures, the proprioceptive measures are easy to assess and provide a good indication
of the operator’s perception of the surrogate. Among the disadvantages, it can be
time consuming to first collect and measure a baseline before testing the embodiment
experience. Moreover, it is hard to disentangle the assessment of each embodiment
component, since the localization bias of the real body toward the surrogate can be
an effect of all the three components. Finally, the operators’ performance could be
affected by some aspects of the experiment or setup design, such as the local and
remote environment, sensory feedback, the surrogate or other factors involved in the
design of the system or the embodiment experience. The reaching distance judgment is
a good measure of the sense of self-location, but it is difficult to distinguish it from the
effect of the sense of ownership. The distance is judged on the basis of the perception
of the surrogate in the space. It is not a good measure for the sense of agency, since it
does not allow one to directly assess it, but just to have an idea of how the operator
would interact with the environment. Therefore, it cannot be considered a measure
of the sense of agency but just a method to build predictions on the interaction be-
tween the operator and the environment. Among the advantages, this measure is
also versatile and easy to measure, as it does not require expensive equipment and its
application is not time-consuming. The heart rate and the skin conductance response
are the most widely used implicit measures of SoE. They are easy to measure, but
the results could be affected by each component of the embodiment. A high level of
stress could be strongly related to the sense of ownership, but being immersed in the
remote environment (sense of self-location) and performing an active task (sense of
agency), which requires a high span of attention, could equally influence the results,
without the possibility of understanding to what extent each component contributed
to the embodiment experience of the operator. Currently, pupil dilation is studied
compared to SCR and HR [78], since these three measures, apart from SoE evalua-
tion, are used in similar applications and for similar purposes. They aim at reflecting
the functions and reactions of the human body to the change of the outside envi-
ronment and the inside of the body (e.g., that is why they correlate with cognitive
effort, which can be a purely internal process). Using a combination of physiological
approaches to measure human behavior, not specifically SoE, is not novel [106, 263],
and neither compares nor investigates what information they can provide and how
accurately [116]. However, this measure is still novel and needs more validation.
Skin temperature is generally measured in a specific limb and is used as a measure of
sense of ownership [180]. In the current literature, ST is not used as a measure of
the other two components. There is an open debate in the scientific community about



2

38 | Chapter 2

the use of this assessment measure. Some studies did not replicate previous findings
on temperature changes as a consequence of the illusion of embodiment [51, 213].
Moreover, it is still unclear if 1) the skin temperature is a measure of the stress levels
and if 2) the temperature variation should be considered locally (on the body part)
or globally (on the entire body).
The reaction time allows to design dedicated tasks to assess each component specif-
ically. For example, a task that involves cognitive shift would allow one to assess
the sense of agency by measuring the reaction time. The sense of self-location could
be assessed by measuring the reaction time to a change in workspace task. Finally,
the measure of neural activities is versatile and can be used as a measure of all the
components of the embodiment and the experience of the operator. There is a vast
body of literature to support it, especially noninvasive techniques. Moreover, it can
provide interesting and unique insights into the SoE and embodiment experience.
Among the cons, both non-invasive and invasive techniques create lots of restrictions
for what concerns the setup design. The use of this category of measures can impose
limitations, such as the impossibility to use certain kinds of material and the reduced
action space for the operator. At the same time, this is also the category that has
until now provided the most interesting insight and explanation of SoE, because it
provides direct feedback from the brain. What emerged from this survey is that the
most common and effective way to measure embodiment is a combination of one ex-
plicit measure and one or more implicit ones. In our opinion, this combination is the
necessary basis for any good evaluation framework, since conscious perception and
unconscious processes do not always coincide. What also arises is that there is a lack
of a standard and common definition of SoE, making it hard to reuse the current SoE
design and assessments. This leads to a vague SoE assessment. For what concerns the
physiological measures, for example, each kind of variation from the standard signal
is considered a proof of the SoE, without taking into account the context and condi-
tions in which an embodiment experience is realized. As a final consideration, the
initial assumption that achieving a high level of SoE can improve task performance
is not always correct: SoE and teleoperation are positively correlated in some, but
not all, application scenarios and tasks. Indeed, if we think about industrial scenarios
and the kind of classical tasks that the operators have to achieve in this context of ap-
plication (such as maintenance in unhandy or inaccessible environments or moving
heavy objects), operators may prefer and perform better using a joystick as control
device to teleoperate an industrial arm with a gripper attached to it than a sensory
glove to teleoperate a humanoid arm and hand. This is because a humanoid hand
would not be as effective as a gripper in carrying or moving heavy objects. Moreover,
in this context, the main focus is on the task performance improvement which cannot
be achieved in this case by a humanoid surrogate considering the current technology.

2.4 An Overview of the Toolbox

After having explained in detail the steps of the SoE toolbox, this section provides a
global understanding of it.

We distinguish three components of SoE: the sense of ownership, the sense of
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agency, and the sense of self-location. As also depicted in Figure 2.1, the first step is
to define the application scenario (step 1) and the embodiment components involved
(step 2a). The components determine the relevant perceptual cues as listed in Table
2.1. These cues are key points for the setup and system designer to focus on while
designing an embodiment experience (Step 2b). Certainly, the presence of overlap-
ping embodiment components influenced by the manipulation of specific perceptual
cues introduces both convenience and complexity to testing. While this overlap sim-
plifies testing procedures, it also adds a layer of difficulty to precisely isolating and
assessing the impact on individual components. This difficulty can be addressed by
using accurate and customized qualitative measures that target a specific component
(for example, with dedicated questions in a survey); while it usually persists with
quantitative measures, unless a task is perfectly designed to address a specific compo-
nent (for example, introducing a threat into the experiment to measure the sense of
ownership). The next step is to define the embodiment setup (Step 3). The surrogate
that can complete the application scenario (as determined in step 1) and the control
device that can deliver the key perceptual cues (as determined in step 2b) have to
be chosen. The next step (Step 4) is to choose a task, or a combination of tasks, to
test the system according to the previous choices. Depending on the context of use,
some tasks will be more recommended than others. Finally, in step 5, the assessment
measures and their customization are selected. We make a distinction between ex-
plicit and implicit assessment measures. The explicit measures have to do with what
people say they actually experience, such as questionnaires and self-reports. Implicit
measures include task performance (irrespective of the experience during task exe-
cution) and physiological measures. In accordance with [128], we suggest using a
combination of explicit and implicit measures to have a complete overview into the
operator experience.

Now we present two examples of an application of the five steps outlined above.

2.4.1 Example 1: hugging in a computer game

Step 1. Let us say that we want to introduce the possibility of giving and receiving
hugs in a virtual reality game (step 1: application scenario).

Step 2a. Since we will operate in a social scenario, we want to achieve the best
level of all the embodiment components: sense of ownership, sense of agency, and
sense of self-location. This information can be deduced from the description of the
social scenario provided in Section 2.3.1.

Step 2b. It means that we want to optimize the perceptual cues that affect the
embodiment components addressed in this situation (in this case, all of them). These
cues can be taken from Table 2.1.

Step 3a. To do that, it is important to choose the proper surrogate (Step 3.1:
surrogate). Since the application will be a virtual game, we can design a virtual
humanoid avatar.

Step 3b. We need to design the operator interface. We will immerse the user in a
VR scenario, using a VR headset with 3D vision and audition, and a haptic suit that
covers the upper body of the operator so we can optimize the perceptual cues listed
under 2b.
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Step 4. The best tasks to test our system are in the categories of sustain contact
force (to test the hugging experience) and threat (to test the SoE). The guidelines to
select the tasks are presented in Section 2.3.6.

Step 5. The most suitable measures to assess the system are: 1) explicit measures:
a questionnaire on the SoE and telepresence, and a structured self-report to have
more insights on the experience (e.g., what still misses to be believable, which are
the differences with respect to a real hug); 2) implicit measures: skin conductance
response or heart rate, to measure the level of stress and the emotional state to the
threat task chosen in Step 4, and the proprioceptive drift to measure the awareness
of distances and space.

2.4.2 Example 2: maintenance in a hostile environment

Step 1. We want to design a system to allow the operator to perform maintenance in
an industrial scenario, particularly moving blocks of different weights in an environ-
ment in which the temperature is too high to be tolerated by a human being.

Step 2a. The scenario is industrial and it involves the manipulation of objects in
space; therefore, the focus will be on the sense of agency and self-location (step 2a:
embodiment components involved).

Step 2b. The perceptual cues that affect those embodiment components should be
optimized (Step 2b: perceptual cues to optimize). We need to give greater priority
to optimizing task performance than SoE. Haptic feedback is important for task ex-
ecution because the operator has to distinguish among the different weights of the
blocks. In this case, the temperature and texture of the manipulated objects or the
environment are less relevant. However, it could be useful to alert the operator with
visual or tactile feedback if the temperature is high at the level that can damage the
surrogate or the manipulated objects. Force and tactile feedback provide information
that helps the operator to accomplish the task.

Step 3a. The best surrogate will be a robotic arm capable of handling the weight
of blocks and high temperature (step 3.1: surrogate). Moreover, the surrogate will
need to have enough degrees of movement to reach all the necessary points in the
workspace. In this case, we will choose a gripper attached to an industrial robotic
arm. This is because we do not need an end-effector to accomplish precision tasks
or with multiple degrees of freedom. The operator will have to always perform the
same simple movements, which will be differently combined with respect to the sit-
uation. Therefore, a setup that supports the operator in accomplishing the allowed
movements, by providing a complete visual overview of the workspace, will reduce
the risk of making mistakes.

Step 3b. As a control device, a force feedback joystick would be one of the best
comfortable choices to perform in this environment (step 3.2: haptic device), since
the movement would be more intuitive and easier to learn.

Step 4. Positioning objects and changed workspace are three categories of tasks
that could be useful to test SoE (step 4: tasks). The first tests the dexterity of the
operator and the second tests how the operator faces the dynamic environment and
the awareness of the surrogate in it.

Step 5. The best assessment would be: 1) explicit measure: questionnaire on
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the user experience (efficiency, effectiveness, ease of use of the system); 2) implicit
measure: proprioceptive drift, reaching distance judgment, and task performance
(number of errors, time needed to accomplish the task, number of moves needed to
accomplish the task) (step 5: assessment measures).

2.5 Conclusions and recommendations

We present a toolbox to assess SoE, starting with a review of the literature on the
most frequently used assessment measures, test tasks, perceptual cues and applica-
tion scenarios, with particular attention to teleoperation, VR setups and embodiment
experiences. Our conclusion consists of the following considerations and recommen-
dations:

• We miss a standard definition of the SoE and a clear picture of what we would
like to assess while testing it. In this chapter, we try to integrate the previ-
ous well-known definitions into a unique one, highlighting, with respect to the
previous definitions, the distinction between subjective and objective aspects
of SoE, and underlining the importance of the role of the embodiment compo-
nents;

• Authors often create a strict dependency between the task and the measure.
This makes searching and designing a standard measure for SoE difficult;

• Tasks are often designed to test the three SoE components at the same time,
even if it is not explicitly stated by the authors. Our recommendation is to have
clearly in mind which embodiment components one wants to address before de-
signing or assessing an embodiment experience. This will make the assessment
more reliable and valid;

• The most used explicit measures are questionnaires. In [100, 198], the authors
present a good starting point for a standardized questionnaire. It is useful to
define specific rules to customize the questionnaire to a particular application
scenario and embodiment experience, defining how to choose a subset of ques-
tions (e.g., this could be useful in long and repetitive experiments, in which
25 questions would be too many). [198], with the new validation studies, ad-
dresses some of these points;

• The most used physiological measures are the skin related ones and the heart
rate. However, they can become unreliable if, while designing an embodiment
experience, unrelated factors to SoE (which can affect the measurements any-
way) are not taken into account. Therefore, even if these are the most frequently
used implicit measures, it is important to choose the proper assessment based
on the setup and system requirements, the task and the application scenario;

• It is hard to disentangle the assessment of the SoE components using physiolog-
ical measures;

• We suggest measuring the SoE using a combination of explicit and implicit
measures. The first would measure the conscious embodiment experience of
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the individuals, while the second would measure the intrinsic and unconscious
changes in the SoE levels.

This study guides the reader in choosing the appropriate tasks and measures to
evaluate SoE. We also present and underline the reasons that led us to perform this
review, namely, the lack of a standard assessment framework. Moreover, this chap-
ter aims to provide the first complete SoE toolbox that can guide the application of
existing measures and tasks. A SoE design toolbox will help to define a clear idea of
what researchers can and want to assess, test, and obtain from their SoE studies and
setup. To facilitate the SoE design, we also define Tables 2.1 and 2.2. However, fur-
ther work and investigations are required to confirm the information that we reported
and structured in the tables. The aim of the proposed toolbox would even be to help
the research community to compare the different studies and, ideally, to create a pre-
dictive model of the level of SoE in a task-oriented system before its implementation.
This predictive model, object of our current investigations, would become a starting
point for the improvement and optimization of new teleoperation systems, VR setups,
and, more generally, embodiment experiences.
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Measuring Sense of Embodiment: Implicit

and Explicit Approaches

No beings, except men, marvel
at their own existence; for all
animals it is something that is
intuited for itself, nobody pays
attention to it.

Arthur Schopenhauer

Abstract

In the realm of assessing the Sense of Embodiment (SoE), measurement approaches
can be categorized into explicit and implicit measures. Explicit methods involve self-
reports and standardized questionnaires, attempting to capture specific SoE compo-
nents, but they are subject to user biases and language influences. On the other hand,
implicit measures, such as Heart Rate (HR) and Skin Conductance Response (SCR),
gauge the body’s physiological responses to stimuli. Combining both explicit and im-
plicit measures is recommended for a comprehensive SoE assessment. In this Chapter,
we embarked on a comprehensive exploration of pupil diameter (PD) as a potentially
more consistent and informative implicit measure of embodiment, and even more
suitable for teleoperation setups. As baseline, in user study 1, we test pupil diameter
in a rubber hand illusion designed in an augmented reality setup, in comparison with
SCR and HR. After the first study, we hypothesize a direct and indirect effect of the
SoE on pupil dilation. In the presence of emotional stimuli, we hypothesize that when
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a robust SoE is established, there will be a discernible dilation of the pupil. This di-
lation is attributed to heightened engagement and arousal induced by the emotional
stimuli. Therefore, we design a second user study, using the same setup as user study
1, to test this direct effect of the SoE on PD through a rubber hand illusion involving
emotional stimuli. To assess the indirect effect of SoE, in user study 3, we employ
pupil diameter as a measure in a telerobotics setup. In scenarios devoid of emotional
stimuli, we hypothesize that if the operator is immersed in a sense of embodiment,
the cognitive workload will be low. This, we anticipate, would manifest as an invari-
ant dilation of the pupil. Even if the results were not completely coherent among
the three studies, this multi-faceted approach not only expands our understanding of
the direct and indirect effects of SoE on pupil diameter, but also contributes to the
broader discourse on implicit measures of embodiment. By triangulating pupil diam-
eter with established physiological indicators and applying it to diverse scenarios, our
study seeks to provide valuable insights into the intricate dynamics of embodiment,
emotion, and cognition.

3.1 Pupil Diameter as Implicit Measure to Estimate Sense of Em-
bodiment

In the section 2.5 of Chapter 2, we reported an overview on the SoE measures and
their advantages and disadvantages. Generally, the measurement of SoE can be di-
vided into explicit and implicit measures. Explicit measures include self-reports and
standardized questionnaires (e.g., [198]). Implicit measures refer to the body re-
sponse to certain stimuli and include Heart Rate (HR) and Skin Conductance Re-
sponse (SCR) [72]). Although explicit approaches try to address specific components
of SoE, implicit measures may not exclusively reflect a specific SoE component. How-
ever, explicit approaches are subjective measures and depend on different factors of
the user experience, certain biases, and language (e.g., see [123]). Therefore, it is
recommended to use a combination of explicit and implicit measures to assess SoE.
The most used implicit measures are HR and SCR. However, the field may benefit
from exploring other physiological measures to assess SoE, which are more consis-
tent, informative, and easier to apply in a teleoperation setup. This is why in this
chapter we attempt to validate the dilation of the pupil diameter (PD) as a measure
of the SoE.
PD, heart rate (HR), and SCR are physiological measures that reflect the functions,
behaviors, and reactions of the human body to changes in both the outside environ-
ment and inside the body itself. These physiological measures are known to reflect
the emotional and cognitive state [106, 263], and to compare the type and accuracy
of information they can provide [116]. PD is considered to reflect autonomic arousal
raised by emotional stimuli in an individual [193, 194]. It is also a good measure of
cognitive workload [109, 178], and may even be more sensitive than HR and SCR
[116]. An increased diameter is usually associated with an increased degree of diffi-
culty in a task.

SCR and HR are currently the main assessments of SoE. We are interested in ex-
ploring whether and how PD is correlated with SoE. When individuals feel strongly
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embodied, stimulating the surrogate will produce the same effect that could be de-
tected while stimulating their own body (such as arousal, emotional changes, and
cognitive workload). PD reflects uncertainty, surprise, and reflects reward prediction
errors [246]. Stimulation of the sympathetic branch of the autonomic nervous sys-
tem induces pupil dilation, whereas stimulation of the parasympathetic system causes
constriction. We assumed that during an embodiment experience that stimulates SoE,
the pupil will be restricted on average (unless a stressful event happens or is intro-
duced in the embodiment experience). In case of an embodiment experience with low
SoE, the individual will feel uncomfortable and stressed in embodying the surrogate.
This will stimulate the sympathetic system and cause pupil dilation.

We report three user studies in which we collected the PD as a potential measure
of SoE. PD was always collected in combination with other measures (either explicit,
implicit, or both). We investigate a direct and indirect effect of the SoE on PD through
two main hypotheses:
H1) We expect a positive correlation between PD and SoE in the presence of emotional
stimuli such as a threat to the surrogate. We expect higher arousal when participants
are more embodied and thus a larger PD.
H2) We expect a negative correlation between PD and SoE in the absence of emotional
stimuli. This is caused by the indirect effect of workload. Higher SoE will reduce
workload, and lower workload results in smaller PD. For conflicting sensory cues, we
expect a lower SoE, a higher workload, and thus a larger PD.

3.2 User Study 1

This first study served as a baseline to test the potential of PD as implicit measure of
the SoE, compared with the two most established physiological measures of embodi-
ment: SCR and HR.

3.2.1 Method

We wanted to validate PD as an implicit approach to measuring SoE. To do that,
we designed an embodiment experience in which we focused on the manipulation
of the sense of ownership and sense of self-location in a between-group design with
two conditions: one group experienced visuo-tactile synchronous stimuli (embodied
condition), while the other experienced asynchronous stimuli (not-embodied).

3.2.1.1 Participants

33 right-handed participants (between 20 and 34 years old, 16 females and 17 males)
were recruited from the student body of the University of Twente, with 5 euros as a
raffle. Participants were divided into two groups: 17 participants experienced the em-
bodied condition, while 16 participants the non-embodied one. The ethics committee
of the University of Twente approved the study (RP 2021-111).
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3.2.1.2 Setup and Procedure

The experiment lasted 20 minutes. The embodiment experience was pre-recorded and
participants experienced first person perspective (1PP) of a surrogate (a confederate).
They were asked to read and sign the consent form. Then, they were asked to sit in
a rest position, putting their right hand on the table as indicated by markers, and
the left hand on their left leg. We asked to look at their right hand on the table for
the duration of the embodiment experience. Participants were asked to wear a latex
blue glove on their right hand. A white tissue was used to cover the participant’s
right wrist. In this way, they would not focus on the different features of their skin or
clothes compared to the surrogate hand (we also placed a white tissue on the right
wrist of the surrogate). The participants were primed with a cup of water that was
placed both next to the participants and also next to the surrogate hand. Then, they
were asked to wear the Empatica E4 wristband on the left wrist, which was used
to collect SCR and HR. Finally, they put on the HTC VIVE Pro Eye that was used to
collect PD. After the eye tracker calibration, the video was displayed on the HMD and
the experiment started. The surrogate was displayed in the same room and in the
same position as the participants. Participants observed stimuli administered to the
surrogate’s hand while synchronous or asynchronous (depending on the condition)
stimuli were administered to their own hand.

3.2.1.3 Stimuli

The experiment consisted of four different stimulation phases focused on the right
hand (see Figure 3.1): 1) a pen crossing the lunate, 2) a pen alternatively touching
the trapezium and the lunate, 3) the experimenter finger touching each fingertip
of the participant, and 4) a threat to break the embodiment illusion, namely the
experimenter grabs the cup of water and pours it only on the surrogate hand.

3.2.1.4 Measures

For the first time, to the knowledge of the authors, PD was used as a psychophysi-
ological measure of SoE. As a baseline to compare the novel measure, we recorded
SCR and HR as additional implicit measures. Furthermore, we used a reduced ver-
sion (two items for each subscale: appearance, multisensory, response, embodiment,
ownership) of the SoE questionnaire from [198], as an explicit measure. Participants
evaluated each item using a Likert Scale from 1 (completely disagree) to 7 (completely
agree).

3.2.2 Results

For PD analysis, we applied a Hampel filter to re- move the outliers, we used the
convergence to cover missing data, and we considered the mean of the left and right
pupils. A two samples t-test did not report a significant difference between groups for
the three physiological measures (PD, SCR and HR). We did find a significant differ-
ence on all subscales of the questionnaire between the group experiencing supportive
and suppressive conditions (Appearance t31 = 5,57, p < .001, M supportive = 5.48,
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Figure 3.1: On the left, the experimenter’s perspective during the experiment. The four pictures
on the right represents the participant’s view during the embodiment experience and,
in order, the four phases of stimulation.

M suppressive = 3.80; Multisensory t31 = 6,43, p < .001, M supportive = 5.93, M
suppressive = 3.76; Response t31 = 4,03, p < .001, M supportive = 4.85, M suppres-
sive = 3.51; Embodiment t31 = 6,23, p < .001, M supportive = 5.53, M suppressive =
3.78; Ownership t31 = 6,19, p < .001, M supportive = 5.86, M suppressive = 4.03).
For the suppressive group, an independent t-test reported a significant difference be-
tween the mean of PD during the embodiment experience (M = 4.68mm) and the
threat (M = 4.57mm)(t15 = 3.22, p = .006). No effects on HR and SCR were found
in this group. For the supportive condition, we found a significant difference between
the mean of HR during the embodiment experience (M = 77,41bpm) and the threat
(M = 74,43)(t15 = 3.21, p = .006). No effects of SCR and PD were found in this
group.

3.3 User Study 2

The outcomes of the initial study were inconclusive, yet they sparked our curiosity.
Consequently, we designed a second user study, replicating the setup from the first
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study, to investigate the hypothesized direct impact of Sense of Embodiment (SoE) on
Pupil Dilation (PD), through a Rubber Hand Illusion. This study specifically involved
the introduction of emotional stimuli to examine the intricate dynamics at play, and
it also explored the effect of individual differences on the SoE.

3.3.1 Method

We investigated, in a between group design, if individuals with high kinesthetic intel-
ligence (experimental group) are more resilient to feeling embodied with a surrogate
compared to individuals with average kinesthetic intelligence (control group) [78].
We identified the experimental group in dancers and gymnasts who practice the dis-
cipline at a competitive level.

3.3.1.1 Participants

16 of 26 right-handed participants (between 20 and 37 years old, 9 women and 17
men) were sampled from the staff and student body (control group), while 10 were
sampled from dance / gymnast associations (experimental group). The ethics com-
mittee of the University of Twente approved the study (RP 2020-132).

3.3.1.2 Setup and Procedure

The experiment lasted 20 minutes. Participants were asked to read and sign the con-
sent form. Then, they were instructed to take a rest position (the same described in
user study 1), by placing their right hand on the table as indicated by markers, and the
left hand on their left leg. We asked them to look at their right hand for the duration
of the embodiment experience. Participants wore a blue latex glove on the right hand
and an HTC VIVE Pro head-mounted headset (HMD). The HMD has an integrated eye
tracker, which we used to measure and record PD. After the eye tracker calibration, a
video was displayed in the HMD and the experiment started. The video consisted of a
pre-recorded embodiment experience, in which participants experienced the first per-
son perspective (1PP) of a surrogate (in this case a confederate), in the same room
and position in which the participants were. The video was recorded using a ZED
mini stereo camera. Participants observed stimuli and tasks administered to the sur-
rogate’s hand, while the same stimuli and tasks were administered to their real hand.
The video and HMD data were managed and collected with the Unity platform and
game engine.

3.3.1.3 Stimuli and Tasks

The stimuli and the tasks were administered in the following order: 1) cross-modal
congruency task: we designed two variants (see Figure 3.2): i) in the first case,
participants watched the tip of a pen touching the top of their right hand. Only three
times out of six the participants’ hand was actually touched by the pen. ii) Participants
saw the tip of a pen and a brush alternatively touching the hand displayed in the
video. Randomizing the order of the stimuli, only three times out of six the visuo-
tactile information was congruent (i.e. the participant saw and was touched by the
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same object). 2) Linking dots: It was designed to test the sense of agency and self-
location of the participants in an active task. We realized two drawings with numbers
inside black dots and a small red dot in the center of all of them. We placed a tablet
with the drawing in the same position as the one that they watched in the video.
They were asked to link the dots in ascending order, sliding their right index on
the tablet from one dot to the other. The experimenter had the role of placing the
finger in the proper initial position and telling the participants when to move from
one dot to the next. 3) Threat: it is common to threaten the surrogate to break the
illusion of embodiment and to assess the level of SoE through physiological measures
[72, 270, 272]. We primed the participants with scissors placed both on the real table
and on the one displayed in the video. The participant watched the scissors being
grabbed and then used to hit the table next to the surrogate hand.

3.3.1.4 Measure

We collected PD, as an implicit measure, in combination with the SoE questionnaire
(the same used is User Study 1) from [198], as explicit measure.

3.3.2 Results

For PD analysis, we applied a Hampel filter to re- move the outliers, we used the
convergence to cover missing data, and we considered the mean of the left and right
pupils. A t-test of two samples indicated that there was no significantly lower mean
of the PD in the control group, which was expected to experience a higher SoE (M
= 3.87mm), than the experimental group (M = 3.85mm) (t20 = 0.47, p = .642).
The questionnaire responses also did not report significantly higher mean scores for
either of the three embodiment components. However, within the control group, an
independent t-test reported a significantly larger mean of the PD at the moment of
threat, when participants were expected to experience a higher SoE (M = 3.69 mm)
than during the first part of the embodiment illusion (M = 3.87mm) (t14 = 4.52, p<
.001), i.e. a positive correlation between SoE and PD in the presence of an emotional
stimulus. However, for the experimental group, we did not find a significant differ-
ence in pupil size between threat (M = 3.98mm) and the first part of the embodiment
illusion (M = 3.85mm)(t6 = 1.36, p = .223).

3.4 User Study 3

Finally, we examined the hypothesized indirect effect of Sense of the SoE on PD. This
was achieved by incorporating pupil diameter as a metric within a telerobotics setup,
allowing us to explore the nuanced relationship between SoE and PD in this context.
Compared to a VR or AR setting, a telerobotics setup demands elevated cognitive
workload and attention. Learning to tele-manipulate the device and engage with
the remote environment requires heightened mental engagement. Thus, this setup
provided a pertinent context to test the indirect effect in the absence of emotional
stimuli, coupled with the challenges posed by a demanding task.



3

50 | Chapter 3

Figure 3.2: Pictures a) and b) represent, respectively, congruent and incongruent stimuli during
the first variant of cross-modal congruency task. Pictures c) and d) represent, respec-
tively, congruent and incongruent stimuli during the second variant of cross-modal
congruency task. The screen in the picture was displaying the video of the embodi-
ment experience, that was a reference for the experimenter to provide the stimuli.

3.4.1 Method

We explored the relationship between SoE and task performance, learning effect, and
cognitive workload. We manipulated two embodiment conditions experienced by
two groups: one group experienced sensory cues that support embodiment, while the
other group experienced sensory cues that suppress embodiment. Each group had to
face the experiment task at two levels: one with their own hand and another with a
robotic surrogate.

3.4.1.1 Participants

28 right-handed participants (16 women and 12 men, between 19 and 49 years old)
were recruited from the TNO participant pool. Participants were paid 30 C and their
travel costs were reimbursed. The participants were divided into two groups: 15 par-
ticipants experienced the supportive condition, while 13 participants were the sup-
pressive one. The ethics committee of TNO approved the study (RP 2021-088).

3.4.1.2 Procedure and Task

The experiment lasted 45 minutes. Participants were asked to read and sign the con-
sent form. Then, they performed a peg-in-hole task with only two distant horizontal
holes. They had 90 seconds to place the peg in the holes as many times as they could.



3

Measuring Sense of Embodiment: Implicit and Explicit Approaches | 51

They had to repeat the task six times in total, three times by using their own hand,
and three times by using the robotic surrogate. Half of the participants completed the
three tests using their own hand first, while the other half did so using the robotic
surrogate first. After each trial, they had to complete two questionnaires.

3.4.1.3 Setup and Material

The teleoperation setup consisted of a telemanipulator, a haptic control interface, and
a visual telepresence system. The telemanipulator was Shadow Hand Lite, equipped
with 3D force sensors on its fingertips, mounted on the flange of a KUKA IIWA 7 se-
rial link robot. The haptic control interface was developed by SenseGlove DK1, which
tracks finger movements at 11 degrees of freedom and can provide passive force feed-
back on each finger. The movements of the operator’s wrist in space are recorded by
an HTC VIVE tracker mounted on the SenseGlove. The visual system consists of a ZED
mini stereovision camera with a HTC VIVE Pro Eye that relays the visuals to the oper-
ator while also collecting gaze and PD. The setup was slightly different between the
two conditions. For the supportive condition, the ZED mini was placed to provide a
1PP, and the operators received tactile feedback just at the moment they grasped and
released the peg. In the suppressive condition, instead, the ZED mini provided a 3PP
by facing the operators (i.e., a mirrored perspective of the workspace). In addition,
they had to wear two thick gloves during the accomplishment of the task with their
own hand and, while accomplishing the task using the robotic surrogate, the tactile
feedback was continuous from the moment they grasped the peg until they released
it (see Figures 3.3 and 3.4 for an overview of the setup). In both conditions at both
levels, the participants had to wear the HMD during the experiment.

3.4.1.4 Measures

As an implicit measures, we collected pupil dilation, and task performance. As ex-
plicit measures, we used a reduced version of the SoE questionnaire from [198] (we
addressed two items for each embodiment component: ownership, agency, and self-
location)and we administered the cognitive workload questionnaire from [112].

3.4.2 Results

For PD analysis, we applied a Hampel filter to re- move the outliers, we used the
convergence to cover missing data, and we considered the mean of the left and right
pupils. For the supportive condition, we observed a significantly lower mean pupil
dilation when participants completed the task with their own hand (M = 4.39mm)
than with the robotic surrogate (M = 4.68mm) (t14 = 4.08, p-value = .001), the
responses of the embodiment questionnaire showed the same effect (ownership t14
= 4.44, p < .001, M human hand = 5.89, M robotic hand = 3.92; Agency t14 =
9.95, p < .001, M human hand = 6.73, M robotic hand = 3.69; Self-location t14 =
3.59, p = .003, M human hand = 4.08, M robotic hand = 3.11). Of the cognitive
workload questionnaire, only the subscale mental workload (M human = 2.40, M
robot = 4.16)(t14 = 3.73, p = .002) showed an effect. For the suppressive condition,
we observed a significantly lower mean pupil dilation when participants completed
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Figure 3.3: Frames extracted from the ZED mini recordings during the supportive condition. On
the left, the participant’s view during the human hand level. On the right, the partici-
pant’s view during the robotic surrogate level.

Figure 3.4: Frames extracted from the ZED mini recordings during the suppressive condition.
On the left, the participant’s view during the human hand level. On the right, the
participant’s view during the robotic surrogate level.

the task with their own hand (M = 3.68mm) and with the robotic surrogate (M =
4.13mm) (t12 = 4.07, p-value =.002), the responses of the embodiment questionnaire
showed the same effect (ownership t12 = 7.55, p < .001, M human hand = 5.70,
robotic hand = 2.74; Agency t12 = 6.47, p < .001, M human hand = 5.89, robotic
hand = 3.06; Self-location t12 = 2.75, p = .018, M human hand = 4.17, robotic
hand = 3.17). The cognitive workload questionnaire also showed the same effect
while using their own hand (M = 19.97) and the robotic surrogate (M = 23.59)(t14
= 2.30, p = .04).

3.5 General Discussion

Based on the results of User Studies 1 and 2, where emotional stimuli, such as a threat
to the surrogate, were introduced, a positive correlation between Pupil Diameter (PD)
and Sense of Embodiment (SoE) was observed. On the basis of our results, we can
partially accept H1 (we expect a positive correlation between PD and SoE in the pres-
ence of emotional stimuli like a threat to the surrogate). This finding aligns with the
Rubber Hand Illusion literature, where a similar effect is reported, namely no effect in
the absence of emotional stimuli, but a significant effect when the surrogate hand is
under threat [71, 72, 184, 201? ]. However, while User Study 2 is coherent with our
hypothesis, in User Study 1 we found an effect only in the suppressive group (while
we would have expected the opposite).
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User Studies 1 and 3 observed that PD tended to be greater for participants experi-
encing conditions designed to provide low SoE compared to high SoE. Although User
Study 2 did not confirm this effect due to an uniform supportive embodiment illusion
in both groups. This aligns with the predicted indirect effect of SoE on PD through
workload, as indicated in the literature [116, 184]. The negative correlation is ex-
pected when individuals face a task with a certain amount of workload, and this was
supported by the responses to the cognitive workload questionnaire in User Study
3, particularly in the suppressive condition, in which participants had to struggle to
complete the task with their own hand and even more with the robotic surrogate.
However, in User study 1, even if the PD of the supportive group was smaller than
the suppressive one, we did not find a significantly lower mean. Due to these results,
we partially accept H2 (we expect a negative correlation between PD and SoE in the
absence of emotional stimuli).
These results do not appear to be perfectly consistent among the three studies, and
they raise some doubts and limitations. For example, in User Study 1, we found a PD
effect under threat in the suppressive condition, but not in the supportive condition
as expected. The potential restriction of pupil dilation under strong SoE raises the
consideration of a floor effect. In situations of heightened embodiment, where pupils
are constricted, PD may reach a limit, limiting its sensitivity to variations in high SoE.
The conclusion suggests that PD is sensitive to nuanced changes in SoE, particularly
when SoE is not overwhelmingly high. This sensitivity can be valuable for detecting
subtle variations in emotional responses. However, this interpretation underscores
that PD may not offer universal insights across all levels of SoE. Instead, it appears to
be most informative in specific conditions, such as weak SoE.

3.6 Conclusions

The need for further investigation is emphasized, especially concerning the versatility
and the level of sensitivity of PD as a measure of embodiment. Despite the need for
further investigation and the acknowledged limitations, PD is considered a suitable
and promising measure of the direct and indirect effects of SoE. Future directions
could involve exploring other eye recordings that may be informative, such as blink
rate patterns [207], which were demonstrated to be a valid measure of individual
engagement. In summary, the studies provide nuanced insights into the complex rela-
tionship between PD, SoE, emotional stimuli, and workload. While confirming some
expected correlations, the results also highlight the need for ongoing exploration and
refinement of methodologies to better understand the intricacies of these physiologi-
cal responses in the context of embodiment and emotional experiences.
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4
The Relative Contribution of Five Key

Perceptual Cues and their Interaction to the
Sense of Embodiment

Perception precedes reality.

Andy Warhol

Abstract

A range of perceptual cues drive the Sense of Embodiment (SoE) with an external ob-
ject, such as a virtual arm that looks like one’s own or can be controlled like one’s own.
Since most experiments test one or two cues at a time, it is difficult to establish their
relative contribution and possible interaction. This work aims to investigate the im-
portance of five key perceptual cues (field of view, visuo-proprioceptive synchronicity,
tactile feedback, visual humanlikeness, and connectedness) and their potential inter-
action in a single, full factorial experiment. Participants touched a target dot, which
changed position after a hit, for one minute in a virtual environment seen through a
head-mounted display. The movements of the arm and hand of the participants were
mapped to a virtual arm and hand. All perceptual cues had two levels: SoE supportive
and SoE suppressive. 28 participants completed the task in all possible combinations.
We recorded Task Performance and self-ratings of Sense of Ownership and Sense of
Agency. The results showed that visuoproprioceptive synchronicity had the largest
effect on all three measures. The relative importance of the remaining four cues dif-
fered for the three dependent variables. The cues did not have significant interactive
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effects. We conclude that when designing an interface for maximum supportive em-
bodiment, visuo-proprioceptive synchronicity is the most important perceptual cue.
The extent to which other supportive cues can improve the embodiment experience
depends on the considered variables, but generally the more other supportive cues
can be added, the better.

4.1 Perceptual Cues and Their Role in the Embodiment Experience

The relation between SoE components and how to disentangle them is still an open
debate. Most of the literature reports a strong correlation between the sense of own-
ership and agency ([93, 205, 252]). The two senses have common spatiotemporal
constraints of the integration processes, and they affect each other at a level that
is very difficult to disentangle their effects on the embodiment experience. However,
there is also evidence that these two components involve different cognitive processes
([124, 240, 251]). These cognitive and neuroscientific studies sustain that although
both components appear to be phenomenally uniform and strongly correlated, they
are complex cross-modal phenomena of heterogeneous functional and representa-
tional levels.

Understanding SoE is particularly important if SoE determines performance in
teleoperation. Teleoperation systems have been developed to allow human operators
to perform complex tasks in unpredictable or hazardous environments, such as in-
specting deep-sea and space structures, mining operations, and minimally invasive
surgery ([65, 191, 228]). Teleoperation aims to replicate human manipulative skills
and dexterity at a remote workplace over an arbitrary distance and on an arbitrary
scale ([185]). If operators feel as if they are present in the remote or virtual world,
this can increase control, improve task performance, and reduce cognitive workload
([217]). The idea is that operators should ideally have the (illusory) experience that
avatar body and hands are their own body and hands, not or hardly noticing that the
operation is being mediated, increasing the transparency of the teleoperation system
([38]). The role of SoE in the impact of teleoperation performance ([185]) gained
attention in the last decade, when studies on the illusion and experience of embod-
iment started to be designed and developed ([69, 180, 201]). Some studies try to
demonstrate that a high level of SoE can improve the performance of telepresence
and teleoperation tasks ([167, 217, 220]). The study by Sanchez-Vives and Slater
(2005) supported the investigation of telepresence beyond only the domain of com-
puter science and other technologically oriented disciplines, but also as a mainstream
part of neuroscience. They maintain that studies on perception, way-finding, self-
representation, and sense of self will also contribute to the understanding of telep-
resence. Moreover, they stated that the concept of presence is sufficiently similar to
consciousness that it may help transform research within that domain. This is indeed
the direction this line of research is heading. Schiefer et al. (2015) wanted to assess
the effect of sensory feedback on task performance in people with limb loss. Sensory
feedback from peripheral nerve stimulation improved object discrimination and ma-
nipulation, sense of embodiment, and confidence. An embodiment survey showed
an improved sense of integration of the prosthesis into self-body image with sensory
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feedback. Even Marasco et al. (2018) tested the importance of sensory feedback.
The authors developed an automated neural-machine interface that vibrates the mus-
cles used to control prosthetic hands. This system stimulates the kinesthetic sense
in amputees, allowing them to control the movements of the prosthetic hand in the
absence of visual feedback and increasing their sense of agency. This approach was a
promising strategy to improve motor performance.

We are interested in the key perceptual cues that cause SoE and affect task per-
formance. Mostly using the classic Rubber Hand Illusion paradigm ([29]), several
cues have been identified that affect SoE and task performance. However, it is un-
clear what the relative importance is of, for example, visuotactile and visuomotor
synchronicity between the real and virtual arm ([133]), likeness of the fake hand
([107]), the position of the real limb with respect to the virtual one ([250]), viewing
mode (direct view, virtual reality) and point of view ([232]) on the strength of em-
bodiment illusion. In the present study, we use a pointing task with a virtual hand to
experimentally explore the effect of five important perceptual cues, selected from the
literature review by Toet et al. (2020) on SoE and task performance: field of view,
visuo-proprioceptive synchronicity, tactile feedback, visual human likeness, and con-
nectedness. To the best of our knowledge, testing the effect of five perceptual cues
in a single experiment, with the result allowing direct comparison and exploration
of interactions, has not been done before. More cues have been reported to affect
SoE ([246]), but including more cues would have made the experimental design and
potential interactions too complex and the duration of the experiment too long. The
cues were also selected so that they were compatible and independently modifiable
within the task at hand. Below is a description and background of the selected cues.

i) The field of view is the open and observable area that individuals can see without
head or eye movements, directly or through an optical device ([84]), such as a VR
headset. Normally, humans have a slightly over 210-degree forward-facing horizontal
arc of their visual field, i.e. without eye movements (with eye movements included,
it is slightly larger). It was shown that a reduced field of view affects the sense of
agency and can cause movement impairments ([266]).

ii) Visuo-proprioceptive synchronicity refers to the synchronicity between visual and
proprioceptive cues detected by the operator. Since proprioception and visual infor-
mation are normally aligned in time and space, the synchronicity of the two could
break the embodiment illusion ([140, 144]). However, even if visuo-proprioceptive
synchronicity seems to improve subjective embodiment perception, the importance
and weight of this cue on the sense of embodiment is still unclear ([41]).

iii) Tactile feedback refers to the availability of tactile information. In teleoperation
and VR settings, operators lack natural tactile feedback because their hands are not
actually touching any object, and the current haptic technology is still limited. Tactile
feedback can be provided artificially using very small forces or cues (such as vibration)
that are mostly only felt through mechanoreceptors in the skin ([143]). The effects
of tactile feedback and visuo-tactile synchronization on SoE were extensively studied
and explored. Currently, there is still an open debate between who supports the
importance of this perceptual cue ([88]) and who considers it not essential to the
embodiment experience ([144]).
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iv) Arm visual humanlikeness refers to the humanlikeness and appearance fidelity
of embodied objects, such as a robotic hand. The more the object that is controlled is
similar to the real body, the greater will be the operator’s sense of embodiment ([176,
229]). Several studies have been conducted on the effect of avatar anthropomorphism
on self-identification and likeness of the user or operator ([129, 145]), leading to the
design of anthropomorphic systems in, e.g., robotics, virtual reality, mixed reality
systems to increase user experience ([154, 179]).

Finally, v) connectedness of the arm to the body refers to the perception that the
embodied object is an extension of the operators’ body and (visually) connected to
it as a continuum of the their own body ([158]). In Perez-Marcos et al. (2012), the
authors investigate the importance of four factors on the SoE in a virtual rubber hand
illusion: visuo-tactile synchronicity while stroking the virtual and the real arms, body
continuity, alignment between the real and virtual arms, and the distance between
them. The results show that the subjective illusion of ownership over the virtual
arm and the time to evoke this illusion are strongly affected not only by synchronous
visuo-tactile stimulation but also by connectivity of the virtual arm with the rest of
the virtual body. In our study, these perceptual cues were presented at two levels:
one to support the SoE (referred to as SoE supportive) and one to suppress or break
the SoE (referred to as SoE suppressive) in the context of controlling a virtual arm.
While there is an extensive body of literature on the effects of each of these single
cues on embodiment, their relative contribution and potential interaction are still
unknown. By including all five cues in a full-factorial design, we can measure the
relative contribution of each to the SoE and task performance and test for possible
interactions between cues.

4.1.1 Research questions and hypotheses

This study was led by three research questions (RQ):) What is the ranking of the
perceptual cues for two tested SoE components (sense of ownership and agency) and
task performance, and is the order consistent over the different dependent variables
recorded to estimate the SoE? 2) Are there interaction effects between the perceptual
cues? Is a simple additive model sufficient or do we need a more complex model
to test the effect of the perceptual cues together? 3) Are SoE and task performance
related? If so, this may imply that a higher SoE leads to higher task performance.
Associated with these RQs are the following hypotheses (H):

H1a) We hypothesize that perceptual cues have a different weight in affecting the
sense of ownership, the sense of agency, and the performance of tasks. Specifically,
H1b) the sense of ownership will be mainly affected by the visual human-likeness, the
visuo-proprioceptive synchronicity, the field of view, and the connectedness, which
are the cues most strongly connected to the appearance and veridicity of the external
device in relation to the human operator’s perception of the remote body and envi-
ronment. H1c) The sense of agency will be mainly affected by visuo-proprioceptive
synchronicity, tactile feedback, and field of view, as this component is related to the
mimicking of actions by the external device and the feeling of control. Finally, H1d)
the task performance will be directly affected by the visuo-proprioceptive synchronic-
ity and the field of view, since this component is related to the efficiency and effective-
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ness in accomplishing the task and indirectly affected by all the other cues, namely
through increasing SoE.

Regarding RQ2, we expect that H2) we will not find a significant interaction be-
tween the perceptual cues.

Finally, in H3) we expect that the SoE and task performance are related.

4.2 Method

4.2.1 Participants

28 right handed participants (16 females and 12 males, between 19 and 49 years old)
were recruited from the pool of TNO participants. The sample size was determined
based on similar previous studies found in the literature ([167, 233, 234, 251]). Be-
cause the questionnaire was administered in its original language (English), partici-
pants could only join if they could read, speak, and understand English. The study
was approved by the TNO Institutional Review Board (reference number: 2020-012).
Participants were paid 30C and their travel costs were reimbursed.

4.2.2 Materials and task

Participants viewed a virtual scene through a head mounted display (HMD), the HTC
Vive. The HTC Vive offers a 110 ° field of view, a maximum refresh rate of 90 frames
per second, and a combined resolution of 2160 × 1200 pixels (1080 × 1200 pix-
els per eye). A Vive Tracker was placed on the floor to determine the center of the
half-circle range, and another was strapped to the right wrist of the participant. The
experiment was run on a Lenovo Legion T730-28ICO 90JF with a GEFORCE RTX
2080 Super graphics card and an Intel Core i9 processor. The project was created in
Unity 2019.2.17f1 and Visual Studio 2019. The scene was visualized using SteamVR
1.15.19 and the SteamVR Unity Plugin 2.6.1. The ‘VR Hands and FP Arms Pack’ from
NatureManufacture was used for the arm and hand. The Rootmotion ’Final IK’ pack-
age was used to allow arm segments to move naturally. To receive tactile feedback,
participants used the Elitac Tactile Display, which is a glove that contains tactors to
provide tactile stimulation to different parts of the hand. During the experiment, we
activated one tactor placed on the tip of the right index finger for tactile feedback,
with no offset at an intensity of 10 out of 15 on a logarithmic scale and a duration
of 200 ms. The virtual environment consisted of a white grid with 9 dots, of which
8 were black and one was red. Participants were asked to touch the red dot. Upon
touching, the red dot turned black and a random other black dot turned red. Partici-
pants were asked to touch as many red dots as they could in one minute.

4.2.2.1 Questionnaire

We administered a shortened version of the Embodiment questionnaire, in English,
from Gonzalez-Franco & Peck (2018) to measure the sense of ownership and the
sense of agency. Because participants had to complete the questionnaire 32 times,
we reduced the number of questions from 16 to 5. We removed questions that were
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somewhat repetitive and addressed similar aspects of the sense of ownership and
agency. We kept the questions that were easy to understand and had a clear relation
to our experimental setup. For the sense of ownership, we administered the following
questions: 1) I felt as if the virtual hand was my hand; 2) It seemed as if the virtual
hand replaced my real hand; 3) It seemed as if the touch I felt was caused by the
virtual hand touching the virtual target; 4) At some point it felt that the virtual hand
resembled my own hand. For the sense of agency, we administered the following
question: 5) It felt like I could control the virtual hand as if it were my own hand.
Participants rated sense of ownership and agency on a 7-point Likert scale (from 1 =
strongly disagree, to 7 = strongly agree). The order of the questions was randomized
for each trial.

4.2.3 Design

Each perceptual cue had two levels: 1) supportive, in which we set the perceptual cue
so that strong SoE was expected; 2) suppressive, in which we set the perceptual cue
so that weak SoE was expected. The supportive and suppressive settings of the per-
ceptual cues were as follows: 1) the field of view in the supportive condition allowed
participants to have a human-like range of view (approximately 90 degrees tempo-
rally to central fixation, 50 degrees superiorly and nasally, and 60 degrees inferiorly);
while in the suppressive condition, we narrowed the range and participants had the
experience of observing the environment through a 14x4 cm casing (approximately
90 degrees temporally to central fixation, 25 degrees superiorly and nasally, and 30
degrees inferiorly). 2) Visuo-proprioceptive synchronicity was supportive when the
movement of the real and virtual hand was congruent, and suppressive when we
added a 20 ms delay1 to both visual and tactile feedback. 3) the tactile feedback, in
support conditions, was characterized by a vibration that the participants felt every
time they touched the red point. To create the suppressive level of this cue, we re-
moved the tactile feedback. 4) When the visual human-likeness was in its supportive
condition, participants controlled a realistic human virtual hand; in the suppressive
condition, they controlled a blue shiny virtual hand. Finally, 5) when the connect-
edness was in the supportive condition, the virtual hand was attached to a virtual
arm. In the suppressive condition, instead, participants had to perform the task by
manipulating a floating hand (see Figure 4.1 for an overview of the setup). Partic-
ipants performed the 32 trials of the same task, one for each possible combination
of perceptual cues, that is, trials 2(supportive/suppressive)5(perceptualcues) = 32,
where one trial is a one minute point task. The order of the trials was randomized
per participant.

1The delay was decided on the base of the pilot data: we tested the same task by adding 10ms,
20ms, and 40ms delay. While the 10ms delay could barely be perceived, the 40ms delay made task
achievement almost impossible and too frustrating for the operator. Therefore, we opted for 20ms
delay, since it made the task challenging but doable. However, even if the intentional delay was 20
ms, the real one might have been higher, due to the setup implementation: the system would wait for
20ms, start storing frames, and then show the participants the frame that was saved 20ms before. This
process took some time (in the microsecond range). The trackers themselves and HMD have their own
delays (in the millisecond range). Although the limitation is that the total delay was not completely
computable, it was constant for all participants



4

The Relative Contribution of Five Key Perceptual Cues and their Interaction to the Sense of Embodiment | 61

Figure 4.1: On the left, a) is a picture of a participant accomplishing the required task. On the
right, frames extracted from the HMD recordings during different perceptual cues con-
figurations. b) represents all the cues in the supportive condition; c) represents only
the human-likeness in the suppressive condition; d) represents only the field of view
in the suppressive condition; e) represents all the cues in the suppressive conditions.

4.2.4 Procedure

Participants were asked to sit in a chair, wear the sensory glove, the tracker on the
wrist, and place their right arm on a support platform on their right. The supportive
platform was used to make the task less challenging for the participants. Before asking
to wear the VR headset, we instructed them on the procedure and the task. Next, we
calibrated the position of the virtual hand and the target according to the height
of the participants. During the calibration process, they experienced controlling the
virtual hand. Participants performed the 32 1-minute trials. After each trial, they
answered the short embodiment questionnaire. Participants continued to the next
trial whenever they indicated they were ready. At the end of the experiment, we asked
the participants for feedback on their experience and their opinion on the experiment.

4.2.5 Analysis

For each participant and each of the 32 trials, the sense of ownership was defined
as the average score for the four sense of ownership questions. For the sense of
agency we used the score on the sense of agency question. Task performance was
defined as the number of touched red dots. To determine the classification of the
five perceptual cues in order of importance with respect to their effect on the three
dependent variables (RQ1) and to determine whether interactions occurred (RQ2),
we used a linear mixed effects model, applying a pairwise comparison between the
independent variables. The five perceptual cues (and their pairwise interactions) were
treated as fixed effects, while the participants were treated as random effects. We used
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a step function to remove the non-significant (p-value > .05) interactions between
the factors (perceptual cues) from the model. We removed, each time we updated
the model, the interaction with the highest p-value, until all included perceptual cues
had a significant effect on the dependent variable. This operation was done for each
dependent variable (sense of ownership, sense of agency, and performance as defined
by the number of touched dots) separately and resulted in a ranking of the cues in
terms of t-statistics. To determine whether SoE and task performance are related
(RQ3), we performed Pearson’s correlations between sense of ownership, agency, and
task performance.

4.3 Results

Figures 4.2, 4.3, and 4.4 show the sense of ownership, the sense of agency, and the
performance of the task for each of the (supportive and suppressive) levels and each of
the five cues. Figures 4.2 and 4.3 indicate that the manipulations worked for all per-
ceptual cues in the expected direction: when the cues were in the supportive condi-
tion, SoE appeared to be higher and task performance appeared to improve compared
to the suppressive condition. Figure 4.4 indicates that, except for visuo-proprioceptive
synchronicity, the effects on task performance were small and less consistent.

The results of the linear mixed-effects model (Table 4.1) confirmed these impres-
sions. A significant effect was found for all perceptual cues on the sense of ownership
and agency, with the only exception of human likeness on the sense of agency (t =
-0.51, p = 0.61). For task performance, a significant effect was found of the visuo-
proprioceptive synchronicity (t =-7.07, p < .001) and connectedness (t = -2.32, p =
.02).

In Table 4.2, we report the rank order of the perceptual cues based on the t-values,
separately for the sense of ownership, the sense of agency and the performance of the
task, and allowed to answer our first research question (What is the ranking of the
perceptual cues for the sense of ownership, the sense of agency and the performance
of the task, and is the order consistent with the different dependent variables recorded
to estimate the SoE?). Table 4.2 indicates the relative importance of perceptual cues
to obtain a high SoE experience and task performance. For all dependent variables,
modulating visuo-proprioceptive synchronicity had the strongest effect.

The linear mixed-effects model indicated that none of the perceptual cues showed
significant interaction effects on any dependent variable, answering our second re-
search question as to whether there are interaction effects between the perceptual
cues?). Table 4.3 indicates the order of removal of the interactive and main effects of
the different models.

To answer our third research question (Are the SoE and task performance re-
lated?), we performed a Pearson’s correlation analysis between the sense of own-
ership, agency, and task performance. SoE and task performance were found to
be weakly, but significantly correlated for both sense of ownership (r=.13, df=26,
p<.001) and sense of agency (r=.18, df=26, p<.001). A strong correlation was
found between the sense of ownership and the sense of agency (r= .75, df=26, p <

.001).
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Dependent Variable Independent Variable df std error t-value p-value

Sense of
Ownership

Field of view 863 0.245 -2.959 .003
Human likeness 863 0.245 -4.234 <.001
Tactile feedback 863 0.245 -12.866 <.001
Connectedness 863 0.245 3.251 .001
Visuo proprioceptive synchronicity 863 0.245 -19.003 <.001

Sense of Agency

Field of view 864 0.074 -2.914 .004
Human likeness 864 0.074 -0.511 .61
Tactile feedback 864 0.074 -7.962 <.001
Connectedness 864 0.074 2.433 .015
Visuo proprioceptive synchronicity 864 0.074 -26.709 <.001

Task Performance

Field of view 865 1.470 -1.911 .06
Human likeness 865 1.470 0.784 .43
Tactile feedback 865 1.470 1.082 .28
Connectedness 865 1.470 -2.320 0.02
Visuo proprioceptive synchronicity 865 1.470 -7.067 <.001

Table 4.1: Overview of the pairwise comparison between the levels supportive and suppressive
for the perceptual cues for sense of ownership, sense of agency, and task performance.

Figure 4.2: The sense of ownership scores for all the perceptual cues in each condition, support-
ive and suppressive. Legend: On each box, the central mark indicates the median,
and the bottom and top edges of the box indicate the 25th and 75th percentiles, re-
spectively. The whiskers extend to the most extreme data points not considered out-
liers, and the outliers are plotted individually using the + symbol.
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Figure 4.3: The sense of agency scores for all the perceptual cues in each condition, supportive
and suppressive. Legend: On each box, the central mark indicates the median, and
the bottom and top edges of the box indicate the 25th and 75th percentiles, respec-
tively. The whiskers extend to the most extreme data points not considered outliers,
and the outliers are plotted individually using the + symbol.

Figure 4.4: The task performance scores for all the perceptual cues in each condition, supportive
and suppressive. Legend: On each box, the central mark indicates the median, and
the bottom and top edges of the box indicate the 25th and 75th percentiles, respec-
tively. The whiskers extend to the most extreme data points not considered outliers,
and the outliers are plotted individually using the + symbol.
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Ranking Sense of Ownership Sense of Agency Task Performance
1 Visuo-proprioceptive syn-

chronicity
Visuo-proprioceptive syn-
chronicity

Visuo-proprioceptive syn-
chronicity

2 Tactile feedback Tactile feedback Connectedness
3 Human-likeness Field of view Field of view (no effect)
4 Connectedness Connectedness Tactile feedback (no ef-

fect)
5 Field of view Human-likeness (no ef-

fect)
Human-likeness (no ef-
fect)

Table 4.2: The ranking (based on t-values) of the perceptual cues for sense of ownership, sense
of agency, and task performance.

Dependent Variable Interaction and Main Effect Removal Order

Ownership
field of view - visuo-proprioceptive synchronicity 1
field of view - connectedness 2

Agency

field of view - human-likeness 1
field of view - tactile feedback 2
human likeness - connectedness 3
field of view - visuo-proprioceptive synchronicity 4
human-likeness - tactile feedback 5
field of view - connectedness 6
human-likeness - visuo-proprioceptive synchronicity 7
tactile feedback - visuo-proprioceptive synchronicity 8
tactile feedback - connectedness 9
connectedness - visuo-proprioceptive synchronicity 10
human-likeness 11

Task Performance

connectedness - visuo-proprioceptive synchronicity 1
human-likeness - tactile feedback 2
field of view - connectedness 3
field of view - human-likeness 4
tactile feedback - visuo-proprioceptive synchronicity 5
human-likeness - connectedness 6
tactile feedback - connectedness 7
field of view - tactile feedback 8
human-likeness - visuo-proprioceptive synchronicity 9
field of view - visuo-proprioceptive synchronicity 10
field of view 11
tactile feedback 12
human-likeness 13

Table 4.3: The order of removal of the interaction and main effects from the different models.
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4.4 Discussion

Our study resulted in rank orders of perceptual cue importance for the sense of own-
ership, sense of agency, and task performance. We found significant effects of the
perceptual cues on each dependent variable, with some exceptions (RQ1). We did
not observe any significant interaction effect among the independent variables, sup-
porting the hypothesis that a linear, additive model can adequately describe the com-
bined results of the five perceptual cues (RQ2). Furthermore, we found a weak but
significant correlation between SoE and task performance (RQ3).

To discuss our findings in detail, on the basis of the results reported in Table
4.2, we accepted H1a (perceptual signals have a different weight in affecting the
sense of ownership, agency and task performance). We observed a different effect
of each perceptual cue on the dependent variables. H1b (the perceptual cues that
mostly affect the sense of ownership are visual human likeness, visuo-proprioceptive
synchronicity, field of view, and connectedness), H1c (the perceptual cues that mostly
affect the sense of agency are visuo-proprioceptive synchronicity, tactile feedback,
and field of view) and H1d (the perceptual cues that mostly affect task performance
are visuo-proprioceptive synchronicity and the field of view) were partially accepted.
We found a significant effect of all perceptual cues on the sense of ownership and
agency, with the only exception of the human-likeness on the sense of agency (as
expected). However, the weight (based on the t value) that each cue had in affecting
the dependent variable was slightly different than hypothesized: visuo-proprioceptive
synchronicity was the cue that affected all dependent variables most. As for task
performance, we found a significant effect of visuo-proprioceptive synchronicity and
connectedness, but not of field of view.

We did not find an interaction effect among the independent variables, and the
additive model that we adopted allowed us to test the independent variables. Based
on the result, we accept both H2a (we do not expect an interaction between the
perceptual cues) and H2b (an additive model is enough to test this combination of
perceptual cues together).

Finally, our results were consistent with H3 (SoE and task performance are re-
lated). The correlations between the dependent variables were significant, although
the correlation between the SoE components and the performance of the task was
weak.

Visuo-proprioceptive synchronicity was the cue that most strongly affected the
sense of ownership and agency. When this cue was in the suppressive condition, par-
ticipants had more difficulties accomplishing the task and experiencing embodiment,
as also reported in other studies ([62, 136]).

However, while visuoproprioceptive synchronicity has been found to be the most
important of the perceptual cues tested, note that a weak SoE was still obtained in the
suppressive condition (median sense of ownership score of 3, and a median sense of
agency score of 2.5). For both SoE measures, visuo-proprioceptive synchronicity is fol-
lowed by tactile feedback, demonstrating the importance of the information provided
by the tactile sense in establishing SoE. Then, the ranking differentiates, showing a
difference in the sense of ownership and agency. For the sense of ownership, the
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third rank is occupied by human-likeness, which is a coherent result with respect to
our initial hypotheses, considering that the sense of ownership focuses on the sense
of self-attribution of the external embodiment. Instead, for the sense of agency, we
found the field of view to be more important. This can be explained by the fact that
in the supressive condition the field size was only 14x4cm. This made control of the
virtual arm and hand more complicated and reduced the possibility of observing the
movement of the virtual arm, reducing the level of perceived agency. Ranking fourth
for both sense of ownership and agency is connectedness. Connectedness provides
more (visual) information on arm posture and position, supporting the experience of
the external arm and hand as attached to one’s own shoulder. This may have facil-
itated the perception of the joints in space and the control of the virtual hand. For
the sense of ownership, ranking last, but still significant, is the field of view. The field
of view under suppressive conditions degraded the perception of the environment
but only had a small effect on the perception of embodiment, probably due to the
point of view that was not changed. The first person perspective helps the operator
to have an immersive perception of the embodiment, especially when it is realized
using a VR headset ([235]). For the sense of agency, ranking last and non-significant
is human-likeness. The finding that human-likeness did not affect sense of agency,
but did have a significant effect on sense of ownership is in line with previous studies
([93, 240, 251, 252]). Pyasik et al. (2018) argue that the individual spatio-temporal
constraints for the integration of sensory-related cues, which are unconscious, are
common to both the sense of ownership and the sense of agency, whereas their sub-
jective and conscious experience would rely on additional processes specific for each
sense. In this experiment, we assessed SoE using a questionnaire ([198]) in this ex-
periment. Although intended to measure perceptual experience, we cannot rule out
the possibility that questionnaire data include (cognitive) bias. Combining question-
naires with implicit measures such as skin conductance response ([201]), heart rate
([235]), or pupil dilation ([78]), can make the results more robust and provide more
information on the discrepancies in sense of ownership and agency.

For task performance, there are only two cues that affected it, firstly, visuo-proprioceptive
synchronicity and secondly, connectedness, where performance was better in the sup-
pressive condition than in the supportive condition. The effect of visuoproprioceptive
synchronicity was consistent with participants always reporting difficulties in per-
forming the task, while this cue was presented under suppressive conditions. If any-
thing, we would have expected connectedness to increase proprioceptive information,
therewith supporting task performance. The opposite finding may have been caused
by a less cluttered display when only the disconnected hand is presented rather than
the entireeee arm. Field of view, tactile feedback, and human likeness did not have
a significant effect on task performance. The lack of an effect of field of view could
be explained by the fact that, even if it could affect the SoE, especially the sense of
agency as reported in Wenk et al. (2021), the reduction of this cue in the suppressive
condition did not hamper task execution. This could also be related to both the de-
sign of the task, which was simple to accomplish, and the small workspace in which
participants had to operate the virtual arm.

Although there is evidence that sense of ownership and agency involve different
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cognitive processes ([124, 240, 251]), in correspondence to most of the literature, we
found a strong correlation between sense of ownership of body and sense of agency
([93, 205, 252]). The exact relation between the sense that one’s body is one’s own
(body ownership) and the sense that one controls one’s own bodily actions (agency)
has been the focus of much speculation, but is unclear. Tsakiris et al. (2010) discuss
two models to describe the relationship between the sense of ownership and sense of
agency. First, an additive model, in which agency and body ownership are strongly
related, because the ability to control actions is a powerful cue to body ownership;
plus possible additional sub-components unique to ownership and agency. An alterna-
tive independence model sustains that agency and body ownership are qualitatively
different experiences triggered by different inputs and recruiting distinct brain net-
works. a network of sensorimotor transformations and motor control, and a set of
hetero-modal association cortices implicated in various cognitive functions. We still
do not know the exact functions and contributions of these brain regions to the sense
of agency. We found that the correlations between task performance and sense of
ownership and between task performance and agency are significant but weak, with
an explained variance below 5%. Previous studies reported that a higher SoE resulted
in a much larger increase in task performance ([167, 217, 220]). The tasks in those
studies required a major interaction with the environment, which was usually better
characterized than ours. An interesting possibility could be that a high SoE reduces
the cognitive workload of the operator and has a larger effect when the task demands
are high, for example,when operating an avatar or teleoperation system that is more
complexly designed and that can achieve more complicated tasks as is the case in
studies. Following this line of reasoning, a higher SoE could also affect the learning
speed: reducing the cognitive workload of the operator may speed up learning to
perform the task. This prediction could be tested in a more complex task with novice
users.

4.4.1 Future works

In future work, we want to redesign the task in order to include the assessment of the
sense of self-location, to have a complete picture of the SoE. Moreover, we want to
extend the perceptual cues to test, such as head movement control and point of view.
To include these variables, we need to redesign the setup and the experiment. To
circumvent possible relations between task performance and SoE as subjectively re-
ported through post hoc knowledge of your own performance, implicit (unconscious)
measures of SoE would be of great value ([261]). To this end, adding physiological
measures such as skin conductance, heart rate, and pupil dilation may be of interest.
Finally, and as mentioned above, we are interested in investigating how SoE may af-
fect learning of a different and more complex task. However, in this case, the findings
of Brouwer et al. (2014) indicate that using physiology to monitor learning is not as
straightforward as one might expect.
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4.4.2 Conclusions

Our full factorial experiment resulted in a rank order of five different perceptual cues
with respect to their effect on the sense of ownership, the sense of agency, and the
performance of tasks. Different rankings were found, but visuo-proprioceptive syn-
chronicity affected all three outcome measures most strongly. We did not observe
an interaction effect between the perceptual cues, and we found a weak relation be-
tween the level of SoE and task performance. These findings can help to decide on
the factors to optimize in a system to achieve a high sense of ownership, agency, and
task performance.
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5
The Effect of Sense of Embodiment on Task

Performance and Motor Learning

We are what we repeatedly do.
Excellence, therefore, is not an
act but a habit.

Aristotle

Abstract

In this chapter, we transition from the theoretical and experimental groundwork of
manipulating and measuring Sense of Embodiment (SoE) to addressing a fundamen-
tal question: What is the purpose of optimizing the SoE in a teleoperation system?
This exploration centers on investigating the potential positive effects of SoE on mo-
tor adaptation, the acceleration of motor learning, and the potential enhancement
of task performance. The chapter delves into this investigation by focusing on two
critical research questions (RQs) posed in the Introduction: RQ8) What is the effect
of SoE on task performance in a perceptual-motor task? RQ9) What is the effect of
SoE on the asymptote of the learning curve in a perceptual-motor task? Drawing in-
sights from the existing literature, the hypothesis emerges that enhancing SoE yields
positive effects, not only on task performance (H1) but also on the overall embodi-
ment experience (H2). An additional layer of exploration is introduced through an
exploratory research question: Are these results consistent across diverse scenarios
and tasks? The study design encompasses three distinct user studies, each set in dif-
ferent applications and featuring various avatars, yet all anchored in similar tasks,
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specifically a modified peg-in-hole task: 1) in the first user study, participants oper-
ated a robotic arm with a human-like hand as end-effector, and they were required to
perform a classic peg-in-hole task. 2) In user study 2, the task is transformed into a
variation that we called "peg-on-button", wherein participants use a robotic arm with
a gripper as the end-effector to press a lit button. 3) User study 3 is implemented in
virtual reality (VR), participants manipulate a virtual hand holding a controller to per-
form a reaching task and a proprioceptive judgment task. Across all three studies, a
consistent pattern emerges: a setup that fosters embodiment has a positive impact on
motor learning and adaptation, resulting in improved task performance. A supportive
setup also reduces the perception of the surrogate as a mere mediator between the
operator and the remote environment, especially when contrasted with a setup that
suppresses embodiment. The positive effects on motor learning and task performance
advocate for the incorporation of embodiment-supportive designs in teleoperational
setups. However, the nuanced relationship between SoE and long-term task perfor-
mance prompts a call for further exploration and consideration of various factors
influencing teleoperation outcomes across diverse scenarios and tasks.

5.1 Introduction

One of the main reasons that brought to investigate SoE in teleoperation, was to ob-
serve the effects of its manipulation on task performance. In the literature, we could
not find studies approaching this effect in the teleoperation context, therefore we de-
cided to first understand how to manipulate it in a teleoperation setup, and then to
observe the effects of this manipulation in different teleoperation scenarios. If high
SoE can improve task performance, increase the learning rate, and decrease the mo-
tor adaptation time, then it becomes also relevant to optimize it in a teleoperation
setup, and of give more importance to the design stage of a system. Our investigation
was led by one main prediction that we tested: if SoE has a positive effect on motor
adaptation, - i.e. faster learning when SoE is higher, and it decreases the perception
of the surrogate as mediator; as a consequence, it also has an effect on task perfor-
mance. In other words, higher SoE leads to increased the learning speed compared to
lower SoE, and the final performance plateau after learning is dependent on the level
of embodiment.
In this chapter, we present three user studies aimed at better understanding the con-
cept of SoE and its effect on task performance and motor learning in four different
teleoperation setups. We report how task performance and motor learning are af-
fected by different levels of SoE. SoE levels are manipulated by varying perceptual
cues known to affect SoE [74, 84, 210], as also reported in Chapter 4 of this the-
sis. Perceptual cue manipulation consists of influencing the multisensory integration
of external stimuli obtained by controlling an avatar in order to improve or degrade
the level of embodiment of the operator. This can be obtained by changing the field
or point of view of the camera used in the surrogate presented to the operator, by
activating or deactivating the tactile feedback, and by choosing a certain haptic de-
vice rather than another. The experiment presented in Chapter 4 was realized as a
benchmark to understand the importance of five selected perceptual cues and the
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effect of their potential interaction with SoE and task performance. Based on that,
we designed the conditions and setup of all user studies. The design and setup of
Experiment 1 was previously presented and described in Chapter 3. However, while
in that chapter we presented the assessment of pupil dilation as an implicit mea-
sure of embodiment, here we present data relative to task performance, and motor
adaptation and learning, where motor adaptation refers to flexibility in learning new
movements, but can also be used to determine whether some operators can generate
a motor pattern to which they become used [264]. Repeated adaptation can lead
to learning a new and more permanent motor calibration. This type of learning is
likely to be an important method for making long-term improvements in operators’
movement patterns. The conclusion on SoE and task performance would then depend
on the moment of testing: during the learning phase, there may be a positive effect,
but once learning is completed, this effect disappears. Therefore, in this chapter, we
investigate not only the (final) level of performance but also the motor adaptation
process. For what concerns the supporting literature related to the relationship be-
tween motor adaptation and SoE, we are testing this assumption in the presented
studies for the first time. However, there are studies suggesting and exploring explicit
and implicit motor learning strategies and how they can affect motor adaptation in
different tasks and motor conditions [171, 242]. Our plan encompasses the develop-
ment of experimental methods to measure both the explicit and implicit components
of the SoE phenomenon, employing approaches that encompass both empirical and
subjective assessments. Studies have shown that implicit and explicit processes un-
derlie human motor skill learning and each of them has its own peculiar properties
and contributions. For example, implicit processes such as sensory prediction and
reward prediction error-based learning seem invariant and stationary, while explicit
processes such as awareness and strategy synthesis appear to be stationary. Further-
more, in [172], the authors developed techniques that isolate these processes and
that could naturally be extended to common SoE paradigms. Second, we experiment
with different contextual features that could affect SoE, such as visual and dynamic
similarity with the human limb. In our virtual reality (VR) environment and physics
engine, this can be easily updated by proposing different tools/avatars with different
kinematic properties. The main differences between the three user studies concern
1) the humanlikeness of the surrogate, 2) the level of immersion and participation of
the embodiment experience, and 3) the way in which the SoE is manipulated. This
allowed us to test the effect of SoE in different contexts of application. To make the
task performance comparable, the studies have in common that the operators were
required to manipulate a right arm, and they were asked to accomplish a similar task
(variations of a peg-in-hole) with quantifiable performance metrics, i.e. a task that
returns count data, and a similar level of difficulty. Experiment 1 involved a robotic
arm with a mechanically complex, humanoid robotic hand attached to it (see Figures
5.2 and 5.3) and operators had to perform a peg-in-hole task. In Experiment 2, op-
erators controlled a robotic arm with a peg as an end-effector (see Figure 5.8) and
did a peg-on-buttons task, namely they had to press the button that lighted up among
the six buttons in the remote workspace. In Experiment 3, participants were required
to touch the red dot every time they spotted one on a 5x4 grid of black dots. The
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diagrams represented in Figure 5.1 summarizes the design of the three user studies.
Starting from the research questions presented in the Introduction - RQ8) What is
the effect of SoE on motor adaptation in a perceptual-motor task? RQ9) What is the
effect of SoE on the asymptote of the learning curve (i.e. the performance level after
the learning curve reached a plateau) in a perceptual motor task? - We hypothesize
that H1) SoE has a positive effect on task performance, i.e. faster learning when SoE
is higher, and H2) it improves the overall embodiment experience and decreases the
perception of the surrogate as mediator. As a side issue, we also formulated an ex-
plorative research question: RQE) Are these results robust over different tele-robotics
contexts and tasks (i.e. the three experiments)?

5.2 Prior Works

In teleoperation, some of the most investigated aspects are the effects of perceptual
cues manipulation and time delay on SoE and task performance. In the three exper-
iments presented in this chapter we manipulated visuo-proprioceptive information,
visuo-tactile information, point of view, and the visual-likeness of the surrogate.
More specifically, time delay is one of the main issues encountered and studied in
teleoperation systems, particularly in telerobotics. For instance, [15, 74, 122, 260]
investigated to what extent an operator can deal with and adapt to time delay, and
the impact of time delay on SoE. Overall, results show that time delay affects the in-
tegration of proprioceptive information and multisensory stimuli. As a consequence,
the level of SoE decreases and operators need some time to adapt to the situation. It
is still unclear what the tolerance threshold is (if one exists) of adaption to delayed
signals in a teleoperation scenario. This threshold should point to the maximum limit
of delay that an operator can handle to be neverthless capable of manipulating the
surrogate. For what concerns the relation to task performance, studies demonstrated
that it can be improved by conditions that support embodiment [167, 217, 220].
When the operator is strongly embodied with the surrogate, the perception of the
surrogate as mediator is lower [38]. In other words, the operators do not perceive
the surrogate as a third party object, or external tool, that mediates the interaction
between them and the remote environment, but they feel embodied and in full con-
trol of the surrogate as if it was part of their own body.
Starting from the literature, it is assumed that different levels of SoE through a sur-
rogate, obtained by the manipulation of several perceptual cues, will have an effect
on the task performance. In the case when operators feel strongly embodied, task
performance would improve compared to situations in which the embodiment level is
weak. However, these results cannot be generalized, since they are mostly limited to
VR studies, or they are conducted in the prosthetic field with participants who experi-
enced an upper limb loss; another aspect is that they usually focus on cognitive load
and not on motor performance [167, 217, 220, 262]. Moreover, there is still a debate
if high SoE really leads to better performance. The effect of SoE on task performance
has not been widely replicated and there are also studies that found no effect or just
different advantages in manipulating certain perceptual cues [62, 74, 101, 137]. An
alternative explanation for the inconsistent results could be that SoE is not directly
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Figure 5.1: The diagram summarizes, for each user study, the setup, the task, the design, and
conditions.

related to the final level of performance, but results in faster learning and a steeper
learning curve, and differences in motor adaptation. These differences can be due
to the context of application (VR, social robotics, field robotics, industrial robotics,
or others), the level of complexity and the kind of task, and the different kinds of
avatars.

5.3 User Study 1

5.3.1 Method

We explored the effect of SoE on task performance and the motor adaptation with two
independent variables: SoE level (supportive, suppressive) which was a between sub-
jects variable and hand (self, robot) which was a within subject variable. Of the two
SoE level groups, the “supportive” group experienced perceptual cues that support
embodiment, while the “suppressive” group experienced perceptual cues that sup-
press embodiment. Each group did the task under two levels of Hand: 1) “self” using
their own hand (either with or without the gloves), and 2) “robot” using a robotic
surrogate. We set the perceptual cue such that strong (supportive) or weak (suppres-
sive) SoE was expected, based on previous studies [74]. Particularly, we manipulated
the perspective (1PP for the supportive condition, and 3PP for the suppressive one),
haptic feedback (on for the supportive and off for the suppressive).

5.3.1.1 Participants

Twenty-eight right handed participants (16 females and 12 males, between 19 and
49 years old) participated voluntarily. Participants were paid 30 C and their travel
costs were reimbursed. Participants were divided into two groups: 15 participants
experienced what we call the supportive condition, while 13 participants the suppres-
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sive one (see next section). The ethics committee of TNO approved the study (RP
2020-012).

5.3.1.2 Setup and Materials

The teleoperation setup consisted of a telemanipulator, a haptic control interface
and a visual telepresence system. The telemanipulator was the Shadow Hand Lite,
equipped with 3D force sensors on its fingertips, mounted on the flange of a KUKA
IIWA 7 serial link robot. The haptic control interface was realized by the haptic glove
SenseGlove DK1, which tracks finger movements in 11 degrees of freedom and can
provide passive force feedback on each finger. The movements of the operator’s wrist
in space are recorded by an HTC VIVE tracker mounted on the SenseGlove. The visual
system consists of a ZED mini stereovision camera with a HTC VIVE Pro Eye relaying
the visuals to the operator, while also collecting eye gaze and pupil diameter. The HTC
Vive offers a 110°field of view, a maximum refresh rate of 90 frames per second and a
combined resolution of 2160 × 1200 pixels (1080 × 1200 pixels per eye). The setup
was slightly different between the two conditions. For the supportive condition, the
ZED mini was placed to provide a first-person perspective (1PP), and the operators re-
ceived the tactile feedback (vibration) just in the moment in which they grasped and
released the peg. In the suppressive condition, instead, the ZED mini was providing
a third-person perspective (3PP) by facing the operators (i.e., a mirrored perspective
of the workspace). The chosen 3PP was challenging, but the purpose was to observe
if the participants’ performance while using their own hand and the surrogate hand
would have been drastically affected in both conditions. Moreover, they had to wear
two thick gloves during the task accomplishment with their own hand and, while ac-
complishing the task using the robotic surrogate, the tactile feedback was continuous
from the moment in which they grasped the peg until they released it (see Figures 5.2
and 5.3 for an overview of the setup). In both conditions at both levels, participants
had to wear the HMD during the experiment.

5.3.1.3 Task

Participants had to repeat a peg-in-hole task 6 times in total, three times by their own
hand and three times by using the robotic surrogate. After each trial, they had to fill
a customized version of the questionnaire on embodiment from [198]. Half of the
participants accomplished the three trials using their own hand first, while the other
half by using the robotic surrogate first (see Figures 3.3 and 3.4).

5.3.1.4 Procedure

Participants were asked to fill out the consent form and then they were given detailed
instructions about the experiment and the tasks. Participants were also instructed
that if they were unsure how the task worked they could ask the experimenter for
help. The experiment lasted 45 minutes. Participants were asked to do a peg-in-hole
task. The grid, used as workspace, had 16 holes. However, participants were required
to focus just on two of them marked in red. The two holes had a distance of 32cm.
Participants had 90 seconds to place the peg in the holes as many times as they could.
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Figure 5.2: Frames extracted from the ZED mini recordings during the supportive conditions of
User Study 1. On the left, the participant’s view during the self level. On the right, the
participant’s view during the robot level.

Figure 5.3: Frames extracted from the ZED mini recordings during the suppressive conditions of
User Study 1. On the left, the participant’s view during the self level. On the right, the
participant’s view during the robot level.

When participants accomplished the task with their own hand, they were sitting in
front of the grid, and they could directly interact with it, but they were observing
it through the HMD. When they were accomplishing the task using the robotic arm,
they were sitting at a safety distance from the grid and they used the robotic device
to interact with it.

5.3.1.5 Measures

To measure SoE, we adopted a reduced version of the embodiment questionnaire from
[198]. Participants were asked to assess two items for each embodiment component
(ownership, agency, and self-location) using a Likert-scale from 1 (strongly disagree)
to 7 (strongly agree). Moreover, motor adaptation was determined on the basis of task
performance over trials. SoE components were measured as the average score for the
items addressing each variable in the questionnaire. Task performance was defined
by how many times participants managed to insert the peg in the two holes for each
trial of 90 seconds.

5.3.2 Results

We implemented a 2x2 mixed-design ANOVA model, with one dependent variable
within subjects (self and robot hand) and one dependent variable between subjects
with two levels (supportive and suppressive embodiment). We observed the effect
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of this manipulation on four dependent variables: the SoE components (the sense
of ownership, agency, self-location), and task performance. To determine the motor
learning among trials we applied a one-way ANOVA. We found a significantly positive
trend in the mean scores of task performance in the supportive conditions among
trials (see Table 5.1), at both levels. However, we did not encounter the same results
in the suppressive condition at both levels. Moreover, we observed a significantly
different score for the self level compared to the robot hand, in both conditions and
for almost all the evaluated items and task performance (see Figures 5.4, 5.5, 5.6, 5.7
and Table 5.3). The self level resulted in higher scores than the robot one.

Figure 5.4: Sense of Ownership over trials between the supportive and suppressive conditions.
On the left, participants were performing the task with their own hand, on the right
with the robot hand.

Figure 5.5: Sense of Agency over trials between the supportive and suppressive conditions. On
the left, participants were performing the task with their own hand, on the right with
the robot hand.

In the supportive condition at the self level, sense of ownership and task per-
formance were found to be significantly correlated during the second trial (r=.61,
df=13, p=.016) and we found a trend during the third trial (r=.49, df=13, p=.065).
For what concerns the sense of agency, we found a trend during the first trial (r=.49,
df=13, p=.063), a significant correlation during the second trial (r=.62, df=13,
p=.01), and a trend during the third trial (r=.48, df=13, p=.07). Finally, we found
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Figure 5.6: Sense of Self-Location over trials between the supportive and suppressive conditions.
On the left, participants were performing the task with their own hand, on the right with
the robot hand.

Figure 5.7: Task performance over trials between the supportive and suppressive conditions. On
the left, participants were performing the task with their own hand, on the right with
the robot hand.

a significantly negative correlation between sense of self-location and task perfor-
mance during the first trial (r=-.58, df=13, p=.023), the second trial (r=-.79, df=13,
p<.001), and a trend during the third (r=-.50, df=13, p=.06).

Moreover, we looked for correlation among the embodiment components. We
found a weak correlation between sense of ownership and agency only during the
third trial (r=.57, df=13, p=.02). There was a correlation between sense of owner-
ship and self-location during the first (r=.57, df=13, p=.02) and the third (r=.73,
df=13, p=.002) trials. Finally, there was a correlation between sense of agency
and self-location during the second (r=.61, df=13, p=.01) and third (r=.59, df=13,
p=.02) trials.

In the suppressive condition at the self level, we did not find a significant corre-
lation or a trend between any SoE component and task performance. We only found
a correlation between sense of agency and ownership only during the first (r=.62,
df=11, p=.02) and third trials (r=.69, df=11, p=.009).

In the supportive condition at the robot level, we did not find a significant cor-
relation or a trend between any SoE component and task performance. We found a
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correlation between sense of ownership and agency during the first (r=.78, df=13,
p<.001), second (r=.87, df=13, p<.001), and third (r=.71, df=13, p=.003) trials;
we also found a correlation between sense of ownership and self-location, but only
during the third trial (r=.61, df=13, p=.02).

In the suppressive condition at the robot level, we did not find a significant cor-
relation or a trend between any SoE component and task performance. We found a
correlation between sense of ownership and agency during the second (r=.66, df=11,
p=.013) and third (r=.81, df=11, p<.001) trials. Moreover, we found a correlation
between agency and self-location during the first (r=.54, df=11, p=.05) and second
(r=.82, df=11, p<.001) trials, and a weak trend during the third one (r=.51, df=11,
p=.07).

To summarize, within subjects, when participants where using their self hand,
they evaluated the SoE components significantly higher compared to the robot hand
level, and they also performed significantly better. However, among the three trials,
we found a significant improvement only in task performance at both levels and con-
ditions, but not for what concerns the evaluation of the embodiment components.
Finally, between subjects, at the self hand level, we found that participants attributed
a significantly higher score only to the sense of agency, while performing the task
in the supportive condition than in the suppressive one. At the robot level, instead,
when participants were in the supportive condition, they evaluated the SoE compo-
nents significantly higher compared to the suppressive condition, and also the task
performance resulted significantly better.

Value Level Hand type df SD F-value p-value
Ownership Supportive Self 42 1.06 0.30 .74
Agency Supportive Self 42 0.41 0.30 .74
Self-location Supportive Self 42 1.01 .04 0.96
Task Performance Supportive Self 42 11.73 3.67 .03

Ownership Suppressive Self 36 1.37 0.09 .91
Agency Suppressive Self 36 1.22 0.120 .89
Self-location Suppressive Self 36 1.10 0.59 .56
Task Performance Suppressive Self 36 142.42 2.45 .10

Ownership Supportive Robot 42 1.42 2.37 .10
Agency Supportive Robot 42 1.44 1.37 .27
Self-location Supportive Robot 42 1.19 0.06 .94
Task Performance Supportive Robot 42 1.70 4.72 .01

Ownership Suppressive Robot 36 1.10 0.77 .47
Agency Suppressive Robot 36 1.11 0.10 .91
Self-location Suppressive Robot 36 1.41 0.43 .65
Task Performance Suppressive Robot 36 0.78 2.58 .09

Table 5.1: Overview of the One-way ANOVA results of Sense of Embodiment components and
Task Performance, over time (from trial 1 to trial 3) in both conditions and levels.
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Value Hand type Suppressive Supportive df SD t-value p-value
Ownership Self 5.70 5.89 26 1.07 0.45 .65
Agency Self 5.87 6.73 26 0.77 2.97 .01
Self-location Self 4.17 4.08 26 1.05 0.22 .82
Task Performance Self 36.11 2.62 26 12.63 1.60 .12

Ownership Robot 2.74 3.92 26 1.42 2.19 <.001
Agency Robot 3.06 3.69 26 1.18 1.40 <.001
Self-location Robot 3.17 3.11 26 1.31 0.11 .02
Task Performance Robot 2.62 0.36 26 0.90 6.62 <.001

Table 5.2: Overview of the dependent t-test results of the Sense of Embodiment components and
Task Performance between subjects (suppressive - supportive) at both levels (self -
robot hand.

Value Level M Self M Robot df SD t-value p-value
Ownership Supportive 5.89 3.99 14 1.71 4.44 <.001
Agency Supportive 6.73 3.69 14 1.18 9.95 <.001
Self-location Supportive 4.08 3.11 14 1.04 3.59 .003
Task Performance Supportive 36.11 2.62 14 11.21 11.57 <.001

Ownership Suppressive 5.70 2.74 12 1.41 7.55 <.001
Agency Suppressive 5.866 3.06 12 1.56 6.47 <.001
Self-location Suppressive 4.17 3.17 12 1.31 2.75 .018
Task Performance Suppressive 28.46 0.36 12 13.71 7.39 <.001

Table 5.3: Overview of the dependent t-test results of the Sense of Embodiment components
and task performance within subjects (self - robot hand) in both groups (suppressive -
supportive).

5.4 User Study 2

In the findings gleaned from User Study 1, a noteworthy advancement in task perfor-
mance was evident during trials where the embodiment was intentionally designed to
be supportive. To further probe the dynamics of teleoperation, we aimed to determine
whether the sense of embodiment could be manipulated not only through perceptual
cues but also at the level of the control system architecture. In this instance, the ex-
perimental setting shifted to an industrial scenario context, featuring an avatar less
visually human-like than in the previous experiment—a robotic arm with an attached
peg serving as the end-effector.
To explore this, we introduced a bilateral impedance reflection (BIR) control system,
strategically designed to address time delay challenges in teleoperation scenarios.
This was set in contrast to a bilateral impedance control with a passivity layer (BICP),
the prevailing system architecture in use in the literature. The significance of this
study lies in its demonstration that embodiment can be intentionally shaped at vari-
ous levels within the system setup and architecture. Furthermore, it contributes novel
insights into the intricate relationship between Sense of Embodiment (SoE) and task
performance, underscoring the malleability of embodiment across different teleoper-
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ation configurations.

5.4.1 Method

Force feedback generally has a positive effect on the telemanipulation experience
and sense of embodiment of the operator. However, systems with force feedback are
vulnerable to time delays, reducing their transparency and stability. The BIR was
implemented to deal with delays compared to a more unstable BICP. Under delays
conditions, the BIR represented the supportive embodiment condition compared to
the BICP that represented the suppressive one. Three time delay groups (0, 10, and
20 ms one-way delay) of 10 participants each executed the task with both controllers.

5.4.1.1 Participants

30 right-handed participants were sampled from staff and students, between 20 and
30 years old, 8 females and 22 males, and they were equally distributed in three
groups. The ethics committee of the University of Twente approved user study 2 (RP
2021-110).

5.4.1.2 Setup and Materials

We implement a classical bilateral impedance controller with passivity layers (BICP)
and a bi-directional impedance reflection controller (BIR). In this method, the impedances
of the operator and the environment are estimated and reflected back to the remote
robot and haptic interface, respectively. A trajectory predictor is added to compensate
for the delayed motion and we implemented a rigid impedance model. The operator
side of the experimental setup can be seen in Figure 5.8. On the local side, there
was a Haption Virtuose haptic device, that can measure the positions of the operator
and apply force feedback in 6 degrees of freedom. The operator could see the re-
mote environment via a screen, through a webcam added on site in order to provide
a first person perspective on the environment. Participants had to operate the Franka
Emika arm that was positioned on the right side of the interaction platform, from the
operator’s perspective. The setup at the remote side can be seen in Figure 5.8. It
consisted of a workspace with six 3D printed blocks with a blue button on the top,
equally distanced in rows, and 4 white 3D printed blocks with a blue button on the
side facing each other. A led was attached to each button. These buttons and LED’s
were attached to an Arduino MEGA to manage the LEDs power on or off. On the
operator and remote side, two computers were both running the control software. A
local network was used to connect them. ROS was used as middleware, which also
handled the communication between the two computers. The messages between the
local and remote site was differently delayed for each condition.

5.4.1.3 Task

We asked to accomplish a task that we called Peg-on-button: six cubes with a button on
the top were placed in the work-space in a grid. Participants had to press the button
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Figure 5.8: From User Study 2, on the left, the operator’s side of the experimental setup, via a
screen the operator can see the remote site and control the robot using the Haption
Virtuose. On the right, the remote side of the experimental setup, where the Franka
Emika arm is controlled equipped with a force sensor.

that enlightened. After they pressed the button, another random button highlighted.
The task ended after two minutes.

5.4.1.4 Procedure

Participants were asked to fill out the consent form and then they were given detailed
instructions about the experiment and the tasks. Participants were also instructed that
if they were unsure how the task worked they could ask the experimenter for help.
The experiment duration was approximately 30 minutes. After the accomplishment
of the task with one controller, participants were required to fill in the questionnaire.
Finally, they were asked to repeat the same task with the other controller and to fill
in the questionnaire again.

5.4.1.5 Measures

SoE components were measured through the evaluation of the items presented in a
customized version of the embodiment questionnaire from [198], the same adopted
in user study 1. For each participant and each set of tasks, sense of ownership, agency
and self-location were defined as the average score for the items addressing those
variables in the questionnaire. Task performance was defined as the number of correct
buttons touched during the peg-on-button task. Instead of comparing raw completion
times, we considered measuring efficiency metrics, such as the number of correct
actions or outputs per unit of time. This approach accounts for variations in time and
focuses on the effectiveness of completing the task regardless of the delays.

5.4.2 Results

We implemented a 2x3 mixed-design ANOVA model, with one independent variable
within subjects (BIR and BICP controls) and one independent variable between sub-
jects with three levels (0ms, 10ms and 20ms delay). We observed the effect of this
manipulation on four dependent variables: the SoE components (the sense of own-
ership, agency, self-location), and task performance. We found a significantly higher
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Figure 5.9: Plots of the embodiment components scores and task performance in the three delay
conditions (0ms, 10ms, 20ms) compared for both controllers (BICP and BIR).

mean score of the BIR control over the BICP for the embodiment and for the task
performance in the delayed conditions (see Figure 5.9 and Table 5.4). There was a
significant difference between the two controls in ownership (F(2, 25)= 40.77, p <

.001), agency (F(2,25)= 5.61, p = .03), self-location (F(2, 25)= 20.61, p <.001),
and task performance (F(2, 25)= 9.31, p = .005), but not a significant differences
across the three groups who experienced different time delay conditions. We also
found a significant interaction between controls and delay (F(2, 25) = 7.67, p =
.003) in task performance. Following up this interaction indicated that there was no
significant difference between controls at the 0 delay condition, but the difference
was significant in the other two conditions. The mean scores of the BICP decreased
over time.
We did not find a significant correlation neither among SoE components, nor between
SoE components and task performance, in none of the delay conditions.
The results indicate that in case of delay, for almost all the evaluated items (i.e. the
components of the embodiment and the performance of the task), the operators pre-
ferred the BIR over the BICP control and achieved a better performance in the peg-
on-button task.

Measure Mean Square Partial η2 F-value p-value
Ownership 18.55 .62 40.77 <.001
Agency 4.76 .183 5.61 .03
Self-location 20.61 .42 18.17 <.001
Task Performance 12.92 .380 7.67 .003

Table 5.4: Overview of the pairwise comparison between the BIR and BICP controllers for the
sense of embodiment (represented by the sub-scales: ownership, agency, and self-
location), and the task performance (peg-on-button was the only designed to check
and compare task performance).
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5.5 User Study 3

In User Studies 1 and 2, a consistent enhancement in task performance was noted
when the embodiment was intentionally designed to provide support. Acknowledging
and addressing the limitations identified in a telerobotics setup, we initiated a third
user study in Augmented Reality (AR): 1) to better support the assumption that the
SoE improves task performance; 2) to explore the role of the mediator; and 3) to
support a within subjects design to investigate the SoE in teleoperation scenarios,
sustained by the idea that the SoE does not drastically drop in absence of emotional
stimuli. This study aims to closely examine the factors influencing task performance
in an active Rubber Hand Illusion (RHI) scenario, without the added complexity of
telemanipulating a robotic device.

5.5.1 Method

We performed a within-subjects design user study in VR, in which we manipulated
visuo-proprioceptive information (by adding and removing delay) and the virtual
avatar’s hand location (shifted right, forward, or in the same position of the operator’s
real hand). We assessed SoE through the combination of surveys and proprioceptive
measures, as explicit and implicit measures, respectively.

5.5.1.1 Participants

We recruited 30 participants (17 females and 13 males, between 18 and 28 years
old) from the student pool. The sample size was determined on the basis of previous
similar studies that we found in the literature [167, 233, 234, 251]. The study was ap-
proved by the Institutional Review Board of Princeton University (reference number:
IRB#14912). Participants received institutional credits for their participation.

5.5.1.2 Setup and Materials

Participants viewed a virtual scene through a head-mounted display (HMD), the HTC
Vive. The HTC Vive offers a 110 ° field of view, a maximum refresh rate of 90 frames
per second, and a combined resolution of 2160 × 1200 pixels (1080 × 1200 pixels
per eye). The scene consisted of controlling a virtual floating right hand covered by
a glove and holding a Vive controller, in a first person player perspective. The main
component of the virtual environment to which participants interacted, consisted of
a light gray desk with, depending on the task, either five dots of different colors or
a 5x4 grid. The virtual desk was calibrated to be at the same height of a real table
that was placed in front of the participants in the experiment room while performing
the tasks. This was done to create a mixed haptic feedback between the virtual desk
and the real desk at which the participants were sitting during the experiment (see
Fig. 5.10 for an overview of the setup and the VR environment). The project was
created in Unity 2019.2.17f1 and Visual Studio 2019. The scene was visualized using
SteamVR 1.15.19 and the SteamVR Unity Plugin 2.6.1., which also provided the hand
model holding the Vive controller. The latter was used to control the virtual hand that
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Figure 5.10: On the left, the operator performing User Study 3, in the middle we can observe the
three manipulated hand shifts, and on the right we can observe extracted frame from
the grid task.

was either vertically or horizontally shifted by 5cm, or the position corresponded to
the self-one hand of the operator.

5.5.1.3 Tasks

Participants were instructed to perform both a reaching task and a proprioceptive judg-
ment task. For the first task, participants were asked to touch with the controller hold
both in their hand and in the controlled avatar’s virtual hand each dot that they ob-
served on the virtual table in a random order. They were required to repeat the task
two times, and the second time they could not see the virtual hand while manipulat-
ing it. Then, participants were asked to grab the controller with the left hand, and
to accomplish the proprioceptive judgment task by using the right hand to find the
five targets below the real desk. They were asked to point to the target with the right
index. Then, they were required to identify the position of their index finger below
the real table with the top of the controller placed above the table. Next, participants
were required to accomplish the grid task. Participants were asked to touch the red
dot every time they spotted one in a 5x4 grid of black dots. When they touched the
red dot, it became black and another random one became red. The task lasted 5
minutes. After this task, they were asked to perform the blind reaching task and the
judgment task. In this way we could measure the proprioceptive drift in the same
condition and between conditions, and we could also observe the effect of the SoE
manipulation on task performance.

5.5.1.4 Procedure

Participants were asked to fill the consent form and then they were given detailed
instructions about the experiment and the tasks. Participants were also instructed
that if they were unsure how the task worked they could ask the experimenter for
help. The experiment duration was approximately 75 minutes. For the baseline,
participants accomplished the reaching task by seeing the virtual hand, and then they
repeated it without seeing the virtual hand. Later, they were asked to accomplished
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the judgment task. Following, they accomplished the grid task, and finally they were
required to accomplish again the reaching task and the judgment task without seeing
the virtual hand. In between each condition, participants were required to fill a survey.
The conditions were presented in a random order and participants had to experience
each condition, therefore they repeated the set of tasks six times.

5.5.1.5 Measures

To measure SoE, we adopted a reduced version of the embodiment questionnaire
from [198] (the same presented in the previous studies). Participants were asked to
assess items on ownership, agency, and self-location. Moreover, we introduced four
questions to assess the level of perception of the mediator. The items were evaluated
using a Likert-scale from 1 (strongly disagree) to 7 (strongly agree): 1) I was so im-
mersed that I forgot I was experiencing the virtual avatar and environment through
a setup; 2) the experiment setup allows to perceive every single stimulus as I would
perceive it with my own body; 3) I feel I went through a process of motor adapta-
tion, and that I improved my motor skills over the virtual avatar; 4) every sensory and
physical prediction on the interaction between the virtual avatar and the environment
was correct. As for the previous studies, task performance was determined measuring
efficiency metrics, such as the number of correct actions or outputs per unit of time.
This approach, as reported above, accounts for variations in time and focuses on the
effectiveness of completing the task regardless of the delays.

5.5.2 Results

We conducted a 2x3 ANOVA to examine the effect of delay and spatial mismatch
on six dependent variables: the SoE components (sense of ownership, agency, and
self-location), the mediator perception, the task performance, and the proprioceptive
information of the participants in both a reaching task and a distance judgment task.
We manipulated two independent variables: the synchronicity of the virtual hand
response (synchronous, asynchronous), and the virtual hand shift with respect to the
real hand position of the participant (right shift, forward shift, no shift).

Starting from the qualitative data, the results of the analysis for the sense of own-
ership show a significant effect of conditions on the outcome variable (F(5, 29) =
3.67, p = .003). These results suggest that there is a significant difference of condi-
tion on SoE score. A Tukey’s HSD post-hoc test was conducted to determine which
conditions differed significantly from each other. Post-hoc comparisons revealed that
the sense of ownership in the most supportive condition of the SoE SNS (synchronous
with no hand shift) was evaluated significantly better than in the most suppressive
conditions of the SoE, namely ASV (asynchronous, forward shift) (p = .02) and ASO
((asynchronous, right shift) (p = .04), while the difference between the SSV condi-
tion (synchronous, forward shift) and ASV approached statistical significance (p =
.07). No other pairwise comparisons reaches statistical significance.
The analysis for the sense of agency show a significant effect of condition on the
outcome variable (F(5, 29) = 2.66, p = .02). These results suggest that there is a
significant difference between the conditions effect in terms of the outcome variable.
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The Tukey’s HSD post-hoc comparisons revealed that the sense of agency in the SNS
condition was evaluated significantly better than in ASV (p = .02), ASO (p = .02),
while the difference between the ANS (asynchronous, no shift) condition approached
statistical significance (p = .06). No other pairwise comparisons reached statistical
significance.
The sense of self-location did not show a significant effect of conditions on the out-
come variable (F(5, 29) = 1.20, p = .36).
Finally, for what concerns the mediator perception, the analysis shows a significant
effect of condition on the outcome variable (F(5, 29) = 3.63, p = .004). These re-
sults suggest that there is a significant difference between the conditions effect in
terms of the outcome variable. The Tukey’s HSD post-hoc comparisons revealed that
the setup in the SNS condition was perceived significantly less than in ASV (p = .01),
ASO (p = .02), while the difference between the ANS condition approached statistical
significance (p = .07). No other pairwise comparisons reached statistical significance.

The quantitative data referred to the task performance during the grid task, and
the proprioceptive data collected during the reaching task and the distance judgment
task. Starting from the task performance, an ANOVA was conducted to examine the
effect of the conditions manipulation on the task performance. The analysis revealed
a significant main effect of the manipulation on the dependent variable (F(5, 29) =
17.2, p < .001). A Tukey’s HSD post-hoc test was conducted to further investigate
the nature of these differences. The SSV condition displayed a significantly higher
mean on the dependent variable compared to the asynchronous conditions ASV (p
< .001), ASO (p < .001), and ANS (p = .004), indicating a substantial difference
between these two conditions. Similarly, the SSO condition demonstrated a signifi-
cantly higher task performance compared to the ASV (p < .001), ASO (p < .001),
and ANS (p < .001) conditions, indicating a notable distinction also between these
ones. The SNS condition exhibited the highest mean on the dependent variable com-
pared to ASV, ASO, and ANS, with a significant difference of p < .001 for the three
comparisons. To summarize, participants performed significantly better in all the syn-
chronous conditions, while the hand shift did not play a role.

An ANOVA was conducted to examine the effect of the conditions manipulation on
the proprioceptive information of participants. In the reaching task, we compared the
distance differences: the Euclidean distance between the baseline points reached by
the participants while seeing the virtual hand (BVH) and the baseline points reached
by the participants while not seeing the virtual hand (BNVH), BVH and the points
reached by the participants while not seeing the virtual hand at the end of the ex-
periment session (NVH), and BNVH and NVH. We averaged the distances for the five
targets, in order to get one unique value of the distance. We found a significant ef-
fect on the outcome variable only in the synchronous conditions when the hand was
shifted either to the right or forward. Particularly, for the SSV condition (F(5, 29) =
19.04, p < .001) and SSO condition (F(5, 29) = 11.69, p < .001), we conducted a
Tukey’s HSD post-hoc test to further investigate the nature of these distance differ-
ences. In both cases, the BNVH-BVH demonstrated a significantly smaller difference
compared to both the BVH-BNVH (p < .001) and BVH-NH (p < .001).
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Figure 5.11: The plots represent the evaluation of the sense of ownership, agency, self-location
and mediator among the six conditions. Legend : ASV = Asynchronous, shifted
vertically; ASO = Asynchronous, shifted horizontally; ANS = Asynchronous, no shift;
SSV = Synchronous, shifted vertically; SSO = Synchronous, shifted horizontally;
SNS = Synchronous, no shift.

Finally, for the distance judgment task, we compared the Euclidean distance be-
tween the baseline points reached by the participants at the beginning of the exper-
iment session (DJB) and the points reached by the participants at the end of the
experiment session (DJ) among conditions. We averaged the distances for the five
targets, in order to get one unique value of the distance. The analysis revealed a
significant main effect of the dependent variables manipulation on the independent
variable (F(5, 29) = 4.46, p < .001). A Tukey’s HSD post-hoc test revealed that the
distance from the baseline was much higher in the ASV condition compared to all the
other conditions (p < .001). We did not find other significant effect among the other
conditions.
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Figure 5.12: The plot represents the task performance among the six conditions. Legend : ASV =
Asynchronous, shifted vertically; ASO = Asynchronous, shifted horizontally; ANS =
Asynchronous, no shift; SSV = Synchronous, shifted vertically; SSO = Synchronous,
shifted horizontally; SNS = Synchronous, no shift.

5.6 General Discussion

We hypothesized a positive effect of SoE on task performance (faster learning when
SoE is higher)(H1). On the basis of the results, we accept H1. In study 1, Figure 5.7
and Table 5.1 show a better task performance in the condition in which the perceptual
cues support a high SoE, i.e. when the level of embodiment is designed to be high, we
observe a positive learning effect and a significant better performance over time. In
the condition designed to provide a low level of SoE, instead, we observe a weak and
non-significant learning effect over trials. Moreover, between subjects, we observed
a significant higher task performance of the supportive embodiment group compared
to the suppressive one while performing the task with the robot hand. In study 2, we
observed that by increasing the delay, participants perceived the proposed BIR control
as providing higher SoE than the BICP control (see Figure 5.9). Moreover, we can also
observe a significant better performance by using the BIR in delayed conditions. In
study 3, we observed that the more the condition was designed to support the SoE,
the better the resulting task performance was.

However, the interpretation of our results does not appear to be so straightfor-
ward. Some observations brought us to the need the design an ultimate user study
to test if the operators can achieve the same task performance in both a supportive
and suppressive embodiment, with the hypothesis that in the latter case they would
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Figure 5.13: The plot represents the distances between the points reached by participants among
the three phases of data collection for the reaching task. We average the distances of
the five targets to get one unique distance value. Each bar, as reported in the legend
on the right of the plot, represents a point difference: the difference between the
point reached during the baseline when the hand was visible and the point reached
during the baseline when the hand was not visible; the difference between the point
reached during the baseline when the hand was visible and the point reached when
the hand was not visible after the grid task at the end of the experiment session;
finally, the distances between the point reached during the baseline when the hand
was not visible and the point reached when the hand was not visible at the end of the
experiment session. This set of data is reported for each condition. Legend : ASV =
Asynchronous, shifted vertically; ASO = Asynchronous, shifted horizontally; ANS =
Asynchronous, no shift; SSV = Synchronous, shifted vertically; SSO = Synchronous,
shifted horizontally; SNS = Synchronous, no shift.

need more time to adapt to the system. Particularly, in user study 1, the most sig-
nificant correlations were found when perceptual cues support achieving a high SoE.
We found significant positive correlations between SoE components and task perfor-
mance, but no correlation was found when perceptual cues suppressed SoE. However,
in case of a full dependency between SoE and task performance, we would have ex-
pected to find a negative correlation in the suppressive embodiment condition. In
fact, in the suppressive condition, even if the learning effect is not significant over
the three trials, we can observe a trend that suggests an increasing performance over
time (see Figure 5.7. Moreover, between subjects, we did not find a significant differ-
ence between the task performance of the supportive and suppressive groups while
performing the task with the self hand. One explanation could be that while using
their own body, even if the perceptual cues are negatively affected, the learning rate
is already so high that people reach the same plateau in task performance that they
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Figure 5.14: The plot represents the distances between the points reached by participants be-
tween the baseline and at the end of the experiment session for the distance judg-
ment task. We average the distances of the five targets to get one unique distance
value. These data are reported for each condition. Legend : ASV = Asynchrnous,
shifted vertically; ASO = Asynchrnous, shifted orizontally; ANS = Asynchrnous, no
shift; SSV = Synchrnous, shifted vertically; SSO = Synchrnous, shifted orizontally;
SNS = Synchrnous, no shift.

would reach in the most supportive condition (i.e., using their own body without any
mediator). For what concerns the observations in the other user studies, in user study
2, we did not find a significant correlation between the scores of the embodiment
components and task performance. In study 3, we found a significant higher task
performance for the most supportive embodiment conditions compared to the least
supportive ones. However, these results were not that strong and consistent for the
qualitative measures of embodiment, even if we could observe a consistent trend: the
scores attributed to assess the SoE components and the mediator perception were
higher for the conditions supporting embodiment.

This brings us to H2, namely a positive effect of SoE on the overall operator’s
experience (i.e., an increasing evaluation of the embodiment components and a de-
creasing perception of the surrogate as a mediator). On the basis of our results, we
can only partially accept H2. Starting from user study 1, we could not observe a
significant different among the scores attributed to the SoE components between sub-
jects in the supportive and suppressive conditions at the self hand level, and neither
at the robot hand level. The only exceptions are the sense of agency at the human
level, which was scored significantly higher by the supportive condition group, and
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the sense of ownership at the self hand level, that was scored significantly higher by
the supportive condition group. At the robotic hand level in the supportive group,
we can also observe an increasing feeling of ownership and agency over the robot
surrogate over trials within subjects (see Figure 5.4 and 5.5), but the differences in
scores are not significant. Another interesting observation was that the correlation be-
tween self-location and task performance was negative, while participants performed
the task in the self hand condition. This is probably due to the setup: participants
had to accomplish the task while experiencing the workspace through a teleopera-
tion setup even when they were using their own hand. Therefore, while they could
perceive their own body as usual, their visual perception and proprioception were af-
fected by the setup. Over trials, they improved their task performance but they poorly
scored sense of self-location items. For what concerns user study 2, in the delayed
conditions, namely in the conditions designed to test the if our controller (BIR) could
improve the SoE experience and task performance, we observe a significant higher
score of the embodiment components while using the BIR than the BICP controller.
Finally, in user study 3 we could observe that the condition designed as the most
supportive one of the SoE was scored significantly higher than the most suppressive
ones for all the independent variables (sense of ownership, agency, and mediator),
with the only exception of self-location that did not report any significant effect of the
manipulations.

To answer the explorative RQ (Are these results robust over different scenarios
and tasks?), SoE experience and task performance seem setup and task dependent.
However, there are some common observations, such as a better task performance
while using a setup designed to create a supportive embodiment experience com-
pared to a suppressive embodiment one. Across experiments, through participants’
feedback and our observations, we could conclude that the context of application
and the setup play a role in the SoE experience. For example, based on the presented
literature, we assumed that a VR setup would have been more immersive than a teler-
obotics one, and one of the reasons is the easiness of use of the former compared to
the latter. For example, in the study 3, in which the usage of the setup was pretty
easy to learn compared to the studies 1 and 2, we expected a more immersive experi-
ence that would have created a faster and stronger connection between the operator
and the avatar, and it would have decreased the perception of the least as mediator.
As consequence, operators would have been less aware of their own body and the
proprioceptive system would have managed to efficiently integrate the information
provided by the surrogate, and to update the body schema. However, what happened
was that participants were mostly focusing on using the avatar as a tool and they
spent less time focusing on the entire embodiment experience. We learnt that also
the task and the goal also have an effect on the operators’ embodiment experience.
There is evidence that there is a difference between a classic embodiment illusion,
such as the RHI, in which the participants have a passive experience and focus all
their attention on the perceived stimuli and the avatar, compared to an active experi-
ence such as in a teleoperation setup in which a big part of the attention span is on the
task accomplishment and in the motor learning experience. In those cases the priority
is given to the task, and the SoE experience becomes secondary. The proprioceptive
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data of the User Study 3 allowed us to support this assumption. Indeed, we could ob-
serve that even when we manipulated the visuo-proprioceptive information and the
avatar’s hand location, the participants did not updated their body schema. They just
used the hand as a tool to accomplish the task, and they were facilitated in the SoE
supportive conditions compared to the suppressive ones. Looking at the differences
of the reached points in the space for the reaching task, we could observe that the
smallest difference was between the baseline without seeing the avatar’s hand and
the same task repeated at the end of the session, after the grid task in which they
got used to the hand (see Figure 5.13. This brought us to the conclusion that our
manipulation, even if it had an effect on task performance, was not enough to affect
the body schema of the participants. In the distance judgment task, the observations
lead us to the same conclusions. Indeed, Figure 5.14 shows that there was not a sig-
nificant difference among conditions and between the baseline and the task repeated
at the end of the experiment session. We could just observe a bigger variance for the
asynchronous condition in which the avatar’s hand was not shifted, and for the syn-
chronous condition in which the avatar’s hand was shifted forward. Indeed, these are
the only two conditions that challenged the participants in the processing of the pro-
prioceptive information coming from the virtual environment, while the others were
too exasperated for body schema, or they mostly matched participants’ hand location
and motor response.

5.7 Conclusions, Limitations, and Future Works

The findings suggest that SoE directly influences task performance, impacting motor
learning and diminishing the perception of the avatar as a mediator. A supportive
embodiment appears to enhance the operator’s learning experience within a setup,
potentially encouraging sustained usage over time. However, the intricate relation-
ship between SoE, task performance, and motor learning in teleoperation necessitates
further exploration. Notably, we observed a positive trend in task performance even
in suppressive conditions of embodiment, even though it did not reach statistical sig-
nificance. Extending the task duration and increasing the number of trials would
yield more observations, providing a deeper understanding of how the manipulation
of embodiment affects task performance. Crucially, this extended investigation could
clarify whether operators in suppressive conditions can eventually attain the same
level of performance as those in supportive conditions, given additional training and
adaptation time.
In future works, we aim to empirically examine the proposed explanation put forth in
the discussion, i.e. the concept of the surrogate being perceived as a mediator, which
introduce a friction in the achievement of a completely immersive embodiment ex-
perience. Furthermore, we intend to investigate the impact of manipulating the SoE
on operators’ motor learning over an extended series of trials, continuing until oper-
ators reach a performance plateau. This exploration will be conducted across diverse
contexts of application to discern any context-specific variations. Lastly, we aspire to
delve deeper into the definition of SoE, considering both its subjective and objective
dimensions to provide a more comprehensive understanding of this crucial aspect in
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our research domain.
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6
An Inner Perspective on Embodiment: the

Multimodal EchoBorg, a Human Operated by
a Machine

My life’s work has been to
prompt others and been
forgotten. Remember that night
when Christian came to your
balcony? That moment sums up
my life. While I was below in the
shadows, others climbed up to
kiss the sweet rose.

Edmond Rostand, Cyrano de
Bergerac

Abstract

In this chapter, we present a different perspective on the concept and sense of embod-
iment. What if a human becomes the embodied surrogate? We present a Multimodal
Echoborg interface to explore the effect of different embodiments of an Embodied
Conversational Agent (ECA) in an interaction. We compared an interaction where
the ECA was embodied as a virtual human (VH) with one where it was embodied as
an Echoborg, i.e., a person whose actions are covertly controlled by a dialogue sys-
tem. The Echoborg in our study not only shadowed the speech output of the dialogue
system but also its non-verbal actions. The interactions were structured as a debate
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between three participants on an ethical dilemma. First, we collected a corpus of
debate sessions with three humans debaters. This is what we used as a baseline to
design and implement our ECAs. For the experiment, we designed two debate con-
ditions. In one the participant interacted with two ECAs both embodied by virtual
humans). In the other the participant interacted with one ECA embodied by a VH and
the other by an Echoborg. Our results show that a human embodiment of the ECA
overall scores better on perceived social attributes of the ECA. In many other respects
the Echoborg scores as poorly as the VH except copresence.

6.1 The Multimodal EchoBorg

Many HCI researchers aim to create an ’artificial social entity’ that is as human-like as
possible, in both the (non)verbal behavior it exhibits and in the way its body looks.
The term artificial social entities can cover a broad spectrum of technical artifacts,
ranging from chatbots to virtual characters to physical social robots. In this work we
focus specifically on Embodied Conversational Agents (ECAs). Researchers developing
ECAs frequently use the Wizard of Oz (WOz, [53]) method to design and evaluate
the ECA. A human operator performs the tasks of one or more components of the
system that are not (yet) implemented. The person interacting with the system is
tricked into believing that they are interacting with an autonomous artificial system,
but in reality there is ‘another person behind the curtain’. One can also imagine the
complete opposite: a user is talking to a person of flesh and blood, whose decisions
of what to say are made by an autonomously operating piece of software. Corti and
Gillespie [47, 96] introduced this WOz variant with the term EchoBorg (EB): a person
that speaks out the utterance generated by a chatbot. This type of illusion, where a
person’s utterances are fully determined by a third person, was first investigated by
Milgram [177] under the name cyranic illusion. The name refers to the French classic
play Cyrano de Bergerac by Edmond Rostand, where the unattractive but eloquent
Cyrano covertly provides the attractive Christian with the words to woo the beautiful
Roxane, by whispering the right words into Christians ears from a balcony while
Christian is on a date with Roxane. Milgram found that the combination of the two
persons is perceived as one identity, which he named a Cyranoid. He investigated
how different the two identities involved in the Cyranoid could be before the illusion
breaks down, for instance by a child determining the utterances of an adult. Corti et
al. [47] were able to maintain the cyranic illusion, even when a chatbot determines
the utterances of a human the resulting EB is perceived as one identity. Confronted
with a human embodiment, a user initially has no reason to question whether this
person is controlled by a system. Thus, with an EB it is possible to study the ‘mind’
of a conversational agent without potential bias evoked by user expectations of the
capabilities of an artificial agent. A user might think “it’s a machine, so it won’t
understand me” and as such might not display, for example, conversational repair
behaviour [48]. The apparatus, or cyranic interfaces, used by Corti and Gillespie
(and before that by Milgram) are limited to the speech modality. In this paper, we
present a cyranic interface for multimodal echoborgs, extending the speech-only EB
method to allow for multimodal behaviour shadowing. The Multimodal EchoBorg
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(MEB) consist of an ECA system that dictates the speech, non-verbal back-channels,
gaze and gestures of the human through a specialized interface. Using an MEB it
is possible to study how all behaviours that are traditionally generated for a Virtual
Human (VH) embodiment are perceived when users do not expect an artificial mind
as they are interacting with a real person. We performed a study in which we compare
the same interactions with an ECA that was either embodied as a VH or an MEB, both
controlled by the same system. We examine the effect of the embodiment on the
user perception of the agent in terms of concepts that are often used when evaluating
artificial agents (i.e., animacy, anthropomorphism, intelligence) and the perception
of the overall experience of the interaction.

In the next section, we discuss some of the literature that looks at the perception
of different embodiments. Next, we describe the MEB set-up, followed by the first
exploratory study.

6.2 Relationship between Perception and Embodiment

Humans interacting with others can quickly form an impression about the skills, per-
sonalities, and attitudes of others toward others. These impressions can be based on
just a few seconds of observation of the other’s appearance and (non)verbal behav-
ior such as facial expressions and gestures [6, 10, 40, 151]. The effects of virtual
human behavior on the perception of agent personality and interpersonal attitudes
have been investigated in perceptual studies (properties of gestures [181, 236] with
language [64, 182] on personality, posture [187] on emotion, gaze, and proxemic be-
haviors on interpersonal attitudes [139]), as well as in studies focusing on impression
shaped during first encounters with virtual characters [39].

In addition to the appearance (e.g., hair color, height), the fact that the MEB is
physically embodied by a human makes it different from the VH on a screen. Li
[153] discusses studies that investigate the experience of interacting with physically
co-present social robots, telepresence robots, and virtual agents. He concludes that
“robots were more persuasive and perceived more positively when physically present in
a user’s environment than when digitally displayed on a screen either as a video feed of
the same robot or as a virtual character analog” [153, p25]. Also in human-human
communication, the shape and representation of interlocutors affect how humans re-
spond to and perceive each other. In Bailenson et al. [17], participants engaged in a
technology-mediated interaction at various levels of behavioural and form realism, in-
cluding voice only, video conference and through simple virtual polygon avatars. The
reported levels of perceived copresence and self-disclosure were affected by those con-
ditions. For example, both verbally and nonverbally, people disclosed more informa-
tion to avatars that were low in realism. One fundamental aspect of the (M)EB is that
users are (at least initially) lead to believe that they are talking with an autonomous
human instead of with a machine. This is called the perceived level of agency and is
known to be an important predictor of how mediated social interactions are carried
out. In social games, experiences are affected by beliefs about the agency of other
players, and whether or not they are physically copresent. Research consistently finds
that the belief that another player is human (positively) affects various aspects of
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experience [155, 265], such as engagement, flow, presence, enjoyment and physio-
logical arousal. This has also been investigated from a neuroscientific perspective:
Katsyri et al. [131] found that in a first-person video game, winning versus losing
activates the brain’s reward circuit differently depending on the belief on whether
the opponent was human or computer controlled. In conclusion, a lot of evidence
points towards a human, physically present interaction partner positively affects the
engagement, arousal, and interactant’s traits perception, over a VH on a screen.

One work that addresses the difference between how humans and agents are
treated differently is that of De Melo and Gratch [58]. They propose a believability
benchmark, which, according to them, requires “people, in a specific social situation,
to act with the virtual agent in the same manner as they would with a real human”.
Based on previous research (e.g., [27, 28]), they claim that the higher the attribu-
tions of mind people make, the more likely machines are to pass the benchmark of
believability. Empirical evidence suggests that, compared to VHs, humans are treated
more favorably in most contexts by default. The authors’ theory is that this is due to
the expectations we have of the other’s mind and experience. Agents need to employ
additional strategies and actively display capabilities to sway the user’s perception of
the agent in these dimensions if they seek to match a human in believability.

Most of the work discussed so far addresses unilateral constructs such as the flow
of the experience or perceived traits of others. However, in (mediated) social inter-
actions, there are also bilateral constructs that emerge between the interlocutors. For
example, [22] have investigated coupling in human-agent interactions, the bilateral
impact that each interlocutor has on the other’s behavior, making the interaction a
dynamic and mutual flow. According to this, both MEB and VH should exhibit the
same amount of interactivity. However, we may expect that a MEB is still favored in
these constructs over a VH given the overall different expectations that humans have
towards other humans versus from machines.

Summarizing, there is some evidence that a human (embodiment) would be fa-
vored in a number of ways over a screen-based VH embodiment - based on the phys-
icality of the human, and based on the implied belief that a human is an autonomous
conscious entity, unlike an (apparent) machine such as a VH.

6.2.1 How will the MEB be perceived?

Concepts and findings in the domain of mediated social interaction help us to un-
derstand how the interaction with an ECA embodied by a MEB might be perceived
differently from the same interaction with an ECA embodied by a VH. However, given
the hybrid nature of the (M)EB (mind of a machine, body of a human), the prior
work does not allow for direct predictions in this regard. In previous work on EBs,
the non-EB condition featured textual interfaces rather than alternative (artificial)
embodiments [46, 47, 48], and as such does not provide insights on how an (M)EB
might perform when compared to other embodied agents. For our present work, we
compare two conversational agent embodiments with a representation of a real or
virtual body, pulling the compared conditions more alike. Note that our approach
is not intended as a definitive study on the effect of embodiment on conversational
agent perception, but intended as a first exploration of how an ECA embodied by a
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MEB is perceived in the dimensions relevant for our community and how sensitive the
conventional measures are in this setup.

From the point of view of the methodology, we referred to Corti et. al [46] as
benchmark. They analysed the adjectives participants attributed to the respective con-
versational partner. Participants used adjectives that are of artificial or inhuman na-
ture (“mechanical”, “computer”, “robotic”) to describe their interaction partner when
interacting with the text interface, while used adjectives of a human nature (“shy”,
“awkward”, “autistic”) to describe the EB. Instead of asking participants to freely
attribute adjectives, we administered them the commonly used Godspeed Question-
naire Series (GQS) [19] for evaluation of artificial agents. It uses semantic differen-
tial scales to cover similar concepts. These concepts are anthropomorphism, animacy,
likeability, and perceived intelligence (and perceived safety, as a concept specific to
robots). Given that these concepts in the GQS have a directionality from machine-like
(low) to human-like (high), we expect that a human embodiment for our ECA, as
achieved with the MEB, would be rated more favorably on these concepts.

Hypothesis 1 Participants will rate a MEB higher than a VH embodied conversational
agent on the key concepts: anthropomorphism, animacy, likeability, and per-
ceived intelligence.

The discussed literature demonstrates that experiences are more engaging when
participants believe they are interacting with a human than when they are interact-
ing with a machine, even if the behaviour of the other players is otherwise equal
[131, 155, 265]. This depends on the bias that humans expect more relevant social
actions from other humans [192]. Based on this, we would expect that the over-
all engagement and flow of the interaction, as well as the emotional experience and
reaction, would be better experience when interacting with ECAs embodied by the
MEB, rather than a VH. To rate those aspects, we administered the Game Experience
Questionnaire (GEQ) [121] for the engagement and flow, and the Self-Assessment
Manikin (SAM) [30], for the emotional response.

Hypothesis 2 The quality of the interaction with the ECA, as reflected in constructs
such as flow, arousal and engagement (as measured by the GEQ and SAM), will
be rated more positively by participants when the ECA is embodied by the MEB.

In regards to the bilateral constructs such as coupling [22], it is more difficult to
make a prediction. Coupling implies an evolving equilibrium among the interlocutors.
It is the capability to compensate disturbances in the interaction by evolving it. This is
why it is highly complex to reproduce when employing virtual agents, since it implies
that they should manage to face unexpected stimuli and situations. On the basis of the
coupling concept, participants should perceive the same amount of interactivity from
both human and VH embodiments. Therefore, the discourse flow and engagement
should be at virtual agents level for both embodiments. However, on the basis of
the reported literature, we could also assume that a MEB is favored over a VH, given
the different expectations and bias that humans have from other humans and from
machines, that could alter the interaction perception.
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(a) (b) (c)

Figure 6.1: 3D illustration of the debater placement in (a) HAA and (b) HEA conditions. The
echoborg view in (c) shows how the screen with the cyranic interface was positioned,
behind the participant.

Hypothesis 3 On measures regarding the bilateral relationship between the ECA
and participant during the interaction (as reflected by the coupling instrument
[22]), the ECA will score higher when embodied by the MEB.

6.3 A Cyranic Interface for Multimodal EchoBorgs

We designed a novel apparatus that allows for multimodal behaviour shadowing,
namely speech, gestures, nonverbal back-channels, and gaze. A human shadower
receives instructions on what to say and which non-verbal behaviours to display from
an ECA system through the cyranic interface (visible in Figure 6.1(c)).

The components of the ECA For behavior realization and planning, we employ the Ar-
ticulated Social Agent Platform (ASAP) realizer [259]. For rendering the Virtual ECA
embodiment on screen as well as for the cyranic display, we employ the ASAP Unity
bridge [138]. The dialogue scenario is modeled using the Dialogue Game Execu-
tion Platform (DGEP) [147]. For dialogue management, we use the Flipper Dialogue
Engine [258].

The Cyranic Interface The instructions for a human confederate shadowing the ECA
were provided in the following way. With respect to speech, we displayed the output
of our dialogue system, to be uttered by the MEB, on a screen (hidden from the
participants) akin to a teleprompter. In our case, the text shown on the teleprompter
was the direct output of our dialogue system, which would otherwise be spoken out
by the ECA using a text-to-speech (TTS) system. We explored the alternative to play
audio of the utterances through hidden earpieces, more similar to the conventional
speech shadowing. However, it appeared to be very difficult to shadow a TTS voice.
Moreover, while the utterance selection of the system is dynamic, the ECA utterances
in our user study were pre-scripted. After a bit of practice, our MEB became familiar
with the utterances, and managed to shadow the speech fluently.
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A simple ECA gaze behaviour model sufficed as we envisioned a triadic interaction.
Therefore, we could keep the interface for gaze shadowing simple: there is a green
highlight at the left or right half of the screen, indicating whether gaze should be
directed to the conversation partner on the left or right (from the perspective of the
MEB).

The Echoborg was also instructed to back-channel at certain times while listening.
Our ECA system only includes a single type of back-channel, head nods. In the MEB
interface, these behaviors are signaled by (discretely) flashing the word nod on the
screen.

When it comes to gestures, shadowing motion and poses are challenging for the
MEB. Lexical instructions for gestures are difficult to translate into fluent and animate
motions that retain the semantic connection with the words uttered. As an alterna-
tive, we decided to show the motions on an animated copy of the ECA, rendered
on the screen behind the participant. While ad-hoc mimicking remained difficult,
we observed a learning effect, as with the speech shadowing. Because the speech
and gestures generated by the system were the same for each utterance, our MEB was
able to learn the speech and gestures produced by our system and was able to shadow
with similar ‘size’ and ‘stroke’ from seeing the animation only in peripheral vision.

6.4 Exploratory User Study

Unlike previous work on EBs with unscripted dialogues [47], we modeled the dia-
logue scenario more strictly for our ECA. Besides the increased experimental control
when comparing the interactions between embodiments, it also simplifies the com-
plexity of the overall system.

We modeled an ethical debate-like scenario, with a moderator and two opposing
debaters, the proponent and opponent discussing different variations of the Trolley
Dilemma [243]. It is an ethical dilemma questioning about whether to sacrifice one
person to save a larger number. The scenario is a runaway trolley barreling down the
railway tracks. On the tracks there are five people tied up and unable to move, and
the trolley is heading straight for them. A person is standing in the train, next to a
lever. Pulling the lever, the trolley will switch to a different set of tracks. However,
there is one person on the side track. The proponent is asked to argue for pulling the
lever, while the opponent is asked to argue for staying passive. The moderator’s role
is to open and manage the discussion and to introduce the dilemma and its variants
to the debaters before yielding the floor to them for their arguments.

6.4.1 Modelling ECA & Dialogue

To model this scenario and inform the design of utterances and gestures for the ECAs,
all roles (debaters and moderator) are modeled from an only-human debate corpus.
We recorded audio and video, and we transcribed the dialogues. We also measured
some of the interaction experience and interlocutor perception that were also used in
the user study later on.

In total, we recorded 6 triads (2 females, 16 males). From the transcriptions, the
arguments used to defend the two debaters’ positions (pulling the lever/being pas-
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Table 6.1: The key arguments, that we classified, of the Trolley Dilemma debate and the moral
questions that describe them.

Key arguments Moral question

Fate Can the fate decide for the life of human beings?

Numeric Human life is a qualitative or quantitative matter?

Economic Is it better to save more lives because they are a greater resource for the society?

Responsibility If we make the choice of pulling the lever, do we become responsible for a murder?

Inaction Can ‘inaction’ be considered as ‘action’?

sive) were categorized by type of argument (see Table 6.1) and selected for our ECA
to use as utterances. In a small survey (20 participants in SurveyMonkey), external
raters ranked the selected utterances for the different arguments based on their abil-
ity to convince. This allowed us to select balanced arguments for both the proponent
and opponent. For the non-verbal behaviors of the ECA, we have consulted the video
recordings from the corpus of the selected utterances and presented them to an ac-
tor. The actor acted out these utterances wearing a MoCap suit. This yielded full-body
gesture animations for each utterance. The MoCap recordings and selected utterances
were then combined and linked to the dialogue move. As mentioned in Section 6.3,
our ECA system uses the DGEP dialogue argumentation framework. DGEP uses the
concept of dialogue moves, namely the schematic representations of a single move in
a dialogue, its reply, and the connections to the argument structure.

6.4.2 Experiment Design

Participants were assigned to one of two conditions: Human-Agent-Agent (HAA) or
Human-Echoborg-Agent (HEA). Participants were always assigned to the role of the
moderator, while the debaters (proponent and opponent) were always acted out by
our ECAs. In both HAA and HEA, the opponent was always embodied by the VH. In
HEA, the proponent was embodied by the MEB, while in HAA, the proponent was
also embodied by a VH. We call this between-subject variable proponent embodiment.
For those participants assigned to the HEA condition, it is also interesting to compare
their ratings of the VH embodiment of the opponent versus the MEB proponent em-
bodiment. This is a within-subject variable which we refer to as debater embodiment.

6.4.3 Materials & Apparatus

The moderator and the two debaters are positioned in a triangle (see Figures 6.1(a)
and 6.1(b)). VHs were shown on large TV screens in portrait mode. When the pro-
ponent was embodied by the MEB, that screen was replaced by a chair for the MEB
to sit on. For the MEB’s cyranic interface, a large screen was placed behind and out
of sight of the participant, facing the MEB (see Figure 6.1(c)). Due to the fact that
there were other screens in the experiment room, participants did not get suspicious
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about seeing the screen behind their chair while entering the room. Furthermore, all
screens were turned off, or appeared to be turned off when participants entered the
room. Therefore, they could not see the agent on the screen.

The moderators received cue-cards to guide the debate through the different vari-
ants (in any order). The cue-cards represented utterance hints that participants could
rephrase and use in the order that they preferred while interacting with the two de-
baters. This allows the participant to participate in the interaction without affecting
the conversation in an unpredictable way.

The detection of when the participant is speaking and which movements their
utterances represent is done secretly by the experimenter in a WOz fashion [53].

6.4.4 Multimodal EchoBorg Training

We recruited an experienced actress from the student body to act as the MEB in this
user study (see Figure 6.1(b)). Following a number of training sessions on the debate
with the researchers, she became familiar with the scenarios and behaviours. Al-
though not systematically quantifying the accuracy of shadowing, comparing record-
ings of MEB behaviors with VH behaviors showed that the actress was able to shadow
speech and gestures reliably.

6.4.5 Participants

The Ethics board of the University of Twente approved the user study. In total, 36
participants were sampled from university staff and student body, between 19 and
46 years old, 16 women and 20 men, and the number of participants was equally
distributed between conditions.

6.4.6 Measures

We selected several existing questionnaires measuring interaction experience and in-
terlocutor perception that are commonly used in the IVA community, as discussed in
Section 6.2.1. Therefore, we used the GQS to address the first hypothesis, which
concerns the effect of the appearance, and the virtual or physical presence of the em-
bodiment on the human interlocutor’s perception. To address the second hypothesis,
related to the effect of embodiment on interaction experience, participants completed
the Game Experience Questionnaire (GEQ) [121] and the Self-Assessment Manual
(SAM) [30]. Finally, to address the third hypothesis, we measured the dynamic cou-
pling between the participants and the ECA embodied by both the VH and the MEB
using the questionnaire from [22].

~

6.5 Results

We conducted a one-way ANOVA on the effect of the between subject variable "pro-
ponent embodiment" on each of the sub-scales of the questionnaires and dimensions
described above. Two of the GQS sub-scales showed significant effects: animacy
(F(1,34)= 5.834, p= 0.021, η2p=0.146) and anthropomorphism (F(1,34)= 20.061,



6

106 | Chapter 6

coupling

believability copresence coupling engagement

godspeed

animacy anthropomorph intelligence likeability

VH MEB H VH MEB H VH MEB H VH MEB H VH MEB H VH MEB H VH MEB H VH MEB H

1

2

3

4

5

S
u

b
s
c
a

le
 S

c
o

re

Figure 6.2: Moderator scores attributed to the proponent debater embodiments (between sub-
jects), also showing the moderator scores for the proponent in the Human-only pre-
study corpus.
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Figure 6.3: Moderator scores attributed to the different debaters (within subject) in the HEA setting
(Virtual Human acting as Opponent, EchoBorg acting as Proponent).
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Figure 6.4: Scores on moderator game experience (a) and SAM self-report scales (b) be-
tween the different combinations of debaters (HAA = only agents, HEA = Multimodal
EchoBorg as proponent, HHH = human only pre-study corpus).
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Table 6.2: Statistics of pairwise comparisons. The top half showing the comparisons of scores
attributed to the proponent debater embodiment (VH or MEB) between subject. The
bottom half showing the comparisons of scores attributed to the proponent (VH) and
the opponent (MEB) within the HEA condition.

scale subscale contrast estimate SE df t-value p-value

be
tw

ee
n godspeed animacy VH - MEB -0.722 0.299 34 -2.415 0.02

godspeed anthropomorphism VH - MEB -1.233 0.275 34 -4.479 < .001
coupling copresence VH - MEB -0.639 0.155 34 -4.113 < .001

w
it

hi
n godspeed anthropomorphism VH - MEB -1.022 0.293 17 -3.491 0.003

godspeed intelligence VH - MEB -0.537 0.258 17 -2.079 0.05
coupling copresence VH - MEB -0.667 0.133 17 -5.030 < .001

p<0.001, η2p=0.371). Post-hoc tests show that the proponent was rated higher on
animacy and anthropomorphism, when embodied by the MEB. On the co-presence
sub-scale of the coupling questionnaire, we found a significant effect of the "propo-
nent embodiment" between configurations (F(1,34)= 16.920, p<0.001, η2p=0.332).
Post-hoc tests revealed that the proponent was rated higher on co-presence, when
embodied by the MEB. Since participants within the Human-EchoBorg-Agent (HEA)
condition (n = 18) interacted with both an MEB and a VH embodiment, we conducted
an ANOVA on the effects of the within subject variable "debater embodiment" on those
sub-scales that measure attributes of the individual debaters. Again, two sub-scales
showed (near) significant effects: anthropomorphism (F(1,17)= 12.190, p= 0.003,
η2p=0.418) and perceived intelligence (F(1,17)= 4.322, p= 0.053, η2p=0.203).
There were no other significant effects of "proponent"and "debater embodiment" found
on any other sub-scales. Statistics for the between and within post-hoc tests are re-
ported in Table 6.2, and response distributions are visualized in Figures 6.2, 6.3 and
6.4.

6.6 Discussion

Reiterating, we compared participants’ perception of a traditional VH embodiment
with a MEB embodiment, while both had the same conversational agent (‘mind’)
determining the utterances and behaviour they display during a debate. We examined
the participants’ perception of the agent in terms of concepts that are often used when
evaluating artificial agents, and participants’ perception of the overall experience of
the interaction.

6.6.1 Comparing the Multimodal EchoBorg and Virtual Human embodiments

Looking at the hypotheses, we observe the following. We only partially support our
first hypothesis, that the MEB is perceived as more favorably than the VH on perceived
agent traits: while the MEB does score higher on the Godspeed instrument sub-scales
that measure the anthropomorphism (both in the within and between comparison)
and animacy (between subjects), there is only near-significance for the intelligence in
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the within comparison, and no difference in likability ratings. These results suggest
that interaction is more than just appearance. Our interpretation here is that only
measures that relate to the outer appearance of the embodiment seem to be favored
by the human embodiment, while it fails to lead participants into (falsely) overesti-
mating traits that are related more to the behavior of the conversation partner, i.e.
the intelligence and likability.

Our second hypothesis, that the quality of the interaction with an MEB will be
rated more positively than with a VH, is rejected. We had speculated that whenever
there is another human involved, even though it displays the same limited behaviors
and interactivity as displayed on the virtual embodiment, the interaction would be
perceived as more engaging and interesting. This appears not to be the case, as
interactions featuring the MEB were not rated more positive than those only featuring
VH embodiments. Together with the observation in regard to the first hypothesis, this
may lead us to assume that any initial expectations favoring a human embodiment
are overruled by the limited perceived mind during the interaction.

Finally, our third hypothesis concerns how participants perceived their bilateral
relationship with the ECA. We hypothesized that the MEB would be rated more fa-
vorably because the human appearance evokes the expectation of a human level of
interactivity. On the basis of our results, we reject this hypothesis. Looking in more
detail at the sub-scales, coupling with the debater, engagement and believability did
not score significantly higher for the MEB. Only the co-presence sub-scale the MEB
was rated significantly higher. This is a measure that might be more influenced by
the physicality of the embodiment rather than by the displayed behaviour. Thus, a
human embodiment might not create a better relationship between a user and ECA,
but might evoke higher feelings of co-presence.

In an attempt to find alternative explanations, we may consider works such as that
of Nowak and Biocca, who found that more anthropomorphic embodiments of agents
(or in their case avatars) might “set up higher expectations that lead to reduced [co-
]presence when these expectations were not met” [188, p481]. Initially, a MEB will
set up the highest expectations, while the limited capabilities of our conversational
agent very likely meant that the MEB was not be able to meet those expectations
during the interaction.

It is also important to consider one other limitation of this study, namely the sam-
ple size. Its small dimension could under power the statistical significance of the
results. We need to replicate the experiment with a larger population. However, the
present study still shows a possible methodology and how sensitive the conventional
measures are in a setup like this. The reported results are not the main contribu-
tions, but they provide an overview on the effects that the MEB can have on a human
interactant in this preliminary version.

6.6.2 Comparisons with a Human-only experience

Next we explore the scores of the different ECA embodiments with the scores col-
lected in the all-human corpus recording sessions. We find that the scale ratings
attributed to human proponents, for the GQS, are quite similar to those attributed to
the MEB proponents on all sub-scales (see Figure 6.2). Although we expected this for
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the perceived animacy and anthropomorphism subscales, we also expected humans
to receive much higher ratings on intelligence and likeability, based on the coupling
concept [22]. The experience in the pre-study corpus, in fact, was more open and
interactive than the experiment sessions. Due to the fact that all the interactants were
participants, there was no virtual agent limiting the conversation or creating bias.
Instead, we find that the levels are similar to both the VH and the MEB ratings. For
intelligence, an explanation may be a ceiling effect, with medians and upper quartiles
concentrating around the 4-5 point level of the sub-scale. For the GEQ, comparing the
responses of moderators from the human-only pre-study corpus to the responses in
the experiment sessions, we see a different trend from the debater perception rating
discussed before (see Figure 6.4(a)). The experience from the human-only session
scores seem much higher in terms of perceived challenge, competence, positive af-
fect and tension when compared to the experiment sessions. Similarly on the SAM-
instrument, the ratings on arousal and valence seem somewhat higher (on dominance
we have a high variance in the responses, but the median level is also higher). Thus,
perhaps the increased interactivity of the human debaters informed these measures -
which would further support that the limiting factor for the MEB scores is based on
the limitations of the ECA system controlling the MEB, which the human embodiment
could not hide. Alternatively, human corpus recording sessions had different rules and
featured a less structured debate, which may also have affected the game experience
scores. During those debate sessions, social dynamics and unexpected stimuli were
more common. On the basis of the literature, this probably contributed to increase
the level of attention, arousal, and engagement.

6.6.3 An evaluation and inner perspective of the Multimodal EchoBorg

A contribution of this work is the first implementation of a Multimodal EchoBorg ap-
paratus for ECA systems. To understand the limitations and how to improve it in the
future, we asked the participants, at the end of the experiment, to provide feedback
on the MEB interlocutor before we revealed that the actress who acted as the MEB
was a confederate. All participants reported that after more or less five minutes of
conversation, they perceived the interlocutor as awkward. They provided different
explanations for this behavior: some participants thought that the interlocutor was
shy, others thought that the interlocutor had some mild form of mental disorders,
only two participants understood that she was a confederate and she was acting. We
also asked the actress that acted as the MEB to fill out a self-report after each ses-
sion. She reported deviations from the behaviour that the ECA asked her to perform.
Specifically, she reported how, when and why she deviated and in which modality she
deviated (listening behaviour, speech, gestures). We compared her reported devia-
tions with recordings of her actual behaviour to check if her perception was consistent
with the real experience. The actress never reported deviations in listening behavior.
She reported most deviations in speech, citing as reason:

i) “I thought that was the sentence I had to say but instead I said it faster.”; ii) “I tried
not to look at the screen because I felt that the participant might notice something was
happening behind him.”; iii) “The participant wanted to speak and I had to speak over
him.”. Concerning the gestures, the actress reported that it was not always easy to
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shadow the gestures from the interface, for example: “I had the impulse to follow my
own reaction to what I was saying”. From the recordings, we observed that the majority
of deviations happened during the gesture shadowing, while we observed only very
small variations in the speech shadowing and no variations in the listening behaviors.
Thus, the actresses self-reported deviations and the observed deviations were not in
line, suggesting that the actress was perhaps less aware of her performance on gesture
shadowing. Perhaps integrating an automatic feedback mechanism for shadowing
behavior in a future MEB setup could improve the quality of shadowing.

6.7 Conclusion and Future Works

We explored how the embodiment of an ECA influences the perception of the interac-
tion using an upgraded version of the EchoBorg method, the Multimodal EchoBorg.
We present our first experiences employing the EB method in ECA research. From
a practical standpoint, we have built an apparatus for multimodal shadowing, and
gained insights into how it can be employed with a confederate in an experimental
setting. From the user study, we have obtained a first overview of the biases that may
occur when replacing the embodiment of a VH with a real human, keeping all other
aspects of the ECA behavior the same. In summary, the results from our study do
not support our initial assumption that an experience with an MEB would always be
rated favorably over the same interaction with a VH based on the belief that (one of)
the actor(s) was a human. Instead, we see that the limited artificial mind may shine
through more than expected, limiting such favorable ratings.

We acknowledge a number of limitations of the present work. First and foremost,
the sample size was relatively small for ANOVA with post-hoc tests. We reported
significant results; however, the study also has a possibly inflated test power due to
the procedure used. Furthermore, the study design lacks a counterbalance between
debater role and gender, and the analysis of comparisons between and between sub-
jects in this way may have inflated statistical power. Future studies are necessary and
may benefit from a different study design. For example, a dyadic interaction scenario
with a strict between subject design is more suitable for a more rigorous investigation
of the MEB when studying perception biases. Furthermore, metrics for the shadow-
ing performance of the MEB need to be defined and measured for control purposes.
The next important step to understanding if and how we can benefit from the MEB
method for ECA development is to look more at how the user treats the MEB, perhaps
with a similar methodology to that used in [48]. Additionally, there are possibilities
to improve the MEB interface further, allowing for more accurate shadowing in even
more modalities using, for example, visual overlays in covert AR glasses, or perhaps
haptic displays that provide information for motion in different bodyparts.

In fact, we recognize that in our study, the MEB was potentially overreliant on
a priori knowledge of the dialogue. She was able to practice her performance, as
in large parts the speech and the accompanying gestures were fully deterministic.
For a future production MEB system, it should also be possible to realize dynamic,
spontaneous behaviors. Additionally, not all MEB behaviors could be controlled (e.g.,
non-verbal leakage). There may even be systematic biases that are not controlled for,
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for example in the MEB’s gaze behavior, due to the use of the MEB interface.
Reflecting on Rostand’s play Cyrano de Bergerac, the moral of the story was that

Roxane was attracted to Christian’s body but ultimately fell in love with Cyrano’s
mind: a feat not likely repeated by our MEB, as our ECA indeed turned out to be not
as smart as it looked.
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7
A Multidisciplinary Intersection: the Sense of
Embodiment from Philosophy to Technology

If you don’t know where you are
going any road can take you
there.

Lewis Carroll, Alice in
Wonderland

Abstract

The aim of this chapter is to report a different disciplinary perspective on the SoE con-
cepts. Up until now, we have reported the point of view of empirical sciences such as
computer science, robotics, neuroscience, cognitive science, psychology, and design.
Following, we present the philosophical view on this broad topic. We especially focus
on the work of the philosopher Merleau-Ponty: Phenomenology of Perception.

7.1 The Sense of Embodiment at 360 degrees

A fascinating aspect of SoE and its relation to teleoperation is the multidisciplinarity
that its investigation involves. The concept of SoE is faced and studied in different re-
search contexts, from philosophy [61, 165, 209], neuroscience [26, 33, 89], computer
science [2, 132, 160], robotics [159, 246, 269], and is usually mediated by cognitive
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science [74, 75, 199]. All these fields investigate SoE from different, possibly comple-
mentary perspectives. From a philosophical point of view, the concept of embodiment
was observed and acknowledged before any attempt at scientific investigation in the
human brain. If we look at the Hindu scripture Bhagavad Gita [32] (the dating of this
text is uncertain and spans a period ranging from the V century to the II century BCE),
an embodied philosophy was already conceptualized and presented, i.e. the idea that
the essence of an individual can be transferred, because the body is mutual and just
a container. Referring to more recent works, the philosopher Maurice Merleau-Ponty
in his Phenomenology of Perception [174] approaches the dimension of experience
referring to the relation between the lived body and the phenomenal intersensory
world. He argues that the body is not just a mere biological or physical unit, but it
structures one’s situation and experience within the world, supporting the idea of a
dynamic body schema. Nowadays, we still lack evidence to fully understand the SoE
phenomenon. We are still missing a proper definition of the attributes of embodiment
theory. However, scientific disciplines such as neuroscience and cognitive science are
currently building the theoretical foundations of SoE.

Although neuroscience provides empirical evidence for this phenomenon, philos-
ophy allows its description. This would lead us to think that there is a perfect inte-
gration of these two fields: philosophy is used to describe what we observed from
neuroscientific evidence. However, philosophical theories of embodiment were de-
fined before experimental neuroscientific evidence. The concept of embodiment was
observed and acknowledged before it was possible to study it in the human brain.
Today, we still lack evidence to fully understand the phenomena of SoE and con-
sciousness. To make a well-known comparison, the same happened with the general
relativity theory of Albert Einstein. Initially, it seemed to offer little potential for
experimental testing, as most of its assertions were on an astronomical scale. Its
mathematics seemed fully understandable to a small number of people. It took al-
most 50 years, around 1960, for physics and astronomy to become central to physics
[73]. New mathematical techniques made its concepts more easily visualized. As
astronomical phenomena were discovered, such as quasars and the first black holes,
the theory explained their attributes, and their measurements confirmed the theory.

The main issue related to supporting such intuition with philosophical theories,
without neuroscientific experimental tests and evidence, is the speculation that arises
from it. When it comes to defining, understanding, and explaining a certain phe-
nomenon, if it is not possible to observe and comprehend it with transparency, then
all researchers begin to create their own terminology to describe it and their own
methodology to measure it. This pushes away the possibility of a standardization and
a common integration of all future evidence on the topic. Moreover, this can bring
about the generation of fictional words that do not describe the phenomenon itself,
but just define a concept, or an abstraction, generated by the human mind. The his-
torian and philosopher Yuval Noha Harari perfectly explains the concept of fictional
realities [111]. He describes the difference between the imaginative capacities of hu-
mans and non-human animals. While animals and humans experience ’objective re-
ality’ (e.g., trees) and ’subjective reality’ (e.g., feeling pain), only humans experience
’intersubjective realities’ (e.g., human rights, corporations, money, nation). Harari
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also refers to intersubjective realities as fictional realities. The term ’entities’ is used
to describe what is generated within the intersubjective sphere.

In [59], we found a very interesting parallelism between the phenomenology of
Merleau-Ponty and the concepts of body schema and image, and how they affect mo-
tor learning. In this chapter, we try to project the philosophical view of the philoso-
pher on the embodied cognition theory on each sense of the embodiment component
(ownership, agency, and self-location). In particular, the goal will be to define the
self, its consciousness, and its relationship with the environment. These aspects will
be defined as interrelated and impossible to disentangle. In this way, each aspect is
represented as an important contributor to the development of SoE in an individual.

7.2 The Philosophical point of view

In the XX century, the philosopher Merleau-Ponty, on the basis of Edmund Husserl
philosophy [148], described phenomenology as the study of the essence, such as the
essence of perception and consciousness. However, phenomenology is a philosophy
that collocates essences in existence, and states that human beings and the world can
just be understood on the basis of their factuality. He underlines the importance of
the structures of the factual world, beyond the pure logic structures. We move from a
consciousness of intents to an existential dimension engaged in the real world. In the
last stages of his career, Husserls describes phenomenology as a science of the univer-
sal how of being that already exists in the world. This science aims at investigating
the transcendental correlation subject-object, and its goal is to understand the typical
operations of the constituent subject. This is called transcendental epoché, and it is a
behavior that aims to find intentional modalities relative to the subject-world of corre-
lation. The epoché tries to reflect the entire concreteness of life, and its intermediate
and final determinations, which do not reveal something human, neither something
about the soul, neither about the psychic life, nor about the real psychophysics of hu-
man beings. Everything is part of the phenomenon of the world as a constituted pole.
The epoché makes explicit the constitutive activity of the self, in relation to the phe-
nomena of the world. Martin Heidegger presents the problematic of the constitution,
namely the being in the world, the stoicity of the living spirit, the actual existence, and
the impossibility of a pure transcendental subject. Then, we arrive at Merleau-Ponty,
who criticizes the transcendental aspects. He insists especially on the reduction to
the world of life. Phenomenology is a philosophy that considers that the world exists
before thought. The aim is to find a relation with the world to define and attribute
a philosophical statute. This philosophy aims at being not only a reliable and exact
science, but also a summary of space, time, and the world in the way in which they
are lived. Merleau-Ponty presents a phenomenological reduction, thanks to which
we can have access to the concrete being of the world, in a pre-theoretical dimen-
sion. He overpasses the categories of subject and object by recognizing their mutual
implication.
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7.2.0.1 The Sense of Ownership

The philosopher describes all the existence of the body as intentional, not just the con-
sciousness of the individual. Willfulness is no anymore a peculiarity of consciousness,
but it concerns all dimensions of existence. The existence is defined as the embodied
consciousness, through the analysis of the perception of our own body. Merleau-Ponty
extends the willfulness of consciousness to the entire body, integrating the moment
of existence. The inherence to a body located in the world is necessary for the tran-
scendental subject. The philosopher states that the subject cannot perceive the world
without a body, therefore it needs to be embodied; however, at the same time, the
objects and the world have some intrinsic properties and their own aseity. For what
concerns the multisensory integration, in the primitive perception, it is impossible to
distinguish among senses, and the world presents itself as impossible to disentangle.
Below the perceptional level, there is another perceptual substrate that is character-
ized by its own aseity. Merlau-Ponty describes an active character of perception, and
he recognizes how the body changes through the willfulness. The subject embodies
the object, by giving a meaning to it. The relationship that is established between
the perceiver and the perceiver is only intentional, and they are not two independent
entities. There is a chiasmatic and dynamic relationship between subject and object,
they do not coincide, but they are strictly related.

Mearleau-Ponty also revised the concept of subjectivity that he describes as con-
nected to the body, such as an active power of meaning, willfulness activity always
involved in the world. Physiological and psychic process cannot be dichotomously
distinguished. The embodied self, who lives in first person, goes beyond the distinc-
tion between the inside-self and for-the-self, while the embodied object, which is the
topic of the classic physiology, is a representation of the body seen from the outside.
For Merleau-Ponty, the phenomenal body is never completely defined as an object,
because it is the perspective from which every other point of view is derived. The
subject of perception is time and history, because it is always willfulness, a tendency
towards a new direction, openness to new possibilities. The philosopher states:

The world is all inside, and I am all outside myself.

Merleau-Ponty does not see consciousness as something that has inside its own
self, such as "consciousness of". Instead, the consciousness represents the "being at-
tached" of the subject to the world through which just in a second moment the con-
sciousness will have the possibility to join it. The philosopher puts his attention to
the embodied subject that is located in a world that constitutes the personal substrate
of each singular experience. The pragmatic subject is conditioned by the perception
of the historical temporality, but it can transform it, because it can perpetuate the
temporal development and enriches itself with new actions and purposes. Perceptual
syntheses, being temporal, represent the possibility of the subject to transform the
world.

7.2.0.2 The Sense of Agency

In the vision of Merleau-Ponty, the subject is not a transcendental consciousness such
as "I think", but it is an embodied subject related to a world that becomes "I can", i.e.
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a subject that has agency, immersed in the flow of time and that exists just in relation
to the world. The phenomenology is an attempt to describe and reveal the ambiguity
of the inter-world in which consciousness and existence, reflection and perception,
the body and the object properties fill their distance and show their mutual relation.
The philosopher describes an existential dimension, that is concrete and pragmatic,
in which between "I can" (a subject that is embodied in a body and related to an envi-
ronment) and the world there is not a relationship of founder-founded, but a dialectic
relationship, or mutual foundation. By dialectic, it is meant the communication and
interconnection of two poles - in this case, subject-object. Starting from Gestalt psy-
chology, the philosopher formulates that the perceived objects are not the mere result
of the combination of atomic sensory data, but they are made of lived experience and
emotional tonality. The organization of the sensory field derives from the oriented
subject activity and from the dynamic of the relationship between figure-background,
which is considered the minimal unit of perception. Each human being is a whole
organic entity in which the spirit is embodied in a body and the body has a spiritual
meaning. The subject does not coincide with a pure subjective epistematics, but it
becomes ’behavior’, and a mutual integration between the self and the environment.
The consciousness wears thin and reveals its relationship with the perceivable. Per-
ception is not just a receptive moment, it is an active process of object constitution.
Therefore, the world is not simply passively experienced by the subject who perceives,
but it is actively structured through the synthesis of each singular property of the ob-
jects. Merleau-Ponty sees the epoché as a way to get access to the phenomenal field
and to the concept of intentionality. He reveals a subject that discovers the sense of
belonging to a body and, through it, the subject discovers the sense of belonging to
a world. The body is not just the association of different parts that are mechanically
put together, and it is neither an instrument of consciousness. The body is everything,
structural and organic, it is a complex system, like a bow of the inner reality and the
outward appearance. The physiological and the psychic are both integrated in the
intentional movement of being-in-the-world.

7.2.0.3 The Sense of Self-Location

In the vision of Merleau-Ponty, temporality creates on one hand the possibility to
define the self and constitute ourselves through the explication of the meaning that
belongs to us since we are subjects located in the world and, from the other side,
to go beyond the self by opening to something that is other than ourselves. The
subject is present to oneself only through the spreading out in the multitude. The
body and the object are linked, the connection is dynamic and can be compared
only to the connection that exists among the parts of our own body. There is an
implication relationship between the subject who perceives and the object that is
perceived. We cannot say "I perceive", but "it is perceived in me". The world is an
open unit that is familiar and can be modified. The temporal subject is connected to
the world dimension, which has its own meaning, and which plays an active role in
the perception. Human beings reveal the meaning of the world that the world itself
presents to them.

The meaning of the world cannot be meant as an absolute spirit; it needs to be
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meant as a meaning that it is generated by the interaction of the experiences of the
subject with other subjects and their relationship with the world. The self and the
other coexist, and they are part of an inter-embodiment experience. The embodied
subject is characterized by its openness to the world. In this view, the existence of an
other outside the self is guaranteed by the structure of being-in-the-world.

7.3 Integrating the Tech perspective

We provided a different perspective on embodiment, being aware that this vision rep-
resents one of the possible formal definitions and explanations of what is happening
when we try to embody an operator in an avatar. Merleau-Ponty argued that percep-
tion is not just a mental process, but is also closely tied to the body and the environ-
ment in which we exist. He believed that the body and the world are intertwined and
that they cannot be understood separately. Merleau-Ponty’s view on embodiment can
be extended to the relationship between humans and technology. Starting from his
vision, we can argue that technology is not something external to the body but is in-
stead an extension of the body. Technology is an embodiment of human intentionality
and creativity. As such, technology is not a tool for humans to use but rather is an
integral part of human existence and identity. Technology is not neutral, but rather a
reflection of the values, beliefs, and goals of the society in which it is created. Thus,
the relationship between humans and technology is not one of mastery or domination
but rather one of mutual shaping and influence. Humans shape technology, but tech-
nology also shapes humans and their perception of the world. This perspective on
embodiment and technology has important implications for how we think about the
role of technology in society. Instead of seeing technology as a means to an end, we
could see it as a reflection of our values and beliefs. Our relationship with technology
is not one of mastery, but is rather one of mutual influence and shaping. Overall, this
view on embodiment and technology provides a unique perspective on the relation-
ship between humans and technology. It highlights the importance of considering the
embodied nature of human experience and the ways in which technology is integrated
into our lives and shapes our perception of the world.
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8
Discussion

8.1 Investigating Sense of Embodiment: What are we looking for?

The attempt of this thesis is to present first an overview, and then new insights on
the concept of the Sense of Embodiment in relation to teleoperation. We present a
collection of several studies designed to answer the main research questions listed in
the introduction and to try to provide new insights.

To answer RQ1 (How can we define a standard framework or guidelines to design
a teleoperation setup aimed at optimizing the embodiment experience of the opera-
tor?), in Chapter 2 we presented a toolbox to assess SoE, consisting of five steps: 1)
application scenario; 2a) embodiment components involved, 2b) perceptual cues to
optimize; 3a) surrogate, 3b) control device; 4) tasks; 5) assessment measures. The
literature review presented led us to the conclusion that we lack a standard and well-
supported definition of SoE. We integrated the previous well-known definitions into
a unique one, highlighting, with respect to the previous definitions, the distinction
between subjective and objective aspects of SoE, and underlining the importance of
the role of the three components describing SoE, namely, the sense of ownership,
agency, and self-location. The relation between the SoE components and how to
disentangle them is still an open debate. Most of the literature reports a strong cor-
relation between sense of ownership and agency ([93, 205, 252]). The two senses
have common spatio-temporal constraints of the integration processes, namely they
activate common brain areas and neural patterns, and they affect each other at a level
that makes it very difficult to disentangle their effects on the embodiment experience.
However, there is also evidence that these two components involve different cognitive
processes ([124, 240, 251]). These components appear to be phenomenally uniform
and strongly correlated, but they are complex crossmodal phenomena at heteroge-
neous functional and representational levels. This is reflected in both the assessment
and the testing phase of the SoE. In evaluating, a combination of explicit and implicit
measures provides the most complete picture of the phenomenon. Explicit measures
assess the conscious embodiment experience of the individuals, while implicit mea-
sures measure intrinsic and unconscious changes in the SoE levels. In testing, tasks
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are often designed to test the three SoE components at the same time, without having
clearly in mind which embodiment components one wants to address before design-
ing or assessing an embodiment experience.

In Chapter 2, we introduce the concept of the mediator and its importance in the
relationship between SoE and teleoperation. To answer RQ2 (To what extent does
perception of the mediator affect the SoE experience and task performance? Does
this concept play an important role in the teleoperation applications?), in the user
study presented in Chapter 5 we administered a preliminary survey aimed at ad-
dressing the key aspects characterizing this concept. We are currently working on a
final version of it after having observed its relevance. The results show a significant
negative correlation between the mediator perception and the embodiment compo-
nents, suggesting that when the perception of the set-up as mediator is closer to null,
the level of transparency perceived by the operator while manipulating the avatar is
higher, and this enhances the SoE experience. This means that the highest level of
SoE is achieved when the operators feel so embodied with the avatar, and teleported
to the remote environment, that they do not perceive the setup that they are using to
teleoperate the system anymore, and they feel completely transported and immersed
in the embodiment experience.

RQ3 (What different pieces of information about the embodiment are revealed,
respectively, by the explicit and implicit measures?) and RQ4 (Can the current em-
bodiment measures disentangle the embodiment components?) are mainly addressed
in Chapter 3. With the presented studies, we confirm that while explicit approaches
to measuring the SoE try to address its specific components, implicit measures may
not exclusively reflect a specific SoE component. However, explicit approaches are
subjective measures and depend on different factors of the user experience, certain
biases, and language (e.g., see [123]). This means that they are mostly strongly af-
fected by individual differences, making a comparison more challenging. This is why
it is recommended to use a combination of explicit and implicit measures to assess
SoE. We conclude that only explicit measures can attempt to disentangle the embodi-
ment components, since implicit measures are too noisy and it is not possible to link
the observed results to a specific component, since it is also challenging to design an
experiment aimed at disentangling the components. However, it is important to keep
in mind the limitations of the explicit measures and their strong variance.

An important aspect that we introduced in the previous chapters is the role of the
perceptual cues and how they affect the SoE and task performance. The user study
presented in Chapter 4 addresses RQ5 (to what extent do perceptual cues affect SoE
components and task performance? Can we rank them in order of importance? And is
the order consistent over the different SoE components and task performance?), RQ6
(Are there interaction effects between the perceptual cues? Is a simple additive model
sufficient or do we need a more complex model to test the effect of the perceptual cues
together?), and partially RQ7 (How are SoE and task performance related?), which
we also address in Chapter 5.
In our study, we manipulated five relevant perceptual cues: 1) the field of view, 2) the
human-likeness of the virtual arm, 3) the visuo-proprioceptive synchronicity, 4) the
tactile feedback, and 5) the connectedeness of hand and arm, resulting in rank orders
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of importance for the sense of ownership, sense of agency. The effect of perceptual
cues on the dependent variables varied. We found a significant effect of all perceptual
cues on the sense of ownership and agency, with the only exception of the human-
likeness on the sense of agency (as expected). Visuo-proprioceptive synchronicity, as
suggested by previous studies ([62, 136]), was always the most important cue, the
rank of the other cues differed for the different embodiment components.

To answer RQ6, we did not observe any significant interaction effect between the
independent variables, supporting the hypothesis that a linear additive model can
adequately describe the combined results of the five perceptual cues.

Finally, we found that the SoE and task performance are related, although the
correlation is weak. Task performance was only affected by two cues: the visuo-
proprioceptive synchronicity and the connectedness, where performance was better in
the suppressive rather than the supportive condition. When the visuo-proprioceptive
synchronicity was in the suppressive condition, participants consistently reported dif-
ficulties in accomplishing the task. We would have expected connectedness to in-
crease proprioceptive information, therewith supporting task performance. The op-
posite finding may have been caused by a less cluttered display when only the discon-
nected hand is presented rather than the whole arm. Field of view, tactile feedback,
and human likeness did not have a significant effect on task performance. Previous
studies reported that a higher SoE resulted in a much larger increase in task per-
formance ([167, 217, 220]). An explanation could be that a high SoE reduces the
cognitive workload of the operator and has a larger effect when the task demands
are high, for instance, when operating an avatar or teleoperation system that is more
complexly designed and that can achieve more complicated tasks, as is the case of
the study presented in Chapter 4. On this basis, we hypothesized that a higher SoE
could facilitate and speed up motor learning. We tested this prediction through the
user studies presented in Chapter 5.

In Chapter 5 we deepen RQ7, and we also addressed RQ8 (What is the effect of
SoE on task performance in a perceptual-motor task?) and RQ9 (What is the effect
of SoE on the asymptote of learning in a perceptual motor task?). We hypothesized a
positive effect of SoE on task performance (faster learning when SoE is higher) and on
the overall embodiment experience. The results from the presented user studies show
a faster motor learning, a better task performance and, on average, a decreasing per-
ception of the surrogate as a mediator and a positive increase in perception of the SoE
components in the conditions supporting the SoE compared to the suppressive ones.
However, the results among the user studies are not so straightforward to interpret.
There are some observations that raise more questions. For example, in all user stud-
ies, when we found a correlation between SoE components and task performance, it
was rather weak. In the event of a dependency between SoE and task performance,
we expected to find a negative correlation in the suppressive embodiment condition.
As already discussed, in the suppressive condition, even if the learning effect is not
significant over trials or among conditions manipulating the perceptual cues, we can
observe a trend that suggests an increasing performance over time. These observa-
tions suggest the hypothesis that operators can achieve the same task performance
in both a supportive and suppressive embodiment, but in the latter case, they would
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need more time to adapt to the system. However, this hypothesis would need further
investigation in future works. A further explanation of these observations and results
is that during the teleoperation of a robotic system, the internal model would begin to
simulate the dynamical properties of the robot (or any other avatar or device), which
could be incorporated (or replaced) with the current model of the body schema of
the operator. [220] and [167] report that increasing SoE improves task performance.
However, these studies are conducted in the prosthetic field and with participants who
experienced upper limb loss. [217] reports similar results in a study conducted in VR.
An explanation for our findings could be that the operator’s perception of the surro-
gate as a mediator was higher compared to the studies in the prosthetic field reported
in the literature. For what concerns studies in VR, the virtual avatar appears more
similar and responsive to the operators’ commands than a robotic arm, that has phys-
ical limitations. Moreover, the VR environment appears to be more immersive and it
is usually perceived as an alternative reality. This means that operators experiencing
a VR environment do not deal with processing images of their reality but differently
rendered and compressed; they just get used to a new virtual environment. However,
the appearance and level of control on the virtual workspace and the virtual avatar
can affect the operators’ perception of the transparency between them and the surro-
gate, moreover we observed that the task also plays a role in the avatar’s perception.
A definition of this observation is given in [76], in which the authors state SoE

has both a subjective and an objective component. The subjective compo-
nent is related to the individual update of the level of embodiment, that
everyone performs intrinsically and unconsciously, mostly on the basis of
perceptual cues. The objective one concerns the parameters, of the system
or the experience (such as the setup, the context, and the tasks), that can
be manipulated in order to increase or decrease the SoE. However, we are
still unaware of the nature of all the parameters that can affect the SoE
and their specific effects.

Finally, we focused on the diatomic interaction between the operator and the re-
cipient, moving our attention to the recipient’s experience. In Chapter 6 we attempt
to answer RQ10 (What enhances the telepresence perception of a social entity?) and
RQ11 (To what extent does the way in which the body and the mind of the opera-
tor are transferred to the remote avatar play a role in the recipient’s experience and
interaction?). Our conclusion here is that mind perception plays the most important
role in affecting the interaction. This means that regardless of avatar appearance,
if most of the characteristics traits of the operator are transferred to and rendered
in the remote environment (such as voice or face), the likability of the interaction
partner will not be affected even if the avatar appearance level is low. Therefore, a
human embodiment might not create a better relationship between a recipient and
an avatar representing an operator, but it might evoke higher feelings of copresence
and engagement in the interaction experience.

Compared to the initial predicted model (see Figure 1.2) presented in the In-
troduction, we now report an updated and enriched version of it (see Figure 8.1),
based on our investigations. The brain has to deal with the multisensory integration
of the stimuli provided by the remote environment. On the basis of the perceptual
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cues experienced by the operator, some components will be enhanced more than oth-
ers. Particularly, we investigated the effects of visual human-likeness, field of view,
connectedness, visuo-proprioceptive synchronicity, and tactile feedback. The way in
which these components are affected is dependent on the mediator, namely the setup
realized to operate the system which can increase or decrease the transparency in per-
ceiving the avatar. Individual differences can also play a role in the final perception of
the SoE, as demonstrated in Chapter 3, in which we observed that the population with
high kinesthetic intelligence is more resilient to the embodiment illusion, if we look
at the pupil dilation data. Eventually, these factors define the final feeling of embodi-
ment for the operator. We also observed, as reported in Chapter 5, that improving the
SoE does not directly affect task performance, but it has an effect on motor learning
and adaptation. We state that designing a system that supports the SoE can reduce
the training time needed by an operator to learn how to use the system, it can bring to
a significant rapid improvement of task performance, and facilitate the re-calibration
of the body schema.

Figure 8.1: The figure represents an architecture of the predicted final model of the Sense of
Embodiment in teleoperation, after our investigations.

The descriptive model that we present needs to be ground proofed. We suggested
that collecting behavioral data from motor learning and active sensing could result in
the development of a predictive model of embodiment. This will be the next step in
the work presented in this manuscript.
In the Introduction, we presented two well-established cognitive models as possible
explanations of the complex mechanism that describes the relationship between the
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SoE and teleoperation: the Bayesian perceptual learning and the predictive encoding
theory. While both theories involve updating internal representations based on sen-
sory information, Bayesian perceptual learning is deeply rooted in updating internal
beliefs or priors based on sensory evidence in a probabilistic manner, while predictive
encoding theory emphasizes the predictive nature of the brain and the minimization
of prediction errors. Although we do not have enough evidence to draw a conclusion,
our inclination leans toward supporting predictive encoding theory. It emphasizes the
adjustment of internal predictions to minimize prediction errors, involving a constant
cycle of prediction, error evaluation, and learning. When there is a mismatch be-
tween predictions and sensory input (prediction error), the brain updates its internal
models to reduce future prediction errors. This aligns more closely with our empirical
findings and the insights derived from the literature we reviewed.



9

9
Conclusion and Future Directions

If you don’t know where you are
going any road can take you
there.

Lewis Carroll, Alice in
Wonderland

We aimed at providing complete pictures, according to the literature and the new
insights, on the concept of the Sense of Embodiment. In particular, we related it to
teleoperation. To address the presented research questions, we spaced from cognitive
science to robotics. We demonstrated the multidisciplinarity of this topic and how it
can be of interest for different research fields. Mostly, we showed its complexity and,
sometimes, ambiguity which make this concept of embodiment fascinating while also
lacking well-grounded theory to be explained.

As a first step towards a standardized framework, we presented a toolbox and
guidelines to design, test, and assess the SoE in teleoperation scenarios. The aim of
standardization was driven by the need to help the research community compare the
different studies and, ideally, create a predictive model of the level of SoE in a task-
oriented system before its implementation. This predictive model, part of our future
directions, would become a starting point for the improvement and optimization of
new teleoperation systems, VR setups and, more generally, embodiment experiences.

Looking closer at the toolbox steps, we focused on the SoE measures. We distin-
guished explicit and implicit measures, not only in their definition, but also in the SoE
aspects that they addressed. We suggested a combination of the two for an optimal
assessment of the embodiment components. Moreover, we recognize that further in-
vestigations are necessary to arrive at specific and most reliable measures, since the
current ones are either too subject to individual differences, noise, or they were not
developed to specifically assess the SoE.

To test the SoE and connect it to teleoperation, we then address the role of per-
ceptual cues and how they affect the manipulation of its components and task per-
formance. Our full factorial experiment resulted in a rank order of five different
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perceptual cues with respect to their effect on the sense of ownership, the sense of
agency, and the performance of tasks. Different rankings were found, but visuo-
proprioceptive synchronicity affected the three outcome measures the most strongly.
We did not observe an interaction effect between the perceptual cues and we found a
weak relation between the level of SoE and task performance. These findings helped
to decide on the factors to optimize in a system in order to achieve a high sense of
ownership, agency, and task performance. Furthermore, that was a necessary base-
line to manipulate SoE in the following studies. This was also the starting point of
our investigation of the effect of manipulation of the SoE level on task performance
in a teleoperation scenario.

Our results indicate that SoE does not have a direct effect on task performance,
but it seems to affect motor learning and adaptation, and to reduce the perception of
the surrogate as a mediator. A supportive embodiment could facilitate the operator’s
learning experience of a setup while also increasing its use over time. The quality
of movement execution can be improved through practice. Human operators are
required to recalibrate their body schema, namely the sensorimotor representations
of the body that guide actions, considering the setup that mediates between their own
body and the avatar in the remote environment. This implies that human operators
need to build a new control to perform actions that they already know how to perform
with their own bodies.

Finally, we explored how the mind and body perception of the avatar can affect
the recipient’s experience of the operator in a teleoperation scenario. To do that, we
designed an upgraded version of the EchoBorg method, the Multimodal EchoBorg.
In summary, the results of our study do not support our initial assumption that an
experience with an MEB would always be rated favorably over the same interaction
with a VH based on the belief that the actor was a human. Instead, we see that
the limited artificial mind may have a higher impact than expected, limiting such
favorable ratings. Therefore, the mind perception plays a fundamental role in the
interaction, and the body appearance and rendering of the operator can only affect the
co-presence level and engagement, without affecting the perception of the operator.

To conclude, in terms of aiming for beyond state-of-the-art, we investigated the
postulates on enhanced embodiment as stated in [246], where they have postulated
that the embodiment of the robotic system leads to optimal perceptual transparency
and increases task performance. This investigation was a pioneering study in the field
of telerobotics, more importantly, these studies investigated the relationship between
the SoE and teleoperation in different selected use-cases: industrial robotics, social
robotics, and virtual reality simulations. We collected behavioral data that will be
used to model active sensing and motor learning, which play an important role in the
embodiment experience in teleoperation. This will allow us to predict the embod-
iment level and to design the most efficient cockpit or setup to achieve the highest
level of embodiment according to the teleoperation context or scenario. We will apply
the conceptual framework of embodied immersion in embodying any arbitrary object,
just like this is usually done in telerobotics. We will show that enhanced embodiment
is observable, measurable, reproducible, and most importantly, predictable, thanks to
the modeling of active sensing and motor learning.
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Since I started this thesis with a story, I would like to conclude it in the same way.
I visited my grandmother a few months ago, and unfortunately it does not happen
that often, since I live abroad. Therefore, I can pretty well experience the progression
of her arthritis. The last time, she explained to me that she had completely lost tactile
feedback from her hands. Now, my grandmother used to be a professional seamstress,
and she still does it as hobby for family and friends. She still manages to accomplishe
most of the tasks she could address before, but she is less precise and it takes more
time. As stated in previous chapters, the concept of SoE is a complex abstraction,
its effect on task performance does not appear to be straightforward to interpret,
and its assessment is strongly task related. I find it fascinating that it applies to the
teleoperation context, such as to any other sort of surrogate, or the self-body. I find it
fascinating that it can be applied to everyday life examples, that everyone can get it,
but none can truly understand and explain it. This is why I can conclude this thesis
with my grandmother’s story, being certain that she got what I did in the past four
years, but she did not truly understand it, as most of the research on this topic.
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