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Introduction

In 2012 the Higgs boson was discovered by the ATLAS and CMS collaborations at the
Large Hadron Collider (LHC) [1, 2, 3] at CERN. This discovery marked a significant
milestone in particle physics, as the Higgs boson, the final particle of the Standard Model
(SM) to be experimentally found, solidified the SM as one of the most successful theories
in the history of physics, having resisted decades of attempts of falsification.

However, the discovery of this new particle was only the first step of its characterization,
as the confirmation of the Higgs mechanism requires the determination of its quantum
numbers, widths and couplings. Playing such a key role in the architecture of the SM, it
is a topic of the utmost importance in understanding and validating the SM, as well as a
promising portal to physics beyond the SM.

More specifically, studying the properties of the Higgs boson can allow us to test the
Brout-Englert-Higgs mechanism and hence the whole electro-weak symmetry breaking
mechanism, which is one of the main goals of the LHC.

One of these properties, the trilinear self-coupling of the Higgs boson, is discussed in
this thesis. This interaction is studied in the context of a search for Higgs boson pair
production in 2b+ 2`+ Emiss

T final states using the pp-collision data at a centre-of-mass
energy of

√
s = 13 TeV recorded with the ATLAS experiment during the LHC’s second

run throughout 2015 to 2018. The search targets non-resonant production only. The
selection is optimized for cases where one of the Higgs bosons decays via the H → bb̄

channel and the other via the dileptonic modes of the H →WW ∗ /ZZ ∗ /τ+τ− channels
and this study is the first result for this final state in the Vector Boson Fusion topology.

1



2 CONTENTS

This thesis is structured as follows:

Chapter 1 introduces the SM, with a focus on Higgs physics, and describes the main
Higgs boson production mechanisms and decay modes

Chapter 2 gives an overview of the main components of the LHC and the ATLAS
detector, which collected the data used in the analysis presented in this thesis

Chapter 3 focuses on the reconstruction techniques employed by the ATLAS collabo-
ration for the particles created in proton-proton collisions

Chapter 4 explains the phenomenology behind a proton-proton collision at the LHC
and its implementation in Monte Carlo (MC) generators

Chapter 5 summarizes a study conducted on the modeling of the top background, a
significant source of uncertainty for many analyses, including the one presented in this
thesis

Chapter 6 describes the search for di-Higgs production in the bb̄``+Emiss
T search with

the full Run 2 dataset. I worked extensively on the Vector Boson Fusion category, a first
time implementation for this analysis. In addition, I was one of the editors of the analysis
paper

Chapter 7 shows the bb̄``+ Emiss
T analysis results

Chapter 8 outlines thesis achievements and future perspectives



Chapter 1

The Higgs Boson

1.1 The Standard Model

According to the SM of elementary particle physics, matter and anti-matter are consti-
tuted by fermions, which interact via the exchange of force carrier particles, named gauge
bosons. The machinery which allows calculating observables is Quantum Field Theory,
describing particles as quanta of a field, and the interactions derive from the principle of
Lagrangian invariance under local gauge transformations of a certain symmetry group,
whose properties define the nature of the interaction. The SM accurately describes elec-
tromagnetic, weak and strong interactions but excludes gravitational interactions as their
strength is negligible compared to the other fundamental interactions at subatomic scales,
so any experimental test of the particle nature of gravitational interactions is currently
out of reach. Gravity is described as a geometric property of space and time by General
Relativity. See figure 1.1 for a schematic depiction of the particles of the SM.

Fundamental interactions in the SM are characterized by specific local gauge symme-
tries. As showed by Noether’s theorem, every symmetry leaving the Lagrangian invariant
corresponds to a conservation law for a related charge.

The symmetry groups describing the SM are SU(3)C ⊗ SU(2)L ⊗ U(1)Y , where

• SU(3)C is a non-Abelian group describing the strong interaction, described by
Quantum ChromoDynamics (QCD). The name is derived from the conserved charge
relative to this symmetry, named ”colour charge”. There are three possible values

3



4 Chapter 1. The Higgs Boson

of colour charge: red, green or blue (plus anti-red, anti-green and anti-blue for
anti-particles). This interaction is mediated by 8 massless G1,2...8

µ gluons, which are
electrically neutral and carry colour charge. They couple to each other, which leads
to their interaction range being extremely short.

• SU(2)L is also non-Abelian. The conserved charge is the weak isospin and the
subscript means that this interaction is left-handed.

• U(1)Y is an Abelian group whose conserved charge is hypercharge (Y). In the SM
SU(2)L and U(1)Y are actually mixed into a single SU(2)L⊗U(1)Y group which de-
scribes electromagnetic and weak interactions, mediated respectively by the photon
(γ) and by the W+, W− and Z bosons. As it will be widely discussed in the next
section, the Higgs boson plays a central role in this process. Photons are massless,
neutral particles coupling to particles carrying electrical charge and their interaction
range is unlimited. W+, W− and Z bosons interact with particles through the third
component of the weak isospin. Specifically, W bosons mediate charged currents
while Z bosons mediate neutral currents. The range of this interaction is very short,
due to the large gauge bosons masses (mW ≈ 80.4 GeV, mZ ≈ 91.2 GeV).

The properties of force carriers are summarized in table 1.1.

Interaction Gauge boson Mass EM charge Weak charge Strong charge
Electromagnetic Photon (γ) 0 0 no no

Weak W+ , W− 80.4 GeV ±1 yes no
Z0 91.2 GeV 0 yes no

Strong 8 gluons (g) 0 0 no r-g-b

Table 1.1: List of mass, electric, weak and strong charge of force carriers grouped by
fundamental interaction.

As for the fermionic sector, ordinary matter is made of 12 varieties of fermions, divided
into 6 leptons and 6 quarks, all of which have semi-integer spin, while all bosons have
integer spin (1 for vector bosons, 0 for the Higgs boson, which stands out as the only
known fundamental scalar particle).

The up (u), charm (c) and top (t) quarks have an electric charge of 2
3 times the fun-

damental charge and a weak isospin of 1
2 , while down (d), strange (s) and bottom (b)

quarks have an electric charge of − 1
3 times the fundamental charge and a weak isospin of

− 1
2 . On top of that, each quark is marked by a ”colour” charge, connected to the strong
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Figure 1.1: Overview of the fundamental particles of the SM with their properties

interaction, which can assume three possible values: red, green or blue (and anti-red,
anti-green and anti-blue for anti-quarks).

Quarks cannot be observed as free particles but are only present when confined to bound
states, together with other quarks or anti-quarks. These bound states are called mesons
when containing one quark and one anti-quark and baryons when containing a triplet of
them, as in protons and neutrons. In both cases, the net colour charge must be zero.
Very rare bound states made of more than three quarks, described as ”exotic” hadrons,
as tetraquarks and pentaquarks, have been discovered in the last two decades, including
the recent discovery of four additional tetraquarks by LHCb [4].

Leptons, on the other hand, are observed as free particles and can be divided into charged
ones (present in three flavours: the electron e, the muon µ and the tau τ , all with electrical
charge equal to -1) and the corresponding non-charged ones (the three neutrinos νe, νµ,
ντ ), which are the lightest non-massless particles in the SM.

So far, fermions and force carrier vector bosons have been described. Then comes the
Higgs boson. Already from a first look at this picture, it stands out compared to the
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other bosons: it has no electrical charge, no colour charge, no spin and it apparently does
not mediate any fundamental interaction. Despite that, it plays a key role in the SM, as
will be explained in detail in the following chapter.

1.1.1 The Higgs mechanism

In the SM the electroweak interaction is modeled as a gauge field theory invariant to
a mixing of the SU(2) × U(1) symmetry groups. More specifically, the mechanism of
electroweak symmetry breaking (EWSB) posits a self-interacting complex doublet scalar
field, the Higgs field, which, unlike the electromagnetic field, has a lowest energy state
corresponding to a non-zero expectation value. This new field configuration is not invari-
ant anymore under SU(2) × U(1) gauge, hence breaking this symmetry. As a result, three
massless Goldstone bosons appear but are subsequently ”eaten” by the W± and Z bosons
to give them mass. As the Higgs field has four independent degrees of freedom, the re-
maining one, corresponding to the unbroken U(1) symmetry, becomes the Higgs boson, a
massive neutral particle. The masses of fermions are also a consequence of this mechanism
as the Higgs doublet is postulated to couple to the fermions via Yukawa interactions.

Here follows a more detailed description of the EWSB.

The Higgs scalar sector in the SM Lagrangian reads as follows:

LΦ = (DµΦ)†(DµΦ)− V (Φ), (1.1)

where the Higgs field Φ is a doublet of complex scalar fields structured as follows in the
spinor representation:

Φ =

(
φ+

φ0

)
. (1.2)

This Lagrangian describes a theory invariant under local SU(2)× U(1) symmetry, so the
covariant derivative takes the form

DµΦ = (∂µ +
ig

2
σaW a

µ +
ig′

2
YqBµ)Φ, (1.3)

where σa are the three Pauli matrices, W a
µ are the three gauge fields related to the non-

Abelian SU(2) symmetry group, Bµ is the gauge field related to the Abelian group U(1)
with their respective coupling strengths g and g′ and Yq is the hypercharge.
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Figure 1.2: A scalar field potential in the two configurations µ2 > 0, with a single mini-
mum, and µ2 < 0, with two minima. The Φ field is actually a complex doublet, so this is
only a simplified, 1-D picture.

By employing gauge invariance and renormalisability, the potential V (Φ) is given by 1:

V (Φ) = µ2Φ†Φ+ λ(Φ†Φ)2 = µ2|Φ|2 + λ|Φ|4. (1.4)

When the quadratic term in the potential µ2 is positive, the potential is bounded from
below and has a global minimum. However, in the case of the Higgs field, µ2 is negative,
so the minimum energy state is not the central point for which |Φ| = 0 but rather a
different value (see figure 1.2), hence breaking the symmetry of the potential:

〈φ0〉 =

(
0

v

)
, (1.5)

with v =
√

|µ2|
λ = (

√
2GF )

− 1
2 ≈ 246 GeV 2 being the vacuum expectation value (vev)

after EWSB.

This process takes the name of spontaneous symmetry breaking, as the ground state of
the field does not obey anymore the same symmetry as the Lagrangian.

We can then expand the field φ around its new vev:

〈φ〉 =

(
ω+(x)

1√
2
(v +H(x)− iz(x))

)
, (1.6)

1Note that adding a fourth power term was merely dictated by a simplicity argument, so testing the
EWSB mechanism is of the utmost importance to verify if this is indeed the correct Lagrangian

2Note that this value can be determined independently from Higgs physics, e.g. from the muon lifetime
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where ω+ is a complex scalar and H and z are real.

If the gauge symmetry involved in this process were to be a global one, all of these fields
would give rise to massless Goldstone bosons. However, being a local symmetry, these
Goldstone modes are ”eaten up” by the other gauge bosons giving them mass.

Alternatively, we can say that the Goldstone bosons are non-physical states as there exists
a gauge transformation (the unitary gauge, see equation 1.8) that makes them vanish,
turning them into the longitudinal modes of the massive gauge bosons, hence making
them non-relativistic.

By rewriting

〈Φ〉 =

(
ω+(x)

1√
2
(v +H(x)− iz(x))

)
=

(
θ2(x) + iθ1(x)

1√
2
(v +H(x))− iθ3(x)

)
, (1.7)

we define the unitary gauge as

Φ(x) → e−iθa(x)σ
a(x)Φ(x) =

(
0

1√
2
(v +H(x))

)
, (1.8)

so that it becomes apparent that only one degree of freedom remains.

Plugging in the new vev, the kinetic term |DµΦ|2 now becomes

|DµΦ|2 =
1

2

∣∣∣∣∣
(
∂µ +

ig

2
σaW a

µ +
ig′

2
YqBµ

)(
0

v +H

)∣∣∣∣∣
2

=

1

2
(∂µH)2 +

1

8
g2(v +H)2|W 1

µ + iW 2
µ |+

1

8
(v +H)2|gW 3

µ − g′Bµ|

(1.9)

and we can now redefine the gauge fields as:

W±
µ =

1√
2

(
W 1

µ ∓ iW 2
µ

)
Zµ =

1√
g2 + g′2

(gw3
µ − g′bµ)

Aµ =
1√

g2 + g′2
(gw3

µ + g′bµ).

(1.10)

This can be seen as a rotation in the internal SU(2) space by the so-called Weinberg- or
weak mixing-angle θW defined as cos (θW ) = g√

g2+g′2 .
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We can now redefine the vector boson mass components as

MW =
1

2
vg

MZ =
1

2
v
√
g2 + g′2

MA = 0.

(1.11)

We can now separate the bilinear terms

M2
WW+

µ W
−µ +

1

2
M2

ZZµZ
µ +

1

2
M2

AAµA
µ, (1.12)

to obtain the Higgs Lagrangian:

LHiggs =
1

2
(∂µH)2 − 1

2
M2

HH
2 +M2

WW+
µ W

−µ +
1

2
M2

ZZµZ
µ

+gMWHW+
µ W

−µ +
g2

4
H2W+

µ W
−µ

+
gMZ

2cos(θW )
HZµZ

µ +
g2

4cos2(θW )
H2ZµZ

µ

−M
2
H

2v
H3 − M2

H

8v2
H4 + const,

(1.13)

where the Higgs mass is MH = µ√
2
.

So, the vector bosons W, Z acquire mass, while the fourth vector field, A, remains massless
as it represents the unbroken symmetry U(1). This massless boson is the photon. The
eight colour gauge bosons corresponding to the conserved SU(3) symmetry group, the
gluons not involved in the EWSB, also remain massless. Terms involving the Higgs field
and the W, Z fields such as gMWHW+

µ W
−µ represent gauge bosons couplings to the

Higgs.

Out of the four original degrees of freedom of the Higgs field, two are absorbed by the W±

bosons, one by the Z boson and the remaining one is the physical Higgs boson. Recalling
the definition of the Higgs field into its components, we see that the Higgs boson is a
CP-even scalar particle. It has spin zero and, as it is neutral under electromagnetic
interactions and transforms as a singlet under SU(3), it does not couple at tree level with
photons and gluons.

In addition, the Higgs mechanism is also responsible for the fermion masses. To under-
stand how this process comes about, it is necessary to introduce an additional section of
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the electroweak SM Lagrangian, the Yukawa Lagrangian:

LY uk = Γu
mnq̄m,Lφ̃un,R + Γν

mn l̄m,Lφ̃νn,R + h.c., (1.14)

where a sum over the indices m and n is implied. The Γ matrices represent the Yukawa
couplings between the single Higgs doublet φ and the fermions. As mass terms should be
hypercharge-less, two different representations of the Higgs field are required, one with
hypercharge Y = + 1

2 and one with Y = − 1
2 , in order to make quarks and electrons

massive. As for neutrinos, they have no right-handed partner in the SM so they cannot
acquire mass in a similar fashion.

All fermion masses can be generated with a single Higgs-doublet as shown here for the
first family. Starting from the Yukawa Lagrangian

LY uk = fe l̄LφeR + fuq̄Lφ̃uR + fdq̄LφdR + h.c., (1.15)

and choosing

φ =
1√
2

(
0

v + h

)
→ 1√

2

(
0

v

)
⇒ φ̃ =

1√
2

(
v

0

)
, (1.16)

gives the Lagrangian the form

LY uk =
fev√
2
(ēLeR + ēReL) +

fuv√
2
(ūLuR + ūRuL) +

fdv√
2
(d̄LdR + d̄RdL), (1.17)

from which the fermion masses can be read off as

mx =
fxv√
2
, i = e, u, d. (1.18)

The Yukawa couplings to fermions have to be provided as inputs to the SM. It is hoped
that in the context of a more general theory it will eventually be possible to compute
these values.

Going back to equation 1.13 and collecting all the terms in the Lagrangian involving the
Higgs boson we get:

LHiggs 3 −1

2
M2

HH
2 − M2

H

2v
H3 − M2

H

8v2
H4 = −1

2
M2

HH
2 − λ3vH

3 − 1

4
λ4H

4. (1.19)
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Where the first term is the mass-term and the latter terms correspond to self-interactions.
The couplings λ3 and λ4 quantify the strength of the self-interactions of 3 and 4 Higgs
bosons, respectively.

After a long quest, spanning over several decades, a particle with the expected properties
was discovered in 2012 by the ATLAS and CMS experiments at the LHC at CERN [1,
2, 3]. After the discovery of the Higgs boson, one of the main goals of the ATLAS and
CMS experiments has been to probe its properties. Thanks to the large amount of data
collected from 2015 to 2018, it has been possible to significantly improve the precision for
cross-section and properties measurements, with further improvements expected for the
coming years.

Two important characteristics of a particle are its mass and its width. Its mass has been
measured with both Run 1 and Run 2 datasets in the H → ZZ and H → γγ decay
channels. These measurements are summarized in figure 1.3. In the Run 1 + Run 2
combination [5], the measured Higgs mass is:

mH = 124.97± 0.24GeV. (1.20)

For the SM, the Higgs boson width can be precisely predicted from its mass. For a mass
of 125 GeV, the Higgs boson has a very narrow width of 4.6+2.6

−2.5 MeV [6], dominated
by fermionic decays with a partial width of approximately 75%, while the vector boson
modes contribute for approximately 25%. At the LHC, in all production modes, it is only
possible to measure the cross-sections times branching fractions, while the total width of
the Higgs boson cannot be inferred merely from measurements of Higgs boson rates.

As for the couplings to SM particles, table 1.2 summarizes the current status of mea-
surements obtained with data from ATLAS Run 2. To allow for an easier reading, the
coupling modifiers, defined as the ratio between measured and predicted SM value, have
been displayed instead of the couplings themselves.

Coupling modifier κγ κW κZ κg κt κb κτ

Measured value 1.01± 0.06 1.05± 0.06 0.99± 0.06 0.95± 0.07 0.94± 0.11 0.89± 0.11 0.93± 0.07

Table 1.2: Coupling modifier measurements from [7]
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123 124 125 126 127 128
 [GeV]Hm

Total Stat. onlyATLAS
        Total      (Stat. only)

 Run 1ATLAS + CMS  0.21) GeV± 0.24 ( ±125.09 

 CombinedRun 1+2  0.16) GeV± 0.24 ( ±124.97 

 CombinedRun 2  0.18) GeV± 0.27 ( ±124.86 

 CombinedRun 1  0.37) GeV± 0.41 ( ±125.38 

γγ→H Run 1+2  0.19) GeV± 0.35 ( ±125.32 

l4→H Run 1+2  0.30) GeV± 0.30 ( ±124.71 

γγ→H Run 2  0.21) GeV± 0.40 ( ±124.93 

l4→H Run 2  0.36) GeV± 0.37 ( ±124.79 

γγ→H Run 1  0.43) GeV± 0.51 ( ±126.02 

l4→H Run 1  0.52) GeV± 0.52 ( ±124.51 

-1 = 13 TeV, 36.1 fbs: Run 2, -1 = 7-8 TeV, 25 fbs: Run 1

Figure 1.3: Summary of the Higgs boson mass measured in LHC Run 1 and Run 2, for the
individual H → ZZ and H → γγ analyses and their combination as well as a comparison
to the combined Run 1 measurement by ATLAS and CMS. Systematic, statistical and
total uncertainties are shown. From [5]

1.2 Higgs boson pair production

The Higgs boson is an essential part of the SM as it plays a crucial role in the EWSB
mechanism, where a SU(2) doublet bosonic scalar field is subject to a potential energy
term whose shape allows the doublet field to acquire a vacuum expectation value that
breaks the SU(2) symmetry and gives birth to the Higgs boson together with its potential
term. This potential is the last piece of the SM Lagrangian that is yet to be directly
tested.

According to the EWSB mechanism theory, the value of the trilinear Higgs coupling is
related to the vev and the Higgs boson mass according to

λ3 =
M2

H

2v2
. (1.21)

The EWSB mechanism predicts the trilinear (λ3) and the quartic (λ4) self-couplings to
be equal. However, experimentally determining the value of λ3 is easier compared to λ4
as the processes including vertices with three Higgs bosons are less rare than those with
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four of them.

So, on one hand, probing the Higgs self-coupling terms could test the validity of the
EWSB mechanism, on the other hand, BSM physics could modify the Higgs potential,
hence altering the value of λ3 without affecting the values of MH and v.

Indeed, many different BSM scenarios allow large deviations for the Higgs self-couplings
(see for instance [8]), so measuring λ3 could be a way to probe the existence of new
physics. For example, modifications to the self-interactions compared to their prediction
in the EWSB theory would take place if the Higgs boson proves to be a composite state.

The SM Higgs as described previously results from the simplest way to introduce EWSB.
However, the Higgs sector might also be more complex, i.e. extended by including more
additional fields than just a single Higgs field.

For example, one of the simplest such extensions of the SM is represented by the two Higgs
Doublet Models (2HDM) [9], a class of models that include two Higgs doublets postulating
the existence of multiple Higgs bosons (see figure 1.4 for the Feynman diagram): 2 CP-
even neutral Higgs bosons (h, H), 1 CP-odd A and 2 charged Higgs bosons H+,H−. In
this scenario a heavy Higgs (mX > 250 GeV) can decay into a couple of two light Higgs
(mH = 125 GeV), enhancing the di-Higgs production rate.

Figure 1.4: The Feynman diagrams for gluon-gluon-fusion process of Higgs boson pair
production mediated by scalar resonance in a 2HDM scenario



14 Chapter 1. The Higgs Boson

1.2.1 Higgs production mechanisms

The central process for this analysis is then Higgs pair production as detecting such events
would allow for the measurement of the Higgs trilinear coupling (λ3).

In the SM, the Higgs pair production via the trilinear self-coupling has an on-shell com-
ponent and a large off-shell component. The process H → H∗H∗ is largely disfavoured as
it requires two off-shell components as final products, so the opposite process is favoured:
H∗ → HH [10].

The process H∗ → HH has a Higgs boson as an initial state. Due to Heisenberg’s
principle, and H∗ being an off-shell particle, its lifetime has to be relatively short, so it
effectively acts as a propagator between the real initial state particles (derived from the
collision of the two protons at LHC) and the two on-shell Higgs bosons.

The Higgs bosons are produced through a variety of mechanisms at the LHC. Table
1.3 summarizes the main production mechanisms for the Higgs boson in proton-proton
collisions with their relative fraction of the total cross-section 3. Gluon fusion is the
leading contribution to the process. In this production mode, two gluons interact or
”fuse” to produce a Higgs through a loop of heavy quarks, mainly top quarks.

Every field in the SM acquires its mass through its interaction with the Higgs bosons: the
stronger the interaction, the larger the mass. As the mass of the top quark is significantly
larger than the other fermions (∼ 40 times heavier than the second heaviest fermion,
the bottom quark), its coupling with the Higgs boson is the largest one, and top quarks
are the dominant contribution in the loop. The uncertainty in the cross-section of this
process derives both from the Parton Density Function [PDF] and from uncertainty on
the top mass.

3In pp collisions at
√
s = 13 TeV, for which the total Higgs boson production cross-section is 55.1 pb,

from [11]
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Channel name Feynman diagram
Fraction of
total cross-
section

Comments

Gluon fusion (ggF) (88.4± 4)%

This process happens
mainly through a loop of
heavy quarks. Contribu-
tion from lighter virtual
quarks are suppressed as
m2

q

m2
t
.

Vector-boson fusion
(VBF) (6.9± 0.1)%

The fusion of two vec-
tor bosons ranks second
in the size of produc-
tion mechanisms. Two W
or Z bosons, radiated by
quarks, fuse to create a
Higgs boson.

Higgs-strahlung
(WH)

(2.49 ±
0.03)%

This production mecha-
nism probes the coupling
between Higgs and vector
bosons (specifically W+

and W−).

(ZH) (1.59 ±
0.08)%

Likewise, for the neutral
vector boson Z.

Associated produc-
tion with a pair
of top (or bottom)
quarks (ttH)

(0.91±0.9)%

This is the last process
with a relevant contribu-
tion to the total cross-
section. Even smaller con-
tributions derive from pro-
cesses such as production
in association with a sin-
gle top quark.

Table 1.3: Main Higgs production mechanisms
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(a) (b)

Figure 1.5: Feynman diagrams for ggF di-Higgs production, highlighting the coupling
parameters these processes are sensitive to: κλ, κt. (a) So-called ”triangle diagram” or
”trilinear diagram”. (b) So-called ”box diagram”.

As summarized in table 1.3, the two main di-Higgs production modes are gluon-gluon
fusion (ggF) and Vector Boson Fusion (VBF). These two production modes have been
included in the analysis described in this chapter. Here follows a detailed description.

• Gluon-gluon fusion is the dominant di-Higgs production mode, with a 88.4 ± 4%

contribution to the total cross-section. It is described by two Feynman diagrams
at tree level in the SM (see figure 1.5). In the so-called box diagram, the Higgs
pair is generated through a top-box loop, while in the so-called trilinear diagram or
triangle diagram the Higgs pair is produced via the decay of an off-shell Higgs and is
directly sensitive to the Higgs trilinear coupling λ3 and therefore its variation from
the SM value, quantified by the corresponding coupling modifier, κλ = λ3/λ

SM
3 . As

these two diagrams interfere destructively, the resulting cross-section is relatively
small, predicted to be σggF = 31.05 fb in a SM scenario [12].

• Vector boson fusion is the first sub-dominant Higgs pair production mode. This
process is characterized by a cross-section of σV BF = 1.726 fb for a SM Higgs.
At leading order, VBF di-Higgs production is not only sensitive to self-coupling
variations, but also to the coupling of the Higgs boson to vector bosons (κV ) and to
the quartic vertex with two vector bosons and two Higgs bosons (κ2V ). Figure 1.6
shows the topologies of HH production via VBF modes, highlighting the couplings
they are sensitive to.

The low cross-section of di-Higgs production (more than 1000 times smaller than that of
single Higgs boson production) makes the detection of this process extremely challenging.
Very large datasets are therefore required to achieve observation. However, BSM scenarios
with modified coupling constants could result in significantly larger production rates. For
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Figure 1.6: Feynman diagrams showing the topologies of di-Higgs VBF production modes,
marking the couplings these production modes are sensitive to. κ2V is the coupling
modifier relative to the VVHH vertex and κV the coupling modifier relative to the VVH
vertex.

example, a self-coupling parameter equal to κλ = 10 would imply an expected cross-
section of σκλ=10 = 672 fb, more than 20 times its SM value. Setting bounds on κλ is
therefore a viable option even without sufficient data to detect di-Higgs production.

1.2.2 Higgs decay channels

The main focus of this analysis are the WWbb̄, ZZbb̄ and ττbb̄ decay channel, with
fully leptonic decays for the W (or Z) bosons, as illustrated in figure 1.7. Compared to
other di-Higgs decay channels, the bb`` 4 channel has the advantage of allowing for better
discrimination against the background. The presence of two neutrinos in the final state
makes the separation of the Higgs signal from the background particularly challenging,
so a precise modeling of all the backgrounds is essential [13].

Figure 1.8: Branching ratios of the SM Higgs boson.

4In the final state leptons, electrons and muons only are considered, excluding taus: ` = e, µ. However,
taus can appear as intermediate states, for example: W → τν → `ννν
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Figure 1.7: The WWbb̄ channel is the main contribution to the HH → bb`` final state

Figure 1.8 shows the branching fractions for a single Higgs boson. The bb̄ and WW decay
channels have the two highest branching ratios (BRs), 57% and 21% respectively. The
WWbb channel, the largest one among the three decay channels included in this search,
has therefore the second-highest BR for di-Higgs production, after the bbbb decay channel.

The exact values for the BRs for all the three WWbb̄, ZZbb̄ and ττbb̄ channels can be
computed by a convolution of the BRs of each decay as follows 5:

BR(HH → bbWW → bb``) = 2×BR(H → bb)×BR(H →WW )

× (BR(W → `) +BR(W → τν → `ννν))2

= 2× 0.5824× 0.2137

× (0.1071 + 0.1063 + 0.1138× (0.1739 + 0.1782))2

' 1.62%, (1.22)

where the factor 2 is needed because both (H → bb)(H → WW ) and (H → WW )(H →
bb) may happen.

5Branching ratios from [12, 11]
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Analogously for bbττ :

BR(HH → bbττ → bb``) = 2×BR(H → bb)×BR(H → ττ)×BR(τ → `νν)2

= 2× 0.5824× 0.06272× 0.35212

' 0.91%. (1.23)

For the bbZZ channel the calculations are as follows:

BR(HH → bbZZ → bb``) = 2×BR(H → bb)×BR(H → ZZ)

× 2× (BR(Z → ``) +BR(Z → ττ)×BR(τ → `νν)2)

×BR(Z → νν)

= 2× 0.5824× 0.02619× 2× 0.07752× 0.20

' 0.095%, (1.24)

where the extra 2 factor in the bbZZ channel takes in account the fact that either of the
two Z boson can decay into charged leptons or into leptons. The bbZZ channel is marked
by always having opposite charge leptons in the final states. These BRs are summarized
in figure 1.9.

(a) HH → bbWW chan-
nel: BR=1.62%, accounting
for 62% of HH events in the
bb``+ MET final state

(b) HH → bbττ chan-
nel: BR=0.91%, accounting
for 35% of HH events in the
bb``+ MET final state

(c) HH → bbZZ channel:
BR=0.095%, accounting for
3% of HH events in the bb``+
MET final state

Figure 1.9: HH → bb`` channels. Plots from [14]

While an analysis focused on the ggF production mode was already present in the pre-
vious di-Higgs bb`` paper [15], the VBF category presented in this thesis is a first-time
implementation.

Given the low expected yield for SM HH non-resonant production, understanding the
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Figure 1.10: tt̄ and diHiggs processes sharing the same WWbb̄ final state

sensitivity for the observation of the Higgs boson pair production in all possible decay
channels, including bb̄``, is of significant importance, in sight of high-luminosity runs.

1.2.3 Background

In the context of the analysis presented in this thesis, it is also necessary to understand
what SM processes share the same bb̄`` final states and can therefore mimic signal events
for the analysis presented in this thesis. Top-quark pair (tt̄) production proves to be
the main background for the di-Higgs bb̄`` final state analysis as well as a background of
central importance for several SM channels as tt̄H, H → WW and BSM searches. More
specifically, the main contribution to the background of WWbb̄ with fully leptonic decay
for the W bosons comes from the SM dileptonic tt̄ production, which shares the same
final state in terms of type of particles.

As shown in figure 1.10, while these two processes share the same final states, there are
marked topological differences in the spatial distributions of the final products of the
interaction, namely in the case of the SM tt̄ the decay is symmetric so the b jets are back
to back and the momentum flow of the l + ν system roughly balances that of the other
side. In the HH → WWbb̄ case, instead, the WW system must balance the momentum
of the bb system and the ν + ν system must be collinear with that of the l + l system.

As for Monte Carlo6 (MC)-generated tt̄ events, most calculations treat the decay of the
top quark to a bottom quark and a W boson in the narrow-width approximation, i.e.

6See chapter 4 for more information about MC generators
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Figure 1.11: tt̄ and Wtb processes sharing the same final state

separating tt̄ production from production of a single top quark in association with a W
boson and a b-quark (tWb). However, due to their identical WWbb̄ final states, these
processes interfere (see figure 1.11). The default schemes used for combining the tt̄ and tW
processes at NLO are diagram removal (DR) and diagram subtraction (DS): the former
removes resonant tt̄ effects from Wt at the amplitude level, the latter at the cross-section
level [16, 17]. The ad hoc methods most frequently used to model this interference are
a significant source of uncertainty for tt̄ background estimation and therefore for all the
analyses involved. Simulating both processes at the same time is a possible approach to
avoid such issues. Chapter 5 documents this alternative approach as well as other studies
connected to the tt̄ background.

1.2.4 Effective Field Theories

Physics can describe phenomena occurring at a vast range of energy, length and time
scales. What made it possible to understand them is the so-called separation of scales:
physical processes that are relevant at a certain scale are not relevant at other scales and
can be neglected while focusing on a given phenomenon.

Effective field theories (EFTs) are a model-building tool that explicitly implements this
strategy and turns it into a precise framework. An EFT is a type of approximation for an
underlying physics theory that includes only the relevant degrees of freedom to describe
the selected physical phenomena occurring at a chosen length or energy scale. It has been
used for decades in the field of particle physics [18]. The use of EFTs provides significant
benefits such as simplifying calculations by focusing on the relevant degrees of freedom
and making new symmetries manifest that would have otherwise remained obscured [19].

The many direct searches and precision measurements performed by the ATLAS and
CMS collaborations indicate the existence of a gap between the electroweak scale and the
possible scale of BSM physics, unless the latter is very weakly coupled to the SM sector
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[20]. This justifies the use of EFTs to give a low-energy parametrization of BSM effects
in terms of a series of local operators. The use of an EFT to study potential BSM Higgs
physics is particularly indicated due to its model-independent approach. Applying the
concept of EFTs to the Higgs trilinear coupling, we can therefore interpret the coupling
modifier κλ (also referred to as κ3) as a way to parameterize a group of EFTs and use the
data from the bb̄`` channel to set a limit on κλ. This approach is of particular significance
as it has been shown [21] that in the case of the trilinear coupling and at the order of
one-loop correlations for single Higgs processes, adding higher-dimensional operators only
affecting the Higgs self couplings (ΦΦ† operators with n>2) is a fully equivalent approach
to introducing an anomalous coupling λ3.



Chapter 2

LHC and ATLAS

2.1 The Large Hadron Collider

CERN (European Organization for Nuclear Research1) is a European research organiza-
tion operating the largest particle physics laboratory on Earth, located at the Franco-
Swiss border, close to Geneva. The Large Hadron Collider [22] (LHC), located at CERN,
is the largest and highest-energy particle collider currently in operation and is part of the
wider accelerator chain at CERN, displayed in figure 2.1. The LHC is a synchrotron-type
2 accelerator with two parallel beam pipes having a circumference of 27 km.

Protons are extracted from hydrogen gas by applying electric fields, then they are accel-
erated by a series of 4 pre-accelerators. The first one is LINAC 2, a linear accelerator,
where protons reach a momentum of 50 MeV. Subsequently, they are injected into the PS
BOOSTER where they are accelerated to 1.5 GeV. After the PS BOOSTER the particles
are injected in the Proton Synchotron (PS) and the Super Proton Synchotron (SPS), cir-
cular accelerators where the protons reach energies of respectively 26 GeV and 450 GeV.
At this point, when the particles have reached a velocity larger than 99.99% times the
speed of light, they are introduced into the LHC beam pipes. The injection of protons
into LHC is structured in bunches; the design number of protons per bunch is about
1.15 × 1011, while the maximum number of bunches a beam can be made of is 2808.
The beam of protons is accelerated by radiofrequency (RF) cavities by means of electric

1Originally Conseil Européen pour la Recherche Nucléaire
2Synchrotrons accelerate a beam of particles to higher and higher energies while maintaining the same

curvature by means of magnetic fields of increasing strength

23
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Figure 2.1: CERN accelerator system, from [29]

fields, bent by a system of superconducting dipole magnets and maintained collimated
and focused by quadrupole magnets. The beams are bent by 1232 superconducting dipole
magnets to keep the particles on their circular trajectory. Made of an alloy of niobium
and titanium, these superconducting magnets operate in superfluid helium at 1.9 K [23]
to generate a 8.3 T magnetic field [24]. The proton beams injected into the LHC have an
initial energy of 450 GeV and get accelerated to maximum energies of 6.5 TeV in LHC
Run 2 in around 20 minutes.

The two proton beams circulate in opposite directions in two different pipes, colliding
in four interaction points, where the apparatuses of the four main LHC experiments are
installed. ATLAS [25] and CMS [26] are multi-purpose detectors, designed for a broad
range of physics topics, while LHCb [27] is focused on processes involving b-quarks and
ALICE [28] analyses heavy ion collision data.
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Luminosity and center-of-mass energy

Luminosity measures the amount of particles brought together by a collision in a given
amount of time [30]. The instantaneous luminosity L of a certain process marked with
cross-section σ and production rate of events per time unit dN

dt is defined as follows:

dN

dt
= σ · L. (2.1)

It follows from this definition that even processes with small production cross-sections
can be observed with sufficiently large luminosity.

The total number of events delivered by the LHC can be expressed as a function of the
integrated luminosity as given in

Nevents = Lσ with L =

∫
Ldt. (2.2)

Here the number of events is expressed as a product of L, the integrated luminosity over
a data-taking period, and the interaction cross-section σevents.

The center-of-mass energy
√
s is the amount of energy available in the collision. It defines

the mass range of an experiment as only particles lighter than the center-of-mass energy
of a collision can be produced. For a collision experiment where two bunches of particles
are accelerated to the same velocity in opposite directions, the center-of-mass energy is
twice the energy of the colliding particles.

The LHC has begun being operative in 2010 and has been designed to collide protons at
a maximum center-of-mass energy of 14 TeV. It is possible to distinguish two phases of
its life so far: from its first operational period in 2010 to 2012 its center-of-mass energy
was limited to

√
s = 8 TeV. Then, after a period of renovation of two years, it reached

√
s = 13 TeV, also having increased its luminosity. These two periods take the name

of Run 1 and Run 2 respectively. The latter has ended in 2018. After a long period of
shutdown, data-taking is expected to resume in 2022 with increased luminosity, beginning
the third phase in the life of LHC, named Run 3. The progress of data-taking activities at
LHC in Run 2 is summarized in figure 2.2, which displays the total amount of integrated
luminosity delivered by LHC and recorded by ATLAS in Run 2. The collisions from LHC
Run 1, a relatively small dataset at lower energy, is not considered in this analysis.
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Figure 2.2: Total amount of integrated luminosity delivered by the LHC and recorded by
ATLAS in Run 2, from [31]

2.2 ATLAS

ATLAS [25] (A Toroidal LHC ApparatuS) is the largest LHC detector with a diameter of
25 m and a length of 44 m (see figure 2.3). It is a multi-purpose particle detector designed
for precision measurements of SM parameters as well as searches for Higgs particles and
BSM particles. Its design allows for precise measures of charged leptons, hadron jets
and photons and it is optimized to measure jet momenta and missing transverse energy
with excellent resolution. The detector has cylindrical symmetry around the pipe and a
forward-backward symmetry with respect to the direction of a single beam, resulting in
a central symmetry around the nominal interaction point, which is therefore the origin
of the coordinate system used to define positions. A useful quantity to characterize the
trajectory of particles is the pseudorapidity, defined as η = −ln[tan( θ2 )] where θ is the
angle between the particle three-momentum p and the positive direction of the beam axis.

The detectors are structured in cylindrical layers built around the pipe, with a toroidal
structure for the magnets that is one of the main features distinguishing ATLAS from
CMS. The closest layer to the interaction point is the Inner Detector (ID), followed by
a solenoid magnet, the Electromagnetic Calorimeter (ECal), the Hadronic Calorimeter
(HCal), the Muon Spectrometer (MS) and three toroidal magnets. Figure 2.4 summarizes
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Figure 2.3: Schematic depiction of the ATLAS detector, from [32].

how different particles traverse the ATLAS detector.

2.2.1 Inner Detector

The Inner Detector (ID) measures the momenta and trajectories of passing particles and
detects their primary and secondary vertices with an excellent moment resolution [34, 35].
After crossing it, charged particles are deflected by the 2T magnetic field provided by the
Central Solenoid Magnet, which is made of over 9 km of niobium-titanium superconductor
wires embedded into aluminum strips. This deflection allows for the measurement of the
pT of charged particles based on their trajectory curvature.

The ID is composed of four subsystems (see figure 2.5), from the innermost to the outer-
most: the Pixel detector, the Insertable b-layer (IBL), the Semiconductor Tracker (SCT)
(both silicon-based detectors) and the Transition Radiation Tracker (TRT).
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Figure 2.4: Schematic view of the different types of particles that traverse the ATLAS
detector, showing their interactions with the detector subsystems and the tracks they
leave, from [33].
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Figure 2.5: Schematic view of the innermost part of the ATLAS detector: the ID, from
[25]

Insertable b-layer

Installed in 2014, the IBL [36] is the new innermost component of the ID, at a radius of
3.325 cm from the beam, thanks to a new smaller radius of the beam pipe. The proximity
to the particle beam allows for high precision vertex reconstruction.

It consists of 14 carbon fiber staves 64 cm long and 2 cm wide, each containing 20 silicon
pixel modules, of which 12 are two-chip planar modules and 8 are single-chip modules
with 3D sensors. Each stave is instrumented with 32 chips which each contains 26880
pixels 50 × 250 µm in size, giving the IBL a transverse and longitudinal resolution of 8.5
µm and 47 µm respectively.

Pixel Detector

The Pixel detector is made up of 1744 modules, each composed of 16 front-end (FE)
electronics chips with 2880 channels, totaling 80.4 million total readout channels with a
coverage of |η| < 2.5. The modules are structured in three layers in the barrel (named
respectively B-Layer, Layer-1 and Layer-2) and in three disks in the end-caps. The hit
resolution of each module is 115 µm in the longitudinal direction and 10 µm in the
transverse direction. The Pixel detector allows for the estimate of displaced vertices
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crucial for the identification of jets from heavy flavor quarks.

The Semiconductor Tracker

The Semiconductor Tracker (SCT) is a silicon micro-strip tracker made up of 4088 two-
sided modules and over 6 million implanted readout strips. As the Pixel Detector, it
covers a pseudorapidity region up to |η| < 2.5. The SCT barrel is composed of four
cylinders with radii of respectively 30.0, 37.3, 44.7 and 52.0 cm. The barrel module
sensors are rectangular, and their strips are nearly parallel to the beam axis, while the
end-cap sensors are fan-shaped with strips placed radially from the beam axis. Each
module contains two single-sided silicon microstrip sensors mounted back to back with a
40 mrad solid angle. While this provides a measurement of the z coordinate along the
strip length (with a resolution of 580 µm), the azimuthal angle and the radial distance r
from the beam axis are measured with high precision in the barrel and the end-caps. Each
one of the 128 channels in the chip contains a comparator with an adjustable threshold
and a digital pipeline allowing to store the data for about 3 ms while waiting for a trigger
decision.

The Transition Radiation Tracker

The last part of the ID is the TRT, whose main components are drift tubes (straws) of
4 mm diameter filled with a gas (70% Xe, 27% CO2 and 3% O2). As anode the tubes
use a gold-plated tungsten wire with a diameter of 31 µm, while the tube walls form the
cathode.

As a traversing particle ionizes the gas, the resulting ions and electrons are separated by
the electric potential. A measure of the drift time of the free charges (i.e. the time elapsed
before they are collected by the electrodes) can be used to reconstruct the position of the
traversing particle. This position measure has an intrinsic resolution of 130 µm.

The setup of the drift tubes differs depending on their position: in the barrel they are 144
cm long, structured in 73 modules and are parallel to the beamline while in the end-caps
they are installed radially in 160 layers. In both cases, polypropylene fibers have been
used as transition radiation material. Compared to the other two components of the
inner detector, the TRT is characterized by a lower number of readout channels: only
351000. It provides on average 36 hits per track in the region |η| < 2, allowing for the
measurement of long trajectories. The transition radiation of a particle depends on the
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E
m ratio, therefore an electron will generate more radiation than, for example, a charged
pion. The TRT exploits this property to discriminate between electrons and charged
hadrons and mesons.

2.2.2 Calorimeters

The main purpose of calorimeters consists of measuring the energy of a particle. To do so,
they contain materials into which particles induce a cascade of secondary particles, named
shower. In order to allow for a precise energy measurement, all particles constituting the
shower must be ideally stopped within the boundaries of the calorimeters. Electrons and
photons induce electromagnetic showers, while hadrons induce hadronic showers.

As the latter require more material to be stopped, the ATLAS calorimeter is made up by
two separated components: the Electromagnetic Calorimeter (ECal), placed first, outside
the ID, and the Hadronic Calorimeter (HCal), placed further away from the beam.

The whole system, shown in figure 2.6, covers a pseudorapidity range of |η| < 4.9 and
is symmetric in φ, hence providing a complete coverage around the beam axis. In the
pseudorapidity region matching with the ID tracker, the ECal is characterized by a very
fine segmentation, allowing for very precise measurements of electrons and photons. The
HCal instead, presents a lower granularity.

The ECal uses liquid argon as active material and lead plates as absorber. Energy res-
olution scales as σE

E = 10%√
E[GeV ]

⊕ 0.7%. The HCal measures the energy deposit of the
hadronic showers. The energy resolution is σE

E = 50%√
E[GeV ]

⊕ 3% in the barrel and endcap
and σE

E = 50%√
E[GeV ]

⊕ 10% in the forward region.

The ECal thickness is 22 radiation lengths 3 for electromagnetic interactions, while the
HCal is 11 nuclear interaction lengths 4 deep. The thickness of the calorimeters is an
important characteristic as it is directly linked to the containment of the showers created
by the incident particles: if the absorbers are too thin, some of the particles from the
showers may escape the calorimeters and penetrate into the muon spectrometer, where
they are falsely detected as muons. These effects are usually referred to as punch-throughs
and can result in a lowered energy resolution in the calorimeters, as well as in a lowered
muon reconstruction efficiency.

3Defined as the distance over which the electron or photon has reduced its energy by a factor e
4Defined as the mean distance crossed by the hadron before undergoing an inelastic nuclear interaction
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Figure 2.6: Schematic view of the calorimeter system, from [37]

2.2.3 Muon spectrometer

As muons are much heavier than electrons, they decelerate less while crossing the calorime-
ters, hence irradiating less energy due to radiation. The Muon Spectrometer (MS) is
therefore situated right outside the calorimeters and it is equipped with a system of high-
precision tracking chambers and triggers for the identification and measurement of muons
in the pT range 3 GeV - 1 TeV and pseudorapidity range |η| < 2.7 (see figure 2.7).

In the low pseudorapidity range |η| < 1.4 muons are bent by large barrel toroidal magnets
with a bending power between 1.5 and 5.5 Tm 5 while in the pseudorapidity range 1.6 <η<
2.7 end-cap magnets have a bending power in the interval between 1.0 and 7.5 Tm, while
a combination of the two magnetic fields provides a reduced bending power in the region
1.4 <η< 1.6.

The MS system is made of planar elements, named stations or chambers, which are either
precision tracking chambers or trigger chambers, marked by a lower spatial resolution but

5Tm = Tesla × meter, this quantity properly describes the bending power of magnetic fields as deflected
particles gain a transverse momentum equal to BLq where B is the magnetic field, L the width of the
deflecting region and q the electrical charge of the particle
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Figure 2.7: Schematic view of the muon spectrometer, the outermost component of the
ATLAS detector, from [38]

a shorter response time (< 25 ns). The resolution of muon pT measurements ranges from
σpT

pT
= 10% at pT = 1 TeV to σpT

pT
= 3.5% at pT = 200 GeV.

Precision chambers

Precision-tracking chambers determine the muon tracks in the η bending plane. By
measuring the pseudorapidity of muons it is possible to determine their pT value. Placed
between and on the eight coils of the barrel toroid magnets, the Monitored Drift Tube
(MDT) chambers cover a pseudorapidity region up to |η| < 2.7, excluded the innermost
end-cap layer which is limited to |η| < 2. Every chamber is made up of three to eight
layers of drift tubes with a diameter of 3 cm [39], filled with a mixture of argon and CO2,
respectively 93% and 7% of the total and a tungsten-rhenium wire with 50 µm of diameter
as anode. An average resolution of 80 µm can be reached in the tubes in the z direction,
resulting in a 35 µm precision per chamber. Trapezium-shaped multi-wire proportional
chambers called Cathode-Strip Chambers (CSCs) allow for simultaneous measurement of
both η and φ directions and are perpendicular to the wires that are oriented radially.

The CSCs are characterized by a better time resolution and a capability to sustain higher
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rates, thanks to their reduced maximum drift time of 40 ns with respect to the MDTs (700
ns). Therefore they are employed in the innermost tracking layer in the pseudorapidity
region 2 < |η| < 2.7. The resolution of a chamber largely differs depending on the
direction: it is 40 µm in the r − z bending plane and about 5 mm in the plane transverse
to the beam axis; this difference in the resolution is due to the fact that the azimuthal
readout is parallel to the anode wires and also due to a different readout pitch.

Trigger chambers

Resistive Plate Chambers (RPC) provide the trigger for the muons in the barrel region for
|η| < 1.05. There are three RPC stations, two of which are installed on the middle barrel
MDT chambers, the remaining one on the outer barrel chambers. Two measurements in
the angular coordinates η and φ are performed in each one of the RPC stations, resulting
in a total amount of six measurements per muon traversing the barrel spectrometer. The
spatial resolution in both planes is 10 mm while the time resolution is 1.5 ns.

A RPC unit is composed of two Bakelite plates separated by insulating spacers and filled
with drift gas. The signal is then read out via two orthogonal copper strips.

The forward region 1.05 <|η|< 2.7 is covered by the Thin Gap Chambers (TGC), multi-
wire proportional chambers providing the trigger for the end-cap wheels. As the RPC,
the TGC provides a measurement in both φ and η coordinates, with a spatial resolution of
3-7 mm in the bending plane and a timing resolution comparable to the RPC chambers.
The TGCs are formed by four layers, one innermost and three in the end-cap.

2.2.4 Trigger and Data Acquisition System

Given the high event rate together with the sizeable size of a single physics event output
(∼ 1 MB), if all collision events were to be recorded, the data-taking rate would be of the
order of petabytes per second. To avoid this, the trigger system decides whether to keep
or to discard events, depending on particle energies and momenta as well as depending on
the presence of specific physics signatures. Thanks to the Trigger and Data Acquisition
(TDAQ) system, the event recording rate is filtered down to 1 kHz.

The data acquisition rate increased by a factor of five between Run 1 and Run 2 due to an
increase in center-of-mass energy, luminosity and pile-up interactions. Consequently, dur-
ing the first long LHC shutdown, the trigger system went through some major upgrades.
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Figure 2.8: The ATLAS Trigger and Data Acquisition (TDAQ) system. From [40]

The Run 2 trigger system is composed of two parts: the Level-1 trigger, a hardware-based
first level trigger, and the high level trigger (HLT), a software-based one (see figure 2.8).

Level-1 trigger

The L1 trigger reduces the event rates from 30 MHz to 100 kHz by means of a hardware-
based trigger performing a fast selection of events considered interesting in a time window
of about 2.5 µs. L1 is made of three main components: the L1 calorimeter trigger
(L1Calo), the L1 muon trigger (L1Muon) and the central trigger processor (CTP). L1Calo
triggers on Emiss

T , taus, electrons or photons and jets, while L1Muon triggers on muons.
The CTP takes the trigger decision based on the information provided by the L1Calo
and L1Muon, forming Regions-of-Interest (RoIs), which are defined as the η− φ detector
regions where interesting activity has been found. RoIs are then passed to the HLT
trigger. Since 2017, a L1Topo trigger has been added to obtain topological triggers using
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the combined kinematic information from both calorimeter objects and muons.

HLT trigger

The HLT is a software-based trigger employing as inputs the RoIs provided by the Level-1
trigger. It reduces the event rate from 100kHz to approximately 1kHz within about 200
ms.

A fast hardware-based tracking, the Fast TracKer (FTK) was initially foreseen as an
evolution of the trigger strategy of the ATLAS experiment. Its purpose was to incorporate
the tracking of charged particles into the earliest stages of the trigger algorithms, enabling
faster decision-making processes. However, after a series of tests on its performance, it
has been decided that the FTK system will not be used during Run 3 [41]. The decision
to exclude the FTK system during Run 3 was influenced by various factors, including the
lower than expected pile-up resulting from the cryogenic limits of the LHC, substantial
improvements achieved through the optimization of the HLT software-tracking algorithm,
and the possibility of resource constraints. Instead, the plan is to enhance tracking in the
HLT specifically for signatures that would derive the greatest benefits, such as jets and
missing transverse energy.

Trigger Menu

The trigger menu is tasked with listing the L1 and HLT triggers. It is composed of triggers
of different kinds, depending if used for physics analysis or for detector calibrations. If a
trigger object undergoes a looser selection and therefore presents a high rate, a prescaling
is applied to adjust the overall output rate from the L1 and HLT triggers. A prescaling
algorithm assigns a prescale factor to each item allowing for the possibility to only accept
a certain fraction of events. As for the naming conventions, different characteristics of the
specific trigger have to be added to the trigger level (L1/HLT) different characteristics of
the specific trigger, such as particle type, pT threshold or isolation requirements.

Data processing

Each subdetector contains a buffer pipeline, which is tasked to store the data during
the L1 trigger decision process. After this decision, the data is transmitted out from
the detector through readout links. The signals, once digitalized, are sent to the data
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acquisition system (TDAQ). At first, the TDAQ stores the data in local buffers, waiting
for the HLT trigger. The selected events are then stored in the RAW data format.
Afterward, reconstruction algorithms and calibrations are applied to the data and the
Analysis Object Data (AOD) are formed, containing the information necessary for the
analysis (muons, electrons, jets). During stable beams, when all the ATLAS subsystems
are ready, data-taking can start. Each run gets labeled with a unique number. Each
run covers data collected over a period ranging from some hours to a day and is split
into luminosity blocks. Each block contains data collected over a span of a few minutes,
such that their integrated luminosity can be approximated to be constant. The luminosity
blocks for which no issues in the subdetectors has been registered are listed in the so-called
Good Runs List.

FELIX

In view of Run 3, when LHC will deliver luminosities up to 3 times the original design
value, the ATLAS detector has been undergoing a series of upgrades to maintain physics
performance in the new regime. A key goal of this upgrade is to improve the capacity
and flexibility of the detector readout system.

To achieve that goal, the Front-End LInk eXchange (FELIX) system has been developed
[42, 43]. FELIX acts as the interface between data acquisition, detector control and
Timing, Trigger and Control (TTC) systems and trigger front-end electronics. In other
words, FELIX is a router between front-end serial links and a commodity network, which
separates data transport from data processing (see figure 2.9).

The main philosophy behind FELIX is to use as little custom hardware as possible, rely-
ing instead on networking services and commercial servers. For example, such operations
as compression and trigger matching are performed by third-party hardware or software.
One of the main advantages of such an approach consists of granting access to the rapid
technological progress in commercial computing and networking, making the system more
flexible and easy to upgrade compared to systems relying more heavily on custom hard-
ware. On top of that, FELIX is a common single system for all subdetectors, as opposed
to the previous ATLAS setup.

NIKHEF has been one of the main developers of this component, which gave me the
opportunity to be personally involved in the testing and installation process of new FELIX
Cards during my secondment at CERN. A Felix PC [43] consists of a server equipped with
an 8 cores-CPU (Intel Xeon E5-1660v4) with 32 GB of memory, a Mellanox Connect-X
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Figure 2.9: The FELIX system acting as router between front-end electronics and com-
mercial networks. From [42]

network interface (25 or 100 Gb/s) and a FLX-712 PCIe card [44] (the only custom
component). Each PCIe card (see figure 2.10) had to be visually inspected, installed,
its firmware had to be loaded and an 8 hours-long loopback test 6 provided by the Felix
software has been run. 254 cards have been examined, of which 2 have not passed the
test and have therefore been discarded.

96 PCIe cards have been installed in the ATLAS detector, with the remaining ones being
employed for ITK pixel detectors or in other laboratories around the world. The status
of the ATLAS FELIX project can be traced by consulting the dedicated site [45].

Conclusion The different ATLAS sub-detectors described in this chapter collect data
from the p − p collisions at the LHC used to perform ATLAS analyses, including the
analysis described in this thesis. In order to use the data collected by ATLAS, a set of
identification and reconstruction techniques need to be applied to raw data in order to
reconstruct physics objects. These techniques are discussed in the following chapter.

6A loopback test is a simple method to establish whether a communication circuit is functioning
correctly and consists of routing electronic signals back to their source without intentional modification
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Figure 2.10: A FLX-712 production card with key components labeled. Original photo
from [43]
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Chapter 3

Event reconstruction

With the exception of neutrinos, which traverse the ATLAS detector undetected, all SM
particles produced in a p−p collision leave distinct traces as they cross the dedicated sub-
detectors. Combining the signals detected in the various detectors, final state physical
objects can be identified. The reconstruction of tracks and particles is usually referred
to as event reconstruction. This chapter aims to outline how the reconstruction and
identification of each particle take place.

3.1 Track and vertices reconstruction

Reconstructed particles do not solely come from hard-scattering processes but can also
originate from additional collisions, which take the name of pile-up interactions. They
can be distinguished into in-time pile-up, where these effects arise from additional p− p

interactions in the current bunch-crossing, and out-of-time pile-up, arising from energy
deposited in the ATLAS calorimeter by bunch crossing which took place before or after
the triggered event [46]. The Inner Detector is particularly affected by this phenomenon.

One of the main goals of event reconstruction is then to assign tracks to their production
vertices, i.e. the interaction point.

41
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3.1.1 Tracks

Tracks are described by the following set of observables:

τ = τ(d0, z0, φ0, θ,
q

p
), (3.1)

where the transverse impact parameter d0 is the minimum distance to the center of the
detector in the transverse plane, the longitudinal impact parameter z0 is the minimum
distance to the center of the detector in the longitudinal direction, φ is the azimuthal
angle of the track at its perigee 1, θ is the polar angle of the track at its perigee and q

p is
the charge over momentum ratio of the particle.

Tracks are first reconstructed and subsequently marked as primary or secondary. A track
is defined primary when the particle leaving it comes from the primary vertex (i.e. the
interaction point of the original particle collision) and when its life exceeds 3 × 10−11 s
[46]. To track such particles, an inside-out tracking algorithm is employed, which starts
the reconstruction from hits in the Pixel, IBL and SCT detectors moving towards the
outer part of the detector. The starting point is a three-point seed in the Pixel and SCT
detectors, then the algorithm iteratively builds the track by adding hits moving away
from the vertex, by means of a Kalman filter [47]. Secondary tracks derive from particles
originating from a secondary vertex, i.e. the location where a primary particle decays.
To reconstruct secondary tracks, an outside-in (or ”back-tracking”) algorithm is applied
to the hits not considered by the inside-out algorithm. For these particles, the seed is
located in the TRT and the track is then reconstructed inwards in the silicon detectors.
The reconstruction algorithm selects tracks with pT > 500 MeV and |η| < 2.5.

When the same space point gets assigned to multiple track candidates, potential fake
tracks have to be removed. In order to evaluate the quality of each reconstructed track,
a score is assigned to them. This score is based on three contributions: hits, holes and
outliers. Hits in a tracking context are ID hits that increase the quality of the fit, holes
are missing hits which were expected in the ID while outliers are hits assigned to a track
candidate which negatively affects its fit result 2. If a space point is shared between more
candidate tracks, it gets assigned to the track with the highest score. Once reconstructed,
a track allows us to measure its transverse and longitudinal parameters.

The track reconstruction efficiency can be estimated from simulated Minimum Bias (MB)
1i.e. the closest point of the trajectory to the center of the detector
2Track fitting is the procedure of fitting a curve to the detected hits
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Figure 3.1: Track reconstruction efficiency (a) as a function of pT , (b) as a function of
η, computed using minimum bias simulated events for Loose and Tight Primary track
selections. The bands represent the total systematic uncertainty. From [49]

events (i.e. events selected with a loose trigger, accepting a significant fraction of the
total inelastic cross-section [48]), which are not associated with a specific underlying
hard interaction and are therefore ideal for the assessment of track efficiencies. Charged
primary particles with a transverse momentum greater than 400 MeV and within |η| < 2.5

are considered. The efficiency is then defined as the fraction of such particles which are
matched with a reconstructed track.

The default track requirement applied during the inside-out reconstruction is named Loose
selection and requires at least 7 silicon hits, less than two shared modules 3 and holes
in the Pixel detector and less than three silicon holes 4. This selection is characterized
by a highly efficient particle reconstruction with a non-negligible acceptance rate of fake
tracks.

Stricter requirements can be added with the Tight Primary selection, which requires 9 or
11 silicon hits (if |η| ≤ 1.65 or |η| ≥ 1.65) and no holes in the Pixel detector. Compared
to the Loose selection, it presents on one hand a higher rejection of fake tracks but on
the other hand a reduced track reconstruction efficiency (see figure 3.1).

3A shared module in the Pixel detector is a hit associated with multiple tracks
4A hole is defined as a crossing of the track with a detector component not presenting a hit
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3.1.2 Vertices

One of the key tasks in event reconstruction is vertex reconstruction, i.e. the discovery
and matching of a common origin point of a set of identified tracks [50, 51]. Due to pile-
up, this is a rather complex process. An additional task of vertex reconstruction consists
of identifying the primary vertex, i.e. the location of the hard-scattering collision, and
secondary vertices, which mark the decay location of unstable particles.

3.1.3 ATLAS track reconstruction

An iterative combinatorial track finding algorithm [52] has been employed in ATLAS for
run 2 and can be divided into three main sections: vertex finding, track assignment and
fitting.

Before diving into the details, the concept of clusters needs to be introduced. The first
step of the reconstruction of charged particles in the Pixel and SCT detectors consists
of assembling clusters starting from the raw measurements. This task is carried out
by a Connected Component Analysis (CCA) [53], which groups pixels and strips in a
sensor with a common edge or corner into clusters. Three-dimensional measurements
named space-points are created from clusters, representing the location where the particle
traversed the ID.

Clusters can be split into single-particle clusters when they have been created by deposits
from one particle only and merged clusters when they have been created by clusters from
multiple particles (see figure 3.2).

A more detailed list of the steps involved follows here:

• A selection of tracks constitutes the seed pool from which vertices are reconstructed.
Track seeds are first defined starting from sets of three space points. On top of that,
it is required that one additional space point is compatible with the particle’s trajec-
tory as first estimated from the seed. As their purity 5 varies noticeably depending
on the subdetector the seed tracks come from, SCT-only seeds are considered first,
followed by pixel detector-only and lastly by mixed detector seeds.

• A combinatorial Kalman filter [54] is used to construct track candidates by combin-
ing additional space-points from the remaining layers of the SCT and Pixel detectors

5In this context, the fraction of seeds resulting in high quality tracks
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(a) (b)

Figure 3.2: A schematic representation of (a) single-particle pixel clusters on a pixel sensor
(b) a merged pixel cluster due to very collimated charged particles. From [52]

with the chosen seeds. The algorithm creates multiple track candidates if more than
one additional space points are compatible with the selected seed.

• In the ambiguity solver (see figure 3.3), candidate tracks are individually evaluated,
in decreasing order of track score. The track score combines information about
holes, the χ2 of the track fit and the track momentum.

• Clusters can be shared by a maximum of two tracks. Preference is given to tracks
processed earlier in the ambiguity solver. A track can have a maximum of two
shared clusters. Clusters causing either the candidate or an accepted track not to
meet the shared-cluster criterion are removed from a track candidate.

• The score of the track is evaluated again and inserted in the ordered list of remaining
candidates

• Tracks not fulfilling the following conditions are discarded:

– pT > 400 MeV

– η < 2.5

– Minimum of 7 Pixel and SCR clusters

– Maximum of either two shared SCT clusters or one-pixel cluster on the same
layer

– Maximum two combined Pixel and SCT holes, maximum of one in the Pixel
detector alone
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Figure 3.3: Flowchart showing the structure of the ambiguity solver. From [52]

– |dbl0 | < 2.0 mm 6

– |zbl0 × sin(θ)| < 3.0 mm 7

This algorithm has generally proven robust, although its performance was shown to de-
grade significantly with increasing pile-up. This issue is clearly visible in figure 3.4, where
it is shown how the combined reconstruction and selection efficiency depends on the av-
erage number of p − p interactions per bunch crossing µ, a quantity directly related to
the instantaneous luminosity [55]. It is also clearly visible how the impact of pile-up on
reconstruction efficiency varies depending on the physics process of interest, as processes
with larger numbers of tracks like tt̄ are less affected. In sight of higher pile-up levels in
the incoming years, especially with regard to Run 3 and 4, this issue might be even more
impactful so alternative approaches need to be investigated.

3.2 Jets

Colour-charged particles are not observable as free particles as they undergo hadronisa-
tion, generating collimated bundles of colourless hadrons which take the name of jets.
These jets have roughly the same direction of the parton originating them. Jets are
stopped and measured by hadronic calorimeters. One of the most commonly employed

6i.e. the transverse impact parameter calculated w.r.t. the measured beamline position
7i.e. the longitudinal distance along the beamline between the point where dBL

0 is measured and the
primary vertex, while θ is the track polar angle
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Figure 3.4: Reconstruction and selection efficiency for the hard-scatter primary vertex
against the average number of p − p interactions per bunch crossing, µ. The impact of
pile-up varies depending on the physics process of interest. From [50]

jet reconstruction algorithms takes the name of sequential recombination. It consists of
identifying the pair of particles that are closest, recombining them, and then repeating
the procedure over and again, until some stopping criterion is reached.

More specifically, jet reconstruction starts with the three-dimensional distribution of
space-points where the energy has been deposited. This data is used to form clusters.
The key quantity used to define such clusters is a distance defined as follows:

dij = min(p2pTi, p
2p
Tj)×

(ηi − ηj)
2 + (φi − φj)

2

R2
, (3.2)

where the i, j indices label the quantities relative to the clusters i and j, while the halved
exponent p and the cone aperture R are constants of the algorithm. The algorithm
considers the previously defined distance between object i and object j, comparing it
with the distance between object i and the beam B. The objects i and j are combined
if their distance dij is the smallest, otherwise if diB is smaller, the object i is considered
as a jet and removed from the list of objects. The choice of the parameters R and p
characterizes the algorithm, with the values R = 0.4, p = −1 (anti-kt algorithm) being
the most common choice for most analyses, included the one described in this thesis 8.
Such a choice implies that low-energy clusters which are close to a high-energetic one are
grouped with the latter rather than among themselves.

8Additional requirements are pT > 20 GeV and, only for signal jets, |η| < 2.5
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Figure 3.5: Overview of the calibration stages for EM-scale jets. From [58]

Similarly to what happens for track and vertex reconstruction, jet reconstruction is also
affected by pile-up issues. In the ATLAS run 2 a new Multi-Variate Analysis (MVA) based
method called the Jet Vertex Tagger (JVT) [56, 57] has been developed to discriminate
pile-up jet from hard-scatter. The working point Tight JVT has been selected for the
work presented in this thesis.

Jet calibration The measured jet energy can be reduced by a number of effects, as for
example energy losses in non-sensitive areas of the detector, leakage of particle signals
or pile-up issues. In order to correct these effects, a process named jet calibration is
implemented, aiming at matching the measured jet energy to the Jet Energy Scale (JES)
of truth jets reconstructed at particle level.

The calibration of jet energy and systematics takes place according to the following steps
[58], also summarized in figure 3.5:

• Jet area-based and residual pile-up correction: these steps target the calibration of
the energy surplus due to additional p− p interactions within the same (in-time) or
nearby (out-of-time) bunch crossings. The increased luminosity and reduced bunch
spacing of Run 2 compared to Run 1 have made this step even more relevant.

The first method, an area-based pT density subtraction is applied at the per-event
level, while the second one is a residual correction derived from the MC simulation,
parameterized as a function of the average number of interactions per bunch crossing
(µ) and the number of reconstructed primary vertices in the event (NPV ).
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Figure 3.6: Fractional jet energy scale systematic uncertainty summed across all compo-
nents for anti-kt R=0.4 jets as a function of jet pT at η=0. From [58]

• Absolute MC-based calibration: in this step, the jet four-momentum is adjusted
according to the particle-level energy scale.

• Global sequential calibration: this step combines data from calorimeter, Muon Spec-
trometer and track-based variables, aiming at improving the energy reconstruction
and its related uncertainties. It targets the dependence of the jet reconstruction on
fluctuations in the particle composition of the jet.

• Residual in-situ calibration: the last step aims to correct mismodelings in the re-
sponse of jets between data and MC by employing well-measured reference objects,
such as photons, Z bosons and calibrated jets.

About eighty JES systematic uncertainty contributions are propagated at each calibra-
tion, with the largest contribution being due to in-situ calibrations. The total JES un-
certainty is shown in figure 3.6 and it is found to be 4 % at 20 GeV, at 2 % at 50 GeV
and slightly below 1 % at 1 TeV.

3.2.1 B-jets

In the context of the bblνlν analysis, b-jets (i.e. jets originating from a b-quark) play a
special role and hence deserve special attention. As any colour-charged particle, b-quarks
hadronise quickly before decaying. However, their lifetime spans a relatively large interval
of 1.5 ps on average before decaying within their jet, as the CKM mechanism suppresses
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Figure 3.7: Sketch of an event featuring two light jets coming from the primary vertex
and a b-jet originating from a secondary vertex. The position of the secondary vertex
and the impact parameter d0 of one of the displaced tracks are highlighted. From [59]

decays into c- or u-quarks. B-jets usually travel a distance of a few millimeters in the
transverse direction before decaying, resulting in a sensible displacement of the secondary
vertex inside a jet (see figure 3.7). Jet candidates with η > 2.5 are discarded to be able
to make use of information collected by the ID, which provides fundamental information
for secondary vertex reconstruction. On top of this characteristic signature for b-jets,
a Multi-Variate approach is applied in ATLAS, with a Boosted Decision Tree (BDT)
taking as inputs the η and pT of the jet. This algorithm takes the name of b-tagging. Its
performance is then evaluated in simulated tt̄ events (see figure 3.8).

In the analysis discussed in this thesis b-jets are identified by means of the flavour tag-
ging algorithm DL1r, a Multi-Variate classification algorithm based on deep learning
techniques, namely Artificial Deep Neural Network [59, 60, 61]. More precisely, this algo-
rithm employs a deep feed-forward Neural Network (NN) to generate a multidimensional
output corresponding to the probabilities for a jet to be b-tagged, c-tagged, or a light-
flavour jet, and has become the default for offline physics analyses in ATLAS [60]. Its
performance in classifying b-jets, c-jets and light-flavoured jets is displayed in figure 3.9.
Signal jets that pass the 77% b-tag working point are considered b-jets in the context of
the analysis presented in this thesis. The typical mistag rates 9 for this working point are
16% for c-jets and 1% for LF-jets [62].

9The probabilities of mistakenly tagging a c-jet or a LF-jet as a b-jet are referred to as “mistag rates”
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Figure 3.8: The b-jet tagging efficiency. Vertical error bars include data statistical uncer-
tainties only while the green bands correspond to the sum in quadrature of statistical and
systematic uncertainties. The dots are located at the mean of the b-jet pT distribution
in each pT bin. From [59]

Figure 3.9: DL1 b-tagging algorithms for b-jets, c-jets and light-flavour jets in the baseline
tt̄ simulated event. From [59]
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Figure 3.10: Schematic view of the electron traversing the ATLAS detector. From [64]

3.3 Lepton reconstruction

In the context of the di-Higgs search in the bb̄`` final state, lepton reconstruction and
identification plays a key role in it, namely electron and muon reconstruction.

3.3.1 Electrons

Electron reconstruction

The key subdetector in ATLAS to identify and reconstruct electrons is the electromagnetic
calorimeter. On top of that, electrons are expected to leave a track in the Inner Detector
as well, to be then combined with the energy deposited in the calorimeter [63] (see figure
3.10). Electrons are reconstructed from energy deposits (or clusters) in the central region
(|η|<2.47) of the detector.

Two different approaches have been used for electron reconstruction in Run 2: the sliding-
window algorithm [65] and the so-called super clusters algorithm [66, 67]. The sliding-
window algorithm scans 3 × 5 blocks of cells of size 0.025 × 0.025 expressed in units of
the angles η×φ and produces a cluster seed provided the total transverse energy reaches
a threshold of 2.5 GeV. A clustering algorithm then uses the seeds as an input to build
the clusters [65]. The efficiency of this cluster search varies between 95 % and 99 %. The
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super clusters algorithm, instead, builds topological clusters of variable size. Its goal is to
precisely model the behaviour of the EM shower, hence improving the energy resolution of
reconstructed electrons (see figure 3.11). Cells where the detected energy reaches a certain
threshold are grouped together, including hadronic calorimeter cells, in order to construct
topo-clusters. At this point a lower bound selection on the ECAL energy deposit of 400
MeV is applied. On top of that, the EM energy is required to be more than half of the
total energy of the topo-cluster. The latter selection aims to discard energy clusters from
pile-up. The ID tracks are also reconstructed and then matched to the clusters. At this
point, the topo-clusters are evaluated one by one in descending order of ET and considered
as supercluster seed candidates if their ET exceeds 1 GeV and if they are matched to an
ID track. Once such seed cluster are found, neighbouring satellite clusters are then added
to it as they are supposed to be deposits from secondary EM showers deriving from the
same electron. In order to be identified as a satellite cluster, two criteria have to be
fulfilled: the cluster has to be within a range of ∆η ×∆Φ = 0.75× 0.125 from the center
of the seed cluster or within a range of ∆η×∆Φ = 0.125×0.3 if it is matched to the same
ID track as the seed cluster. At this point, the last remaining step consists of matching
the superclusters to the tracks again, with the same method previously employed for the
initial matching of the topo-clusters in order to build the electron candidates.

Tracks reconstructed from hits in the ID layers having pT > 400 MeV are fed to the
ATLAS global χ2 Track Fitter [69], which searches for tracks matching the EM clusters.
Then, the candidate track is refitted using the Gaussian Sum Filter (GSF), which aims to
further optimize the track reconstruction by accounting for the electron’s non-linear en-
ergy loss via bremsstrahlung [70]. Finally, the track that best matches with the calorimeter
cluster is selected. For high pT electrons, the efficiency of the matching step reaches 98
% or higher.

Electron identification

What makes the identification of prompt electrons challenging is that on top of real
electrons coming from hard scattering processes a number of fake electrons (i.e. other
physical objects, mainly jets, mistakenly identifies as electrons) are present among the
reconstructed electrons, as these physical objects share a very similar signature with true
electrons. In order to reject as many fake electrons as possible, the baseline approach for
Run 2 is a Likelihood-based method (LH) [64]. The LH discriminant considers a set of
variables separating prompt electrons from other contributions, e.g. hadronic jets, non-
prompt electrons deriving from secondary decays and converted photons. These variables
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(a) (b)

(c) (d)

Figure 3.11: Electron energy resolution comparison (expressed in terms of IQE) between
sliding window and supercluster algorithms. The IQE, or Effective Interquartile Range,
is a measure of the resolution of the energy response and it is defined as IQE = Q3−Q1

1.349
where Q1 and Q3 are respectively the first and third quartiles of the distribution of
Ecalib/Etrue, and the normalisation factor is chosen such that the IQE of a Gaussian
distribution would equal its standard deviation. In figs. (a), (b) the resolution is plotted
as a function of the electrons’ true ET assuming no pile-up while in figs. (c), (d) it is
plotted against the average pile-up. Figs. (a), (c) are relative to electrons in the barrel
region while figs. (b), (d) are relative to electrons in the endcap region. From [68]
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(a) (b)

Figure 3.12: Electron identification efficiency for three different working points as a func-
tion of (a) ET and (b) η (employing the superclustering approach). The inner uncertainties
are statistical and the total uncertainties are the statistical and systematic uncertainties
in the data-to-simulation efficiency ratio added in quadrature. From [68].

include the number of hits in the ID, the distance (measured in units of ∆η×∆Φ) between
the calorimeter cluster and the ID track it is matched to, the width of the induced EM
shower and the fraction of energy deposited in the HCAL compared to the EM cluster
energy. Probability density functions (PDFs) of such variables are evaluated on true as
well as fake electrons, then employed to construct a likelihood discriminant determining
whether an electron candidate is more likely to be a true electron or a fake one [67, 68].
Depending on the required balance of purity and efficiency, different working points are
available in the form of three electron selections referred to as Tight, Medium and Loose,
with the Tight selection being characterized by the highest background rejection and the
lowest electron efficiency. As the selection becomes looser, the balance shifts towards
a higher efficiency and a lower rejection. The Loose selection specifically targets the
discrimination of jets originating from light flavours (see figure 3.12). The Loose working
point has been used for baseline electrons in the HH → bb̄`` analysis, while the Medium
working point has been chosen for signal electrons.
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Electron isolation

The last step required to further increase the purity of prompt electrons consists of requir-
ing electron candidates to be isolated, i.e. separated from other physical objects in the
considered event. This step allows to reject electrons originating from other processes,
such as converted photons derived from hadronic decays and electrons deriving from
heavy flavour hadronic decays as well as from light hadrons which have been erroneously
identified as electrons.

To achieve this, it is necessary to assess the level of activity found in the proximity of
an electron candidate. A useful discriminating variable is the total transverse energy of
calorimeter clusters and tracks produced within a cone of fixed radius ∆R around the
electron candidate. Based on the required efficiency of the isolation selection, different
working points are defined, with the FixedCutLoose working point being used for electrons
in the HH → bb̄`` analysis.

3.3.2 Muons

Muon reconstruction

Ideally, muons are detected by both ID and MS. However, it is not always guaranteed
that both subdetectors show a trace of treir passage due to e.g. gaps in the different
subdetectors. Moreover, when traversing the calorimeters, muons lose a fraction of their
energy (typically of the order of a few GeV) due to interactions with the material.

Depending on the reconstructing procedure employed, muons can be categorized into
different categories [71]:

• Combined (CB) muons: they are resulting from a global fit where measurements
from tracks and the ID and the MS are combined, with most muons being recon-
structed by an outside-in algorithm, i.e. extrapolating tracks from the MS to the
ID.

• Inside-out muons: they are reconstructed using an inside-out algorithm combining
information from the ID track, the calorimeters and the MS hits. As this algorithm
does not make use of an independently reconstructed MS track, it recovers some
efficiency.
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• Muon-spectrometer extrapolated muons: they are reconstructed by extrapolating
MS tracks unmatched to ID tracks. These muons allow to extend acceptance outside
the ID coverage.

• Segment-tagged (ST) muons: they are reconstructed in the ID track and associated
with at least one local track segment in the MS. However, due to their low pT they
generally only hit one layer of the MS chambers (another possible reason being that
they interact with low acceptance regions in the MS).

• Calorimeter-tagged (CT) muons: they are reconstructed by combining a muon track
in the ID with an energy deposit in the calorimeter, provided the latter is compatible
with the signature of a minimum-ionizing particle.

• Extrapolated (ME) muons: they are reconstructed from MS track only, not match-
ing with any tracks in the ID. Including ME muons allows to extend the pseudo-
rapidity range to the forward region 2.5 < |η| < 2.7, not otherwise covered by the
ID.

Muon identification

Different observables are employed to identify prompt muons, distinguishing them from
the background, which is mostly composed of pion and kaon decays. The normalised
χ2 of the combined ID and MS track fit is for example employed for CB muons, while
the q/p significance (defined as the absolute difference between the charge q and the
momentum p of the ID and MS tracks) is a possible alternative. On top of that, there
are four possible muon identification selections available in ATLAS: loose, medium, tight
and high− pT . By default, ATLAS uses the medium selection, which only considers CB
and ME tracks and minimizes the reconstruction and calibration systematic uncertainties.
The loose selection criteria are optimized to maximise the reconstruction efficiency and
therefore use all types of muons, while only CB muons with hits in at least two stations
of the MS that also fulfill the medium criteria are included in the tight selection. The
high − pT identification criteria maximises the momentum resolution for muons with
pT > 100 GeV. Despite a lower efficiency of the previous working points, the latter has
significantly improved rejection capabilities as well as improved momentum resolution at
high transverse momentum regions and is therefore recommended for analyses considering
muons with pT > 300 GeV [72]. On top of these selection criteria, a set of quality cuts
is performed on candidate muons, aiming at assuring accurate momentum measurement.
These cuts include lower limits on the number of Pixel, SCT and TRT hits, upper limits
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(a) (b)

Figure 3.13: Muon reconstruction and identification efficiencies for the Loose (line),
Medium (line), and Tight (blue) criteria. Figure (a) shows the efficiencies measured
in J/Φ → µµ events as a function of pT , figure (b) displays the efficiencies measured in
Z → µµ events as a function of η for muons with pT > 10 GeV. From [71]

on the number of Pixel and SCT holes [73] and anomalous values of the q/p discriminant
(named as bad muon veto). The Medium identification working point has been chosen for
the di-Higgs bb`` analysis. Muon reconstruction and identification efficiencies for different
working points are shown in figure 3.13.

Muon isolation

As for electrons, additional isolation requirements are required to improve the separation
between prompt muons and non-prompt muons, which can for example originate from
semileptonic decays. These requirements make use of algorithms such as:

• Track-based isolation: pvarcone30T , the scalar sum of the transverse momenta of tracks
with pT > 1 GeV (excluding the muon track candidate), in a cone size of ∆R =

min(10GeV/pµT , 0.3) around the muon of transverse momentum pµT
10.

• Calorimeter-based isolation: Etopocone20
T , the sum of the transverse energy of topo-

logical clusters in the vicinity of a cone with size ∆R = 0.2 around the muon,
excluding the muon contribution and applying pile-up correction.

Several different muon isolation working points are defined on these variables: PflowLoose
10The dependence on the transverse momentum has been introduced in order to improve the isolation

performance for muons produced from decays of particles carrying a large momentum
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_VarRad (used in the analysis described in this thesis), LooseTrackOnly, Loose, Tight,
Gradient, GradientLoose, FixedCutTightTrackOnly, FixedCutLoose.

3.3.3 τ leptons

τ (tau) leptons are relatively heavy (1776.86 ± 0.12 MeV [74]) and hence characterized
by a short lifetime of 290.3 ± 0.5 fs [74]. Therefore, τ leptons decay after travelling a
relatively short mean path of 87 µm [74]. τ leptons are not explicitly targeted by the
di-Higgs bb`` analysis. However, a short summary of their identification and isolation
process will be presented in the following [75].

Tau reconstruction τ candidates are selected from a seed pool in a similar fashion to
electrons and muons. However, an additional requirement of pT > 10 GeV and |η| < 1.52

is required. On top of that, τ candidates in the region between the barrel and forward
calorimeters 1.37 < |η| < 1.52 are vetoed. The candidate track vertex with the largest
fraction of momentum from tracks associated with the jet is selected as τ vertex. The
tracks must then pass a set of requirements on the number of hits in the tracker, have
a minimum pT of 1 GeV, plus additional requirements on the distance between τ vertex
and track in the transverse plane and in the longitudinal plane (> 1 mm and > 1.5 mm
respectively) as well as a combined condition on the polar angle of the track θ and the
point of closest approach z0: |∆z0sin(θ)| < 1.5.

Tau energy calibration A τ -specific procedure is applied to τ candidates in order to
correct the measured energy deposition. Two calibrations are available: baseline calibra-
tion and Boosted Regression Tree (BRT) based calibration.

As for the former method, it is made of a first calibration procedure derived from simu-
lation which brings the tau energy scale in agreement with the true energy scale at the
level of a few per cent and removes any significant dependencies of the energy scale on
quantities such as the pseudorapidity, energy, pile-up conditions and track multiplicity,
followed by additional small corrections to the tau energy scale derived using an indepen-
dent data-driven method [76].

The energy resolution of this calibration method is excellent at high pT but decreases
significantly at low pT . To tackle this issue, a new method of reconstructing hadrons in τ
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decays named ”Tau Particle Flow” (TPF) [77] has been developed by ATLAS. Combin-
ing information from the baseline and TPF methods together with additional calorimeter
and tracking information by means of a Multi-Variate Analysis (MVA) approach, it has
been possible to achieve an improved energy calibration procedure. This technique, im-
plemented by means of the TMVA framework [78], takes the name of BRT method (see
figure 3.14).

Figure 3.14: Resolution of baseline and BRT-based τhad−vis energy calibration. The latter
has an improved resolution at low pT compared to the former. From [75]

Tau identification The main goal of τ identification is the rejection of backgrounds
from quark- and gluon- initiated jets. This is achieved by employing a BDT-based method.
Three working points are available: loose, medium and tight, corresponding to different τ
identification efficiencies. The input values provided to the BDT are corrected such that
the mean of their distribution for signal samples is not influenced by pile-up effects.

3.4 Missing transverse energy

Weakly interacting particles such as neutrinos do not leave traces in detectors and escape
undetected. As protons are accelerated in the longitudinal direction (i.e. along the beam
axis), their total transverse momenta is negligible. The missing transverse energy of an
event, which can be computed as the vectorial sum of all the reconstructed objects after
calibration [79, 80] Emiss

T = −Σ−→pT is then used to measure the energy imbalance caused
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by such particles. The Emiss
T is a relevant quantity for the analysis described in this

thesis, as neutrinos are among the final state particles of the process.

It is important to stress, however, how in practice the Emiss
T does not only take in account

invisible particles but is also affected by miscalibrations, momentum resolution errors and
undetected particles (see figure 3.15 for Emiss

T distributions from MC and data samples).

Figure 3.15: Distributions of Emiss
T for an inclusive Z → µµ data sample compared

to MC simulations including relevant backgrounds. The shaded areas display the total
uncertainty for MC simulations. The data and MC simulations agree within 20% for
most of the Emiss

T distributions, except for the high Emiss
T region, where larger differences

are not accommodated by the total uncertainties. These differences possibly suggest a
mismodelling of tt̄ events, the dominant background in the tail. From [80]

Reconstructing the Emiss
T is a task that can be performed employing either ID or calorime-

ter information. This quantity can be split into its hard and soft contributions. For the
former only specifically reconstructed objects (leptons, photons and jets) are considered.
Once reconstructed, these objects are considered for the computation of the hard Emiss

T

term. The latter, on the other hand, is more challenging to compute, being associated
with all detector signals not directly associated with any hard objects, including pile-
up-related and hard scattering interaction contributions. Currently this contribution to
Emiss

T is computed by means of a track-based algorithm, incorporating contributions of
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all tracks not explicitly associated with hard objects 11 [80].

The Emiss
T is defined as:

Emiss
T = −

∑
e

peT −
∑
γ

pγT −
∑
τ

pτT −
∑
µ

pµT −
∑
jets

pjetsT −
∑

tracks

ptracksT . (3.3)

The three mainly used methods employed for quantifying the missing transverse energy
are: CST Emiss

T , Track Emiss
T and TST Emiss

T . The CST Emiss
T approach is calorimeter-

based and is based on calorimeter energy deposits that are not associated with any hard
object. The second method, Track Emiss

T , is a track-based method based on the momenta
of ID tracks. The third and last method listed here consists of a compromise between
the two other methods as it employs a track-based soft term combined with calorimeter-
based measurements for hard objects. This method has been employed by the di-Higgs
HH → bb̄`` analysis.

11This track-based calculation of the soft term does however not take into consideration any contribu-
tions from neutral particles
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Event simulation

Event simulation is an indispensable tool for High Energy Physics data analysis, where
it is employed to generate the distributions of kinematic variables according to theory
predictions. More specifically, in order to simulate and subsequently compare the effects
of SM and BSM processes taking place inside the ATLAS detector, a set of software tools
are available implementing both event generation and detector simulation. Large samples
of simulated events are generated to achieve reliable distributions.

As for event generation, the SM allows us to make predictions for production cross-
sections and distributions measured at LHC. However, due to the heavy calculations
required to perform the integrals over the momenta of particles in the Feynman diagrams
involved in the calculations, specific MC techniques are required. As a correct modelling is
challenging to achieve, tuning of MC generators is constantly required in order to enhance
the agreement between data and MC prediction. MC-generated samples also play a key
role in the development of the di-Higgs bb̄`` analysis, crucially for background estimation.

4.1 Event generation

The first step of event generation consists of modeling the complex phenomenology of p−p
collisions that are at the core of event simulation. The starting point for the creation of
new particles is a p− p collision in the hard scattering processes. Other components are
the Parton Distribution Functions, the Parton Shower, the hadronisation and decay.

63
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Figure 4.1: NNPDF3.1 NNLO PDFs, evaluated at µ2 = 10GeV 2 (left) and µ2 = 104 GeV 2

(right) for quark and gluons that are inside the proton as a function of the momentum
fraction x. The bands are the uncertainties at the 68 % confidence level. From [86].

4.1.1 Parton distribution functions

Every proton is composed of three valence quarks, surrounded by a sea of quark-antiquark
pairs, produced by virtual gluons. As the proton energy grows, the partons move more
and more independently in the proton (a property known as asymptotic freedom). The
exact values of the energy fractions xi in a specific event are not known, while the proba-
bility density distribution for the fraction of the total momentum carried by each parton
xi at a given energy scale Q2 is described by a so-called Parton Distribution Function
(PDF) f(x,Q2) (see figure 4.1). The behaviour of the PDF as a function of the en-
ergy scale is predicted in the context of QCD by the DGLAP (Dokshitzer–Gribov–Li-
patov–Altarelli–Parisi) equation [81], while its dependence from x has to be determined
experimentally in several well-known processes: deep inelastic scattering, Drell-Yann and
pp → jets processes, with the parameters being constrained through a fit of the predic-
tions to the measured data. Different theory groups developed different PDF sets for the
proton, such as CTEQ [82], HERAPDF[83], MSTW [84], and NNPDF [85].
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4.1.2 Hard scattering processes

Scattering processes at high energy hadron colliders are conventionally divided into two
classes, depending on the momentum transfer: hard and soft processes, both described
by Quantum ChromoDynamics (QCD). Hard processes are marked by a high momentum
transfer and are well described by perturbation theory, Higgs boson production is an ex-
ample. Soft processes, instead, are marked by low momentum transfer and are dominated
by non-perturbative QCD effects, making them more difficult to correctly simulate and
reproduce. Figure 4.2 shows a graphical representation of an event with its subprocesses.

Let’s consider a general hard-scattering process for two hadrons A and B, where the
two partons a, b inside the incoming hadrons undergo the hard scattering process (HS)
described by the cross-section σ. The PDFs fa/A(xa,µ2

F ) and fb/B(xb,µ2
F ) are the prob-

abilities to find the parton a/b in hadron A/B with a momentum fraction respectively
xa and xb at the energy scale µ2

F . The total hadron-hadron cross-section can be cal-
culated integrating over all the momentum fractions and summing over all the possible
parton-parton scattering processes [87]:

σAB = Σa,b

∫
dxadxbfa/A(xa, µ

2
F )fb/B(xb, µ

2
F )σ̂ab→X(xa, xb, αs(µ

2
R)), (4.1)

where µF is the energy scale (also named factorization scale) that represents the scale
setting apart short- and long-distance processes, αs is the running coupling constant
of the strong interaction, function of the non-physical renormalisation scale µR. When
µR is chosen to be close to the scale of the momentum transfer Q, then αS(µ2

R ≈ Q2)
gives an indication of the effective strength of the strong interaction in the considered
process. The choice of µF , µR and of the parton distribution function introduce systematic
uncertainties in the analysis where they are used. It is possible to assimilate real and
virtual gluon corrections to the lowest order process into renormalised scale-dependent
parton distributions.

According to the factorization theorem [87], in inclusive hard scattering process all collinear
divergences showing up in the process corrections can be factorized into renormalised par-
ton distributions. This allows to split the complex task of simulating hard scattering into
a set of simpler processes as equation 4.1 can be rewritten taking into account the finite
contributions left behind after the singularities have been factorized into the PDF [88]:



66 Chapter 4. Event simulation

σAB = Σa,b

∫
dxadxbfa/A(xa, µ

2
F )fb/B(xb, µ

2
F )[σ̂0 +Aσ̂1 +A2σ̂2 + ...]ab→X (4.2)

where A = αs(µ2R)
2π . In equation 4.2, σ0 is the leading order (LO) cross-section, while

σ1 and σ2 are the cross-sections at higher-orders, respectively the next to leading (NLO)
and the next to-next to leading order (NNLO). The cross-sections at higher orders can
be parameterized as total k-factors: σn = σ0 · Kn , where Kn is the n-th order to LO
cross-section ratio.

The factorization approach to hard scattering processes simulation is rather effective
although limited by the presence of a small fraction of events with Multiple Partonic
Interactions (MPI), i.e. events where multiple partonic scatterings occur within the same
p − p collision. Their relevance increases at the high center-of-mass energies of LHC
physics [89].

4.1.3 Parton shower

Although fixed order descriptions of a process can give a good description of the outgoing
jets momenta, it does not provide a complete picture of the process.

Parton showers approximate the effect of all higher-order real-emission corrections to
the hard scattering by simulating a series of emissions from the incoming and outgoing
partons. These corrections locally conserve flavour, four-momentum and respect unitarity
[90]. When one of the incoming colliding partons emits radiation, the phenomenon is
named initial state radiation (ISR); when one of the final state partons radiates, it takes
the name of final state radiation (FSR).

4.1.4 Hadronisation and decay

When the momenta of the particles reach the scale of QCD, gluons and quarks combine
to form colourless states and hadrons are formed. In the context of MC simulations this
process is named hadronisation or jet fragmentation. More specifically, the hadronisation
process regulates the transformation of partons into a cone of hadrons, called jet. Soft and
collinear emissions, which can take place both during parton shower and during hadro-
nisation processes, are included in the reconstruction algorithms (infrared and collinear
safety) in order to guarantee a correct definition of the hadronic final state observables.
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Figure 4.2: Graphical representation of an event simulated by a generator. The two sets
of three arrows pointing toward the center of the picture represent the partons of the
incoming protons. The large red circle represents the hard scattering process, while the
resulting decay chains are marked by the red lines and secondary red circles. Secondary
event interactions taking place in the underlying event are shown in purple, below the
hard scattering. Light green ovals represent the hadronisation of coloured particles, while
the outermost, dark green lines show the hadrons further decaying into final products.
Lastly, yellow wiggly lines symbolize the particles created by photon radiation. From [90].
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4.2 Detector simulation

With the aforementioned methods, it is possible to reconstruct the event as if it was
measured with infinite precision, i.e. at truth level. However, several factors limit the
measuring quality of the detector, as explained in chapter 3. The next step in event
simulation consists then in simulating the event as it is measured by the detectors (i.e.
at reconstruction level), by means of dedicated detector simulation procedures aimed at
modeling the interaction of the involved particles with the detector. The main steps of
this procedure are [91]:

• First, the ATLAS software feeds truth level events to the dedicated software GEANT
4 [92, 93] in order to model interactions with detector material (see figure 4.3). In
GEANT 4, the detail of the geometry and material properties of the detector is
however limited by computing resources issues. It is therefore necessary to apply
a series of dedicated calibration procedures to all simulated objects to take that in
account.

• In the following stage, simulated particle interactions are converted into detector
signals, including detector noise and pile-up contributions. This step is named
digitization.

• Lastly, simulated signals are used as inputs for the same reconstructed algorithms
used for real data.

As previously mentioned, reconstructed level simulations need further correction factors,
named scale factors to match the simulation to the data, each associated with its system-
atic uncertainty.

With respect to the bb̄`` analysis, MC background samples have been passed through the
full GEANT4 simulation of the ATLAS detector, while signal samples are re-elaborated
by the ATLAS fast simulation framework Atlfast II (AF2).

4.3 Monte Carlo generators

A MC generator is a software based on MC techniques producing simulated events ac-
cording to theoretical predictions.
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Figure 4.3: The ATLAS collaboration uses the software Geant4 to simulate MC detector
effects. This picture shows a view of the ATLAS detector’s outer muon chambers as
modeled in Geant4. From [94]

MC generators can be divided into two main groups: matrix element and general purpose
generators. The former only simulate hard scattering processes, while the parton shower
is applied subsequently, with a separated generator. The latter, instead, simulate full
events, including parton showering and hadronisation. Here follows a list of the main
generators employed in the analysis presented in this thesis 1. More details on their usage
in the context of the di-Higgs bb̄`` analysis can be found in chapter 6.

• MadGraph5_aMC@NLO [95]: MadGraph5_aMC@NLO is an open-source soft-
ware featuring a collaborative development structure. It generates matrix elements
for High Energy Physics processes, such as decays and 2 → n scatterings. The out-
put, a ”Les Houches” (.lhe) file, can subsequently be processed by a general purpose
MC for showering.

• PYTHIA [96]: a multi-purpose simulator that is mainly employed for parton show-
ering, including hadronisation and pile-up events. Version 8.186 [97] has been used
for the analysis presented in this thesis.

• Herwig [98]: a multipurpose MC that simulates the hard scattering with two initial
particles going into two final states. This generator is mainly employed for its
parton-shower algorithms.

• Sherpa [99]: a general purpose MC generator containing a flexible matrix-element
generator for the calculation of hard scattering processes. Sherpa release 2.2.1 [100],

1The first three generators listed here have been extensively used for the background studies described
in chapter 5. As for the others, they have been employed for the bb`` analysis for MC sample generation.
Using different generators to generate MC samples for the same processes is an effective way to estimate
the uncertainties of MC samples distributions.
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used for background MC samples used in this analysis, provides a combination of
different matrix elements with different parton multiplicities.

• POWHEG [101]: a matrix element MC framework simulating Hard Scattering
processes at NLO level. It can be interfaced with all modern shower MC programs
supporting the Les Houches Interface [102].



Chapter 5

Modelling of the top
background

This chapter summarizes a study conducted on the modelling of the top background, one
of the main background processes for many ATLAS analyses, including the one described
in the present thesis.

Top-quark pair production (tt̄) is a key background for many searches conducted at the
LHC, including the search for di-Higgs events in the bb̄`` final state. The standard treat-
ment of this process considers the top quark decay to a b quark and W boson in the
narrow-width approximation, separating tt̄ production from single top quark production
in association with a W boson and a b quark (Wtb) and the contribution of diagrams
including one or two top quarks. Due to their identical WWbb̄ final states, the tt̄ and
single top processes interfere. So far, ATLAS analyses have decided to produce two in-
dependent samples and then combine them. The standard methods usually adopted to
model this interference, called Diagram Removal (DR) and Diagram Subtraction (DS)
[103, 104] (where the former removes resonant tt̄ effects from Wt at amplitude level,
while the latter does it at cross-section level), are a significant source of uncertainty for
many analyses. Generating both processes at the same time with MG5_aMC@NLO is a
possible alternative approach for the generation of tt̄ samples to get around the problem.

In addition, the MG5_aMC@NLO authors have introduced a new implementation of
matrix element calculations allowing for the reduction of the negative weight fraction in
NLO generation. A secondary scope of this project consists of studying its effects and

71
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finding and documenting the optimal settings.

5.1 MC event generation and analysis

To conduct these studies, it has been necessary to generate MC samples with MG5_aMC@NLO
[95] for WWbb̄, `ν`νbb̄ production and decay at NLO using 4- and 6-particles matrix ele-
ments respectively. The samples include interference effects between tt̄ and Wt single-top
diagrams and the top decays at NLO.

MC samples The following sets of MC generated events by means of MG5_aMC@NLO
(version 2.6.3.2) will be used in the rest of the section:

• tt̄: the production of a top quark and top antiquark pair from a proton-proton
collision is simulated with MG5_aMC@NLO, then the decay of top and antitop
quarks into W bosons and bottom quarks, as well as the decay of W bosons into
charged leptons and neutrinos is implemented with MadSpin [105] 1.

• WWbb̄: the production of a couple of W bosons and a couple of bottom quarks
from a proton-proton collision is simulated with MG5_aMC@NLO, then the decay
of W bosons into charged leptons and neutrinos are implemented with MadSpin.

• `ν`νbb̄: the production of a couple of charged leptons together with a couple of
neutrinos and a couple of bottom quarks from a proton-proton collision is entirely
simulated with MG5_aMC@NLO.

Non-standard MG5_aMC@NLO settings used for the generation of the MC samples are
listed in table 5.1.

Parameter PDF set Mass scheme Top width (GeV) Top mass (GeV)
Value lhapdf (320900) complex_mass_scheme 1.329968e+00 1.725000e+02

Table 5.1: Non default MG5_aMC@NLO parameters used for MC event generation. Top
mass and width have been set to their NLO values if not explicitly stated.

In the following, they will be respectively referred as tt̄, WWbb̄, `ν`νbb̄ followed by LO or
NLO depending on the order of the calculations. However, it is important to recall that
they all refer to `ν`νbb̄ final states.

1MadSpin implements decays preserving spin-correlations at LO
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5.1.1 Analysis

This section documents studies conducted on the aforementioned MC samples by means of
publicly available Rivet [106] analyses as well as by analyzing Rivet distributions derived
by myself hereby referred to as generator level analysis. The Rivet analyses employ
unfolding methods, i.e. detector effects affecting acceptance and resolution have been
removed, in order to allow for direct comparisons between experimental data and MC
simulations.

Probing interference between singly and doubly resonant top quark

The original analysis [107] is focused on addressing interference effects between singly and
doubly resonant top-quark production by considering events with exactly two leptons and
two b-tagged jets with pT > 25 GeV and |η| < 2.5. The measurement of this process
targets the dilepton final state, characterized by a pair of opposite-charge leptons (e±e∓,
µ±µ∓, or e±µ∓) originating from W boson decays associated with b-jets and missing
transverse momentum due to undetected neutrinos. In order to suppress contributions
from low-mass resonances and Z + jets, events with a same-flavor di-lepton invariant mass
m`` < 10 GeV or within 15 GeV of the Z-boson mass are rejected. Contributions from
doubly and singly resonant amplitudes (and hence also their interference) to the combined
cross-section depend on the invariant mass of the b-jet and W pairs in the event.

The charged lepton is used as a proxy for the W boson, and a differential cross-section is
measured as a function of the invariant mass of a b-jet and a lepton. More precisely, the
following definition has been used for the b-jet and lepton system:

mminimax
bl ≡ min{max(mb1l1 ,mb2l2),max(mb1l2 ,mb2l1)}, (5.1)

where the mbilj terms are obtained by computing the rest mass of the 4-vector defined
as the sum of the 4-vectors of a b-jet and a lepton (the index 1 corresponding to the
leading one and the index 2 to the subleading one). This specific choice is inspired by the
minimax procedure used to construct the stransverse mass in [108], [109] and to measure
the top mass in [110].

At leading order, for doubly-resonant events at parton level, mminimax
bl <

√
m2

t −m2
W ≈

153 GeV, where mt and mW are the top-quark and W-boson masses, respectively. Above
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this threshold, the top quark is off-shell and the differential cross-section has an increased
sensitivity to interference effects due to suppression of the doubly resonant contribution
[107].

Figure 5.1a shows the normalised differential mminimax
bl cross-section distributions for

tt̄, `ν`νbb̄ samples (LO and NLO) and data. Below the aforementioned threshold the
deviations among the samples are of the same order as the statistical uncertainties and
mainly due to the difference between LO and NLO calculations 2. For mminimax

bl &

153 GeV, however (i.e. when the top quark is off-shell), the two tt̄ distributions are
noticeably different from the data, due to the missing contribution of Wt events in the tt̄
samples, while the two lνlνbb̄ distributions, both LO and NLO, are compatible with data
within statistical uncertainties. Figures 5.1b, 5.1c show the same distribution from the
original paper [107], including various implementations of interference effects: Diagram
Removal (DR), in which all doubly resonant amplitudes are removed from the Wt sample,
Diagram Subtraction (DS), where doubly resonant contributions are canceled out by
gauge-invariant subtraction terms or are only included in the interference terms (DR2).

Including the single top contribution by means of the various schemes employed in figure
5.1c results in different outcomes: the Powheg-generated sample using the DR scheme
and the MG5-generated sample using the DR scheme lie above the data while the MG5-
generated sample using the DR2 scheme and the Powheg-generated sample using the DS
scheme lie below the data. Each of these four distributions has a value lying outside
the full uncertainty band of the data in at least one bin. This suggests that, although
improving on the tt̄ results, combining tt̄ with Wt with the default schemes (DS, DR)
does not provide satisfying results for particularly sensitive distributions. Simulating
and decaying both processes together with MG5_aMC@NLO seems to provide the most
precise results, as shown in figure 5.1c, although matrix element generation is longer and
the matrix elements can only be used for that specific decay channel, which are among
the reasons why official samples are currently not generated in this fashion.

Measurement of jet activity produced in top-quark events

This analysis, aimed at top-quark events with an electron, a muon and two b-tagged jets
in the final state, uses data collected in 2015 by the ATLAS detector, with an integrated
luminosity of 3.2 fb−1 at

√
s = 13 TeV. Electrons are accepted when their transverse

2In all plots displayed in this section, distributions are normalised to 1. The difference between LO
and NLO in this case would have been larger had the distributions not been normalised.
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Figure 5.1: Normalised differential mminimax
bl cross-section (a) original MC data samples

(b) MG5 samples from [107, 111] (c) MG5, Powheg samples from [107, 111] including
various interference schemes. Error bars in (a) show statistical uncertainties only.
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momentum pT > 25 GeV and their pseudorapidity |η| < 2.47. The muon selection is
identical, apart from a slightly different pseudorapidity threshold: |η| < 2.5. Jets are re-
constructed by means of an anti-kt algorithm with a radius parameter of 0.4 and accepted
when pT > 25 GeV and |η| < 2.5.

Figure 5.2 shows three additional distributions where data, tt̄, WWbb and bb`` are com-
pared. The gap fraction is defined as the fraction of events with no jet activity in addition
to the two b-tagged jets above a given pT threshold (Q0) in a ”veto region” defined as a
rapidity region in the detector, in this case 1.5 < |y| < 2.1. Additional jets are defined
as jets produced in addition to the two aforementioned b-tagged jets required for the
event selection. They arise mainly from hard gluon emissions from the hard-scattering
interaction [14]. These distributions do not show evident differences among the samples
apart from some deviations between LO and NLO samples, a sign that these distributions
are more sensitive to calculation order than to the single top contribution.

Generator level analysis

The analysis performed in this section is aimed at investigating further the behaviour of
the different MC samples, with a particular focus on the differences between LO and NLO
MC samples. Event samples contain 106 events each.

Jets have been defined by employing an anti-kt algorithm with R = 0.4. The jet selection
cuts are: pT > 30 GeV, |η| < 4.0. As for leptons, they are required to have pT > 10 GeV,
|η| < 2.7 and lepton couples are required to have opposite charge. On top of that, only
events with at least two leptons and at least two neutrinos have been considered.

The plots in figure 5.3 show the mass of W+ and W− bosons reconstructed from their
leptonic decay products, comparing the distributions for tt̄ LO, tt̄ NLO, WWbb̄ LO,
WWbb̄ NLO, and lνlνbb̄ NLO. Considering plot 5.3a, we expect the tt̄ samples to differ
from the WWbb̄ ones due to the missing single top contribution. On top of that, we
expect LO and NLO distributions to differ from each other.

To analyze these plots we consider first the distributions left of the central peak. Here we
see that the five distributions are clustered into two groups featuring a similar behaviour:
LO and NLO, i.e. the two LO distributions have a similar behaviour (see the dashed
lines in 5.3a) and the three NLO distributions also show a similar behaviour (see the
solid lines in 5.3a and the two distributions in 5.3b). Here the effect of contributions from
additional diagrams included in NLO calculations prevails over the effect of missing single
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Figure 5.2: Selected plots from [14]: gap fraction (a), unfolded jet multiplicity (b), pT of
subleading b-jet (c). Error bars on the data points show the data statistical uncertainty.
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Figure 5.3: W boson mass distributions: (a) tt̄, WWbb̄: the largest difference at low
masses is between LO and NLO MC samples. (b) WWbb̄, lνlνbb̄. In both plots, error
bars show statistical uncertainties only.

top contribution. Considering instead the distributions on the right of the central peak,
we notice how the WWbb̄ LO distribution is closer to the WWbb̄ NLO than to tt̄ LO.
This could be explained by assuming that in this phase space region the effect of single
top contributions dominates over the effects linked to the order of calculations. Another
possibility is an incorrect implementation within MadSpin, which computes the decays
taking in account spin correlations. However, looking at 5.3b, differences between WWbb̄

and lνlνbb̄ distributions are not statistically relevant, making the possibility of an incorrect
MadSpin implementation less plausible. As in most of the following plots, we also notice
howWWbb̄ NLO oscillates noticeably due to the high fraction of negative-weighted events,
as fewer events survive the partial cancellation, resulting in larger statistical fluctuations
3.

Other distributions, on the other hand, show little differences between tt̄ and `ν`νbb

distributions. When it comes to the b-jets mass (figure 5.4), for example, the major
difference is between LO and NLO distributions, rather than between tt̄ and `ν`νbb,
implying that the effect of higher-order Feynman diagrams affects the results significantly
more than the single top contribution. The NLO calculations include the contribution
from additional gluons decaying into bb̄, which affects the distribution of the b-jets masses
both in tt̄ and `ν`ν distributions, namely by populating their low mass tails (see figure

3For a more detailed discussion on the issue of negative weights, see section 5.2. For a general intro-
duction to MC generation, see chapter 4
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Figure 5.4: Reconstructed b-jets mass. Error bars statistical uncertainties only.

5.5). Another possible cause are gluons emitted by the b-jets resulting from top-quark
decays.

Figure 5.5: Extra real radiation

The Feynman diagram in figure 5.5 also brings in another topic: so far, only events with
exactly two b-jets have been selected.

Figure 5.6 shows the distributions relative to a quantity expected to be particularly sensi-
tive to the off-shellness of the top quark: the reconstructed mass of the b-jet and charged
lepton couple with the lowest value of the four possible combinations, a proxy for the top
mass. No relevant deviation is present in the most statistically significant region, while
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some difference can be observed among the two NLO distributions in the high-mass tail
of figure 5.6b.
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Figure 5.6: Reconstructed mass of b-jet + lepton (combination with lowest mass), par-
ticularly sensitive to the off-shellness of the top. (a) WWbb̄ NLO vs lνlνbb̄ NLO, (b) tt̄
vs lνlνbb̄. Error bars statistical uncertainties only.

Positive and negative events distributions

The MC event generator used for this study assigns each event a weight, which can be
positive or negative. The final MC distributions are obtained by the sum of positive-
and negative-weighted events. The latter have been introduced to take in account the
double-counting of certain NLO processes. A more detailed description of the origin and
motivation of negative-weighted events can be found in section 5.2.

WWbb̄ events from a non-showered sample (106 events) generated with MG5_aMC
@NLO have been classified into hard (soft) events depending on the presence (absence) of
an extra jet resulting from the hadronization of an outgoing gluon. It is important to keep
in mind that separating events by assigning them a soft or hard tag is strictly speaking
non-physical as non-showered events are always non-physical and, on top of that, one can
change the relative hard vs soft composition of a MG5_aMC@NLO-generated sample to
a certain extent without changing the final physical results 4.

4”Without changing” must be interpreted here as ”within the computation accuracy”, which is not
only of statistical nature, but also due to the underlying NLO precision
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Figure 5.7: Unshowered WWbb events distributions, split between soft and hard events:
a) pTWWbb b) MWb

The sample has a 42.24 % fraction of negative events, unevenly split between soft and
hard events, as shown in table 5.2. The significantly larger fraction of negative-weighted
events for hard events can be explained with the extra calculations performed to model
the presence of an extra jet, which require more negative-weighted events to cancel the
double-counting of NLO processes.

soft events hard events
tot # of events 723071 276929

positive % 64.39 % 40.45 %
negative % 35.61 % 59.55 %

Table 5.2: WWbb̄ event yield by soft and hard events and then subsequently split into
positive- and negative-weighted events.

As a sanity check, the transverse momentum of the WWbb̄ system has been plotted for
both hard and soft events (see fig. 5.7a). As expected, all soft events have identically
zero transverse momentum due to the lack of recoil from the extra jet. Figure 5.7b shows
the W boson-b quark system mass distribution for soft and hard events respectively. The
vast majority of events are centered around the top mass resonance both for soft and hard
events. However, soft events prevail around the top mass resonance and beyond, while
hard events prevail below it. This likely happens as hard events, owing to the emissions
of the b-jet, are more likely than soft events to have an invariant mass of the final Wb

system lower than the top mass.
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DR, DS schemes The ATLAS analysis previously mentioned [107], and focused on
interference effects between tt̄ and single top, has been used to study the different DR
and DS schemes employed to model interference effects between tt̄ and single top samples
(see table 5.3 for reference), now with larger event samples, of 4 × 107 events each to
reduce statistical uncertainties.

Scheme name Description
istr=1 DR without interference
istr=2 DR with interference
istr=3 DS with reshuffling on incoming particles, standard BW
istr=4 DS with reshuffling on incoming particles, running BW a

istr=5 DS with reshuffling on FS particles, standard BW
istr=6 DS with reshuffling on FS particles, running BW

a ”Running Breit-Wigner” means that this scheme tries to effectively mimic the dependence of
branching ratios on the resonance off-shellness through the Breit-Wigner distribution

Table 5.3: Resonance treatment name scheme. A more detailed description of the methods
employed can be found in [112].

Figure 5.8 shows that no sample produced using DS or DR schemes can reproduce the
behaviour of the event sample (marked as ”Data”) as closely as the WWbb̄ and bb``

samples, with the exception of ”istr=1” with NLO width, corresponding to DR without
interference, with the top width set to its NLO value, which shows a deviation from the
data distribution of a similar magnitude to that of the WWbb̄ sample. Indeed, setting
the top width to its LO or NLO value seems to result in a larger difference compared to
the difference among DR or DS schemes themselves.

It can also be noticed that istr=4, corresponding to the DS scheme with reshuffling on
the initial state and a running BW shows a significantly worse performance compared
to the other samples. Although it would be tempting to evaluate the performance of
each resonance treatment scheme, it is important to recall that in principle, there is
no preferred scheme from a theoretical standpoint and the envelope of the distributions
relative to the various schemes is to be regarded as the uncertainty estimate, just as it has
been done for the di-Higgs search in the bb`` analysis (see chapter 6, under Systematic
uncertainties). Therefore, it would not be safe to conclude that a certain scheme is the
most accurate from just looking at a single plot as the accuracy of these simulations is
heavily dependent on parameters such as the top mass, so a slightly different value from
the one used to generate these samples could have resulted in different distributions.
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Figure 5.8: Normalised differential mminimax
bl cross-section [107], (a): tt̄+ Wt combined

with various DS and DR schemes, together with WWbb, bb`` and data, (b): tt̄, tt̄+ Wt
implemented with istr=1 only, WWbb̄ and data
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(a) (b)

Figure 5.9: (a): pT of b hadron in leading b-jet, (b): energy fraction of b hadron in
leading b-jet. For both distributions tt̄ + Wt combined with different DR, DS schemes,
WWbb and bb`` have been compared.

Figure 5.9 shows a MC-only comparison among the various DR, DS schemes, for WWbb̄

and bb``. These distributions show how WWbb̄ has a significantly different behaviour
from the set of DS, DR schemes, at least in certain regions of the phase space.

To summarize the whole study, it appears that simulating the production of a couple of
W bosons and a couple of bottom quarks with MG5_aMC@NLO and then the decay of
W bosons into charged leptons with MadSpin or, similarly, simulating the whole process
with MG5_aMC@NLO results in more precise predictions than simulating the tt̄ pro-
cess with MG5_aMC@NLO and the subsequent decays with MadSpin, to then combine
these events with single top events by means of any of the standard Diagram Removal
or Diagram Subtraction schemes. Therefore, the MC uncertainty estimated from the
envelope of the set of standard DS, DR schemes, which constitutes a significant source
of background for many analyses, could be significantly reduced by using MC samples
where the production of the couple of W bosons and the couple of bottom quarks is sim-
ulated within MG5_aMC@NLO. A potential drawback of this choice would be the large
fraction of negative-weighted events present in WWbb̄ and bb`` samples. The issue of
negative-weighted MC-generated events and possible approaches on how to tackle it will
be described in detail in the following section.
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5.2 Negative-weighted events

This section documents two distinct yet combinable approaches aiming to reduce the
fraction of negative-weighted events in tt̄ NLO samples generated with MG5_aMC@NLO
and analyses their effectiveness with regard to tt̄ and WWbb̄ events. Negative-weighted
events are implemented in MG5_aMC@NLO [95] to tackle the issue of double-counting
certain processes in the matching between matrix element and parton showering: some
NLO diagrams including extra real radiation are implemented both in the matrix element
and the parton shower. Although necessary for reproducing the correct physical results,
this method effectively decreases the size of effective events in a given sample, as any
negative-weighted event cancels out a positive-weighted one. Therefore, reducing the
fraction of negative-weighted events while preserving the correctness of the physics behind
the generated processes would be beneficial as it would reduce fluctuations in distributions,
an issue mentioned in the previous subsection. Alternatively, reducing the fraction of
negative-weighted events would allow to generate smaller event samples to achieve the
same uncertainties compared to the standard samples, hence saving computing time.

In NLO-matched MCs, the fraction of negative-weight events with Born kinematics can be
reduced by means of a procedure called folding, and implemented in POWHEG in [113].
This procedure can be applied to multi-dimensional integrals of functions which are not
positive definite, provided that their integral over a subset of the integration variables
is positive. If this condition is satisfied, then the function can be turned into a positive
function by ”folding” it over itself a certain number of times in the given subset of the
integration variables [114].

This feature has been implemented within MG5_aMC@NLO, under the folding_S-branch
denomination. In addition to folding parameters, a more radical approach to tackle the
issue of negative-weighted events has been undertaken with a new MG5_aMC@NLO
implementation dubbed MC@NLO-∆ [115] 5. This MG5_aMC@NLO version retains the
folding feature previously described while implementing a redesigned matching technique
between NLO calculations and showering which preserves the features of MC@NLO while
reducing the fraction of negative weights. In MC event generation, the amount of negative-
weighted events depends on the parton shower the MC is matched to, the technique used to
compute the underlying NLO cross-section and the choice of phase-space parametrization.
The new approach presented in [115] consists of a new matching between NLO calculations
and showering redesigned to minimize the fraction of negative-weighted events f .

5To clearify the possible confusion, MC@NLO and MC@NLO-∆ are matching prescriprions, while
MG5_aMC@NLO is the computational framework.
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5.2.1 Theory

Following [116], we shall denote the contribution to the cross-sections of interest corre-
sponding to a standard MC evolution (i.e. with no prior NLO real emission) as dσ(S)

and the contribution corresponding to a hard MC evolution (i.e. including one NLO real
emission) as dσ(H). Defining n as the number of final state particles of the Born-level
processes, then K(S) denotes a kinematic configuration with n final state particles, while
K(H) denotes a kinematic configuration with n+ 1 final state particles.

The FKS-subtracted [117] generating functional 6 is therefore defined as follows:

FMC@NLO = FMC

(
K(H)

)
dσ(H) + FMC

(
K(S))dσ(S), (5.2)

where FMC is the generating functional of the parton shower MC one matches to. K(H)

and K(S) are H- and S-event kinematic configurations, respectively, such that the short-
distance cross-section in the r.h.s of equation 5.2 are:

dσ(H) = dσ(NLO,E) − dσ(MC), (5.3)

dσ(S) = dσ(MC) +
∑

α=S,C,SC

dσ(NLO,α), (5.4)

where dσ(NLO,E) is the real-emission contribution, while dσ(NLO,α), α = S,C, SC collects
all the other terms (Born, contributions of virtual, soft, collinear and soft-collinear origin,
i.e. the integrated and unintegrated fixed-order counterterms).

Now, the right-hand-sides of eqs. 5.3, 5.4 have a support 7 in an (n + 1)-body phase
space. The latter can be rewritten as:

dφn+1 = Φn+1
(
χn+1

)
dχn+1, (5.5)

where χn+1 denotes the set of the chosen 3n + 1 integration variables with the following
properties:

χn+1 = χn ∪ χr, (5.6)

6In Hamiltonian mechanics, a generating functional is a function whose partial derivatives generate
the differential equations that determine a system’s dynamics.

7The support of a real-valued function f is the subset of the function domain containing the elements
which are not mapped to zero.
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χr = {ξ, y, φ}, (5.7)

where ξ is the rescaled FKS-parton energy, y the cosine of the angle between the FKS
parton and its sister and φ is an azimuthal angle. χn denotes the 3n − 4 integration
variables defining n-body Born-level configurations, while χr represents the variables that
parametrise the extra radiation occurring at the real-emission level.

Considering negative events, H events are due to the fact that MC counterterms might
overestimate the real-emission cross-section (see equation 5.3) while negative-weighted S
events are predominantly due to the technical procedure used to generate such events and
can therefore be reduced in size without altering the final cross-sections and distributions
of MC-generated samples.

S-events have an n-body kinematics while their associated short distance cross-section
has support in a (n + 1)-body phase space. This implies that, if weighted events are
defined, their kinematic configurations depend solely on χn variables.

The function dσ(S), defined on a (3n−1) dimensional space, is locally negative in some re-
gions of its fully-dimensional support but it is positive-definite in the (3n−4)-dimensional
subspace obtained by integrating over three variables (χr in this case) of the full space.

This is because linear combinations of quantities sharing the same kinematic structure are
dominated by their lowest-order terms in a well-behaved perturbative expansion. This
is exactly the case for the S-event cross-section after integration in χr. The dominating
terms are, in this case, Born terms, which are definite-positive.

By rewriting the S-event generating functional as

FMC

(
K(S)) ∫

χr

dσ(S), (5.8)

i.e. by first integrating out the short-distance cross-section dσ(S) over the χr subspace and
then generating weighted events it is possible to reduce the number of negative weights.

Going back to the aforementioned folding procedure, the key idea is that S-events live
in the phase space of n particles, but are integrated in a n + 1 particles space. Folding
consists of the integration in these three extra dimensions, which can be carried out with
different accuracies. More specifically, the generating functional can be expressed through
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Riemann sums as:

FMC

(
K(S)) ∫

χr

dσ(S) ' FMC

(
K(S)) nξ∑

iξ=1

ny∑
iy=1

nφ∑
iφ=1

wiξiyiφ

nξnynφ
dσ(S)(K(S), ξiξyiy , φiφ

)
. (5.9)

The integers nξ, ny and nφ are called folding parameters and are under the user’s control
and are related to the previously defined quantities ξ, y and φ. By increasing their value
from the default configuration (nξ, ny , nφ) = (1,1,1) (equivalent to not performing any
folding), it is possible to decrease the fraction of negative events in a sample.

Tackling negative weights for H-events is a more challenging task, that requires rethinking
the whole MC@NLO matching prescription.

By modifying the O(αk
S) terms k ≥ 2 in the MC@NLO cross-section, a new matching

prescription which significantly reduces the fraction of negative weights can be defined:
MC@NLO-∆. It is worth stressing that physical results are not affected by this, as the
formal O(αb+1) expansion of the MC@NLO-∆ cross-section S is identical to the standard
MC@NLO one, therefore the MC@NLO-∆ cross-section coincides with the NLO result.

Another key feature implemented in MC@NLO-∆ consists of the presence of multiple
shower scales per event unlike in the standard MC@NLO version (as well as all other
current MC generators), namely a different scale per particle (to be more precise, one per
coloured line, so two for gluons and one for quarks).

5.2.2 Folding

Samples of tt̄ events with different combinations of the three folding parameters nξ, ny and
nϕ have been generated, each containing 104 events. Table 5.4 shows how the fraction of
negative events is affected by the folding technique. Varying the folding parameters results
in a different accuracy in the integration and affects the final negative-weighted event
fraction. The last column contains the number of effective events (defined as positive-
weighted events subtracted by negative-weighted ones) per minute of elapsed time needed
to generate them, as a simple measure of the efficiency of the procedure.
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ξi, ϕi, yi time [min] % neg. weight
events

% pos. weight
events

effective events per
minute

1 1 1 1 19.53 % 80.47% 6000 ± 3000
2 1 2 3 15.83 % 84.17 % 2300 ± 400
4 1 4 7 14.04 % 85.96 % 1030 ± 70
8 1 8 24 13.97 % 86.03 % 300 ± 6
2 2 2 11 14.73 % 85.27 % 640 ± 30
4 2 2 14 14.84 % 85.16 % 500 ± 20
8 2 2 47 14.88 % 85.12 % 149 ± 2
8 2 8 49 13.62 % 86.38 % 149 ± 2

Table 5.4: tt̄ samples generated with a selection of folding parameter combinations

To sum up, this procedure successfully reduces the fraction of negative-weighted events by
∼ 30%. However, it is not so efficient in producing a good rate of effective events per unit
of time as the improvement in the ratio of events with a positive weight is overwhelmingly
compensated by the large increase in the elapsed time due to the additional calculations
required by the folding procedure.

Nevertheless, if the goal is to generate a large sample of events beforehand and then to
store it for future analyses, then the procedure may help increase the number of events
surviving the partial cancellation given the size of a certain generated data sample, hence
improving the statistics of the related analysis. Moreover, it reduces the computing time
required for further steps such as detector simulation and reconstruction, so the CPU
time spent for event generation only is not the full figure of merit.

Finally, it appears that modifying the second parameter, φi, does not affect the fraction
of negative-weighted events in a significant way, while it significantly increases the elapsed
time.

5.2.3 MC@NLO-∆

In order to study the results of the MC@NLO-∆ implementation, a more refined measure
of the efficiency of the negative-weighted event fraction needs to be introduced compared
to what was previously done.

Following [115] it is possible to quantify the effect of negative-weighted events in the
following way: let f be the fraction of negative-weighted events in a sample: 0 ≤ f ≤ 0.5.
Then the efficiency ε can be defined as ε(f) = 1− 2f , i.e. the fraction of events surviving
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the partial cancellation. Let’s now consider the cross-section: as a reference, a purely
positive-weighted sample with identical weights ω for all the M generated events would
have a cross-section of σ = ω(M ±

√
M).

Let’s consider a sample where N events have weights ±ω, with ω > 0. The resulting
cross-section would be σ = ω(N+ −N−), with N+ being the number of positive-weighted
events and N− the number of negative-weighted events. The variance, computed with
the standard rule for the propagation of errors: X = A−B ⇒ σX =

√
σ2
A + σ2

B − 2σA,B

where σA,B is the covariance.

Then the cross-section is

σ = ω(N+ −N− ±
√
N+ +N− + 2C±) = ω(ε(f)N ±

√
1 + C±

√
1− ε(f)2

√
N), (5.10)

where C± is the non-negative correlation between positive- and negative-weighted events.

By imposing the same relative error, we obtain N = c(f)M where the relative cost is (see
figure 5.10):

c(f) =
1 + C ±

√
1− ε(f)2

ε(f)2
. (5.11)

Figure 5.10: Relative cost function as a function of the fraction of negative weights, from
[115]
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As an example, tt̄ NLO events typically have ≈ 20% negative-weighted events, therefore
⇒ 3 ÷ 5 larger event samples are required compared to an ideal, positive-weighted only
sample (depending on the correlation), while lνlνbb̄ NLO events have ≈ 40% negative-
weight events and therefore require ⇒ 25÷ 50 larger samples.

Results

Table 5.5 sums up the results for WWbb̄ events.

MadGraph release MC@NLO MC@NLO-∆
Folding parameters (nξ , ny , nϕ) 111 221 441 111 221 441
Neg. events fraction 43.55 % 42.08 % 41.08 % 40.87 % 37.66 % 36.09 %
Relative cost function c(f) 60.09 39.86 31.42 30.00 16.42 12.92
Elapsed time 103 events (min) 16 30 68 24 51 94
Effective time (c(f) × time) (min) 961 1196 2137 720 837 1215

Table 5.5: WWbb̄ events with a selection of folding parameter combinations with both
the standard MC@NLO prescription and MC@NLO-∆.

The fraction of negative-weighted events ranges from a maximum of 43.55% for the stan-
dard MG5_aMC@NLO sample with no folding to 36.09% for the MC@NLO-∆ sample
with folding parameters set to (4,4,1). While a reduction of 17% might not seem too
dramatic, it actually results in a corresponding reduction of the relative cost function
from 60.09 to 12.92, i.e. a sample about 5 times smaller can be generated to obtain the
same relative error. The effective time, computed as the elapsed time for the integration
of 103 events multiplied by the relative cost function c(f), estimates the time necessary
for the generation of an event sample with the same relative error on the cross-section
and has a lowest and hence optimal value for the MC@NLO-∆ implementation with the
standard folding parameters (1 1 1), i.e. no folding.

To sum up, MC@NLO-∆ reduces the fraction of negative-weighted events for WWbb̄

in a non-negligible way, while the ulterior reduction achieved by modifying the folding
parameters results in a much longer CPU time for event generation, hence out-weighting
the benefits. If, however, saving CPU time is not a priority, combining the MC@NLO-∆
implementation with the folding procedure provides the best results in terms of negative-
weighted events reduction.
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Chapter 6

Search for Higgs boson pair
production in the bb̄`` + Emiss

T

channel

This chapter describes a search for di-Higgs production in the bb̄``+Emiss
T final state. A

previous analysis based on 139 fb−1 and only optimized for the SM HH →WWbb̄ process
has been presented by ATLAS [118]. The analysis described in this chapter includes a re-
optimized limit on the SM Higgs pair production rate for the bbWW+Emiss

T , bbττ+Emiss
T

and bbZZ + Emiss
T final states. Additionally, while the previous iteration of the analysis

only considered the ggF production mode, VBF has been also included in this analysis.
I worked extensively on the VBF category and on its multi-variate discriminant. Like
its predecessor, this analysis is based on a Dense Neural Network (DNN) discriminant to
enhance signal sensitivity for the ggF analysis category. In addition, a Boosted Decision
Tree (BDT) algorithm has been used for the VBF analysis category. Several improvements
have been made compared to the previous version of the analysis, including optimizing
the list of input features based on a ranking algorithm and further hyper-parameter
optimization.

93
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(a)

(b)

Figure 6.1: (a) Candidate event for VBF production of a Higgs boson with subsequent
decay into leptonically decaying W bosons. The final state particles are an electron
(marked in yellow), muon (light blue) and two forward jets (green and red), while the
white arrow symbolizes missing transverse momentum, from [119]. (b) Candidate event
for H → bb production where particles originating from the two b-quarks (marked with
the green and yellow energy deposits in the calorimeters) have been merged into a single
jet (the blue cone), from [120]
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year GRL
∫
Ldt[fb−1]

2015 data15_13TeV.periodAllYear_DetStatus-v89-pro21-02
UnknownPHYS_StandardGRL_All_Good_25ns

3.22

2016 data16_13TeV.periodAllYear_DetStatus-v89-pro21-01
_DQDefects-00-02-04_PHYS_StandardGRL_All_Good_25ns

33.02

2017 data17_13TeV.periodAllYear_DetStatus-v99-pro22-01
Unknown_PHYS_StandardGRL_All_Good_25ns_Triggerno17e33prim

44.31

2018 data18_13TeV.periodAllYear_DetStatus-v102-pro22-04
Unknown_PHYS_StandardGRL_All_Good_25ns_Triggerno17e33prim

58.45

Table 6.1: 2015, 2016, 2017 and 2018 Good-Run-Lists (GRLs) used in this analysis.

6.1 Data and MC samples

In this section, the dataset collected by the ATLAS detector as well as the simulated MC
samples used in this analysis are described in detail.

6.1.1 Data

The analysis is based on the full Run 2 dataset collected by the ATLAS detector over a
period spanning from June 2015 to October 2018. In order to be used for this analysis, the
data is required to have every relevant component of the ATLAS detector in the nominal
operating condition. The ATLAS data preparation group prepares a Good-Runs-List
(GRL) specifying the data satisfying this requirement. Table 6.1 summarizes the GRLs
used in this analysis. The combined integrated luminosity of the full Run 2 period which
is suitable for physics amounts to 140 fb−1. Figure 6.1 shows a visual representation of
two candidate events from the Run 2 dataset, with figure 6.1a displaying a H → `` +
Emiss

T candidate event and figure 6.1b displaying a H → bb̄ candidate event.

6.1.2 MC samples

All MC samples for background and signal processes are passed through the full GEANT4
[94] simulation of the ATLAS detector with the exception of background Z+ jets events
with very low masses and the tt̄ and Wt alternative samples (except for the Wt DS
sample) which are passed through the ATLAS fast simulation framework, Atlfast II

(AF2) [121]. Simulated hits have undergone the same processing and reconstructing
procedures as data.
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Figure 6.2: Distribution of the number of interactions (µ) observed for the ATLAS Run 2
data, separately for each year 2015-2018 as well as for the sum of the years. From [122].

On top of that, pile-up effects have been included by overlaying minimum-bias collisions
(see section 3.1 for further details) simulated with Pythia 8.186 on generated signal and
background events. The number of overlaid collisions has been tuned in order to have the
number of interactions per p − p bunch crossing in the simulation matching the values
observed in the data (see figure 6.2).

Three MC campaigns have been used for both background and signal MC events: mc16a,

mc16d and mc16e, simulated to match the data-taking conditions of the 2015-2016, 2017
and 2018 periods, respectively. However, the actual data-taking conditions differed slightly
from those assumed for the MC samples. A procedure known as pile-up reweighting
(PRW) has therefore been performed to account for those differences, namely by provid-
ing each event with a specific event weight. This procedure is implemented by means of
the PileupReweightingTool [123]. The assumed distributions for the number of inter-
actions per bunch crossing in the three MC campaigns is shown in figure 6.3. VBF signal
samples are generated with MG5_aMC@NLO interfaced to Pythia8. Herwig7 is used
for parton shower variations. As for background samples, a detailed description, split by
background process, follows here.



6.1. Data and MC samples 97

Figure 6.3: Assumed average interactions number per bunch crossing for the three MC
campaigns used in the analysis: mc16a, mc16d, and mc16e. Distributions from the PRW
files produced for the dileptonic tt̄ sample used in the analysis. From [124].

Background samples Both Signal Regions (SR), i.e. phase-space regions enriched in
signal events and Control Regions (CR), i.e. regions enriched of background events, are
defined for the background processes resulting in the largest expected contributions. A
so-called semi-data-driven approach is employed for background processes for which both
CR and SR are available: the shape of the distributions is derived from the MC sample
while the overall normalisation factor is computed on data from the CR. For background
processes not associated with any CR, both the shape and the normalisation are derived
from the MC samples.

Top Top-quark pair production (tt̄) and single top-quark production in association with
W bosons (Wt) are responsible for significant background contributions in the bb`ν`ν final
state. As discussed in chapter 5, these two processes interfere in a particularly severe
way in phase-space regions with large fractions of Wt events [107]. The two schemes
usually employed to model this interference are the so-called diagram removal (DR) and
diagram subtraction (DS) [103]. DR has been used in the analysis described in this
thesis to remove overlapping events 1 while the DS approach has been chosen to evaluate
systematic uncertainties of corresponding background event yields. POWHEG-BOX v2
[101, 114, 125] has been employed for the generation of tt̄ and Wt events, at NLO with the

1i.e. to remove resonant tt̄ effects from Wt at amplitude level
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NNPDF3.0NLO [126] PDF set and the hdamp parameter 2 set to 1.5×mtop [127]. Single
top quark production involves three different channels, depending on the virtuality of the
W boson involved: t-channel, s-channel and top-quark production in association with a W
boson. Single-top-quark production in association with a W boson in the s- and t-channels
is also modelled using POWHEG-BOX v2, which provides matrix elements at NLO in
the five (four) flavour scheme with the NNPDF3.0NLO (NNPDF3.0NLOnf4) PDF set for
the s-channel (t-channel). The parton shower, hadronization, and the underlying event
are simulated using Pythia v8.230, using the A14 tune and the NNPDF2.3LO PDF set.
Single Higgs samples include all the main production modes: ggF, VBF, Higgs-strahlung
(WH, ZH) and associated production with a pair of top or bottom quarks (ttH).

V+jets The V+jets samples (V = W or Z) are simulated with Sherpa v.2.2.1 [128]
interfaced with the NNPDFs [129] for both the ME calculation and the parton showering
tuning. The merging of different parton multiplicities is achieved through a matching
scheme based on the CKKW-L [130, 131] merging technique using a merging scale of
Qcut = 20 GeV. The modeling of higher jet multiplicities relies on the parton shower
algorithm. The parton shower and underlying event models are provided internally by
Sherpa. The Sherpa 2.2.1 generator adopts a full 5-flavour scheme, with massless b− and
c−quarks in the matrix elements, while massive quarks can be produced in the parton
shower. To enhance the statistical power of the samples, the V+jets samples are split
according to the pT of the vector boson and the HT of the event, introducing a cut at
generation level and producing samples for different slices in max(HT , p

V
T ), where pVT is

defined as the transverse momentum of the true lepton pair from the decay of the V boson.
To enhance the samples with heavy quarks, the samples are also generated by applying
different filters to select the flavour composition of the jets produced in association with
the V boson.

Diboson, VV Diboson processes with 4 charged leptons, 3 charged leptons and one
neutrino or 2 charged leptons are simulated with the Sherpa 2.2.2 event generator [132].
Matrix elements contain all diagrams with four electroweak vertices. They are calculated
for up to 1 parton at NLO and up to 3 partons at LO using Comix [133] and OpenLoops
[134], and merged with the Sherpa parton shower according to the ME+PS@NLO pre-
scription [135]. The NNPDF3.0nnlo PDF set is used in conjunction with dedicated parton
shower tuning developed by the Sherpa authors. The event generator cross-sections used
in this case are provided at NLO precision.

2i.e. a resummation damping factor and one of the parameters controlling the parton shower matching
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Table 6.2 summarizes the SM background processes considered in the HH → bb`` analysis
along with a description of the Matrix Elements generator and PDF used, the Parton
Shower model and the Underlying Event tune.

Process ME Generator ME PDF PS/UE model UE Tune
SM HH (ggF) Powheg Box v2 PDF4LHCnlo Pythia 8.244 A14
SM HH (VBF) MadGraph5_aMC@NLO 2.7.3 NNPDF3.0nlo Pythia 8.244 A14
tt̄ Powheg Box v2 NNPDF3.0nlo Pythia 8.230 A14
single-top Powheg Box v2 NNPDF3.0nlo Pythia 8.230 A14
tt̄+W/Z MadGraph5_aMC@NLO 2.3.3 NNPDF3.0nlo Pythia 8.210 A14
ttH Powheg Box v2 NNPDF3.0nlo Pythia 8.230 A14
W/Z + jets Sherpa 2.2.1 NNPDF3.0nnlo Sherpa 2.2.1 Sherpa default
WW,WZ,ZZ Sherpa 2.2.1/Sherpa 2.2.2 NNPDF3.0nnlo Sherpa 2.2.1/Sherpa 2.2.2 Sherpa default
ggF,H Powheg Box v2 NNPDF3.0nlo Pythia 8.212 AZNLO
V BF,H Powheg Box v2 NNPDF3.0nlo Pythia 8.230 AZNLO
WH,ZH Powheg Box v2 NNPDF3.0nlo Pythia 8.230/Pythia 8.186 AZNLO

Table 6.2: Summary of nominal SM background processes considered in the analysis along
with a description of the event generators used.

6.2 Event selection and object definitions

6.2.1 Trigger

Both single-lepton and di-lepton triggers corresponding to an integrated luminosity of 140
fb−1 are used after the data quality requirements [136] applied without error flags from
detectors.

The list of triggers used in the analysis can be found in table 6.3. For each year a logical
”OR” is performed between all triggers to select events. Events are discarded if the offline
pT threshold for the leading (p0T ) and subleading (p1T ) leptons are not satisfied. Single
lepton triggers only have an offline pT threshold for the leading lepton. In this case the
pT of the subleading lepton can be as low as 9 GeV due to the object definitions.

Offline pT thresholds are defined according to the following rules, which are standard
criteria in the ATLAS collaboration:

• electrons: poffline
T ≥ ptrigger

T + 1 GeV

• muons: poffline
T ≥ 1.05 ptrigger

T (in this analysis: rounded to the next highest integer)
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Type Year Trigger p0T [GeV] p1T [GeV]
single electron 2015 HLT_e24_lhmedium_L1EM20VH, HLT_e60_lhmedium, HLT_e120_lhloose 25 −

2016-2018 HLT_e26_lhtight_nod0_ivarloose, HLT_e60_lhmedium_nod0, HLT_e140_lhloose_nod0 27 −
single muon 2015 HLT_mu20_iloose_L1MU15, HLT_mu50 21 −

2016-2018 HLT_mu26_ivarmedium, HLT_mu50 28 −
di-electron 2015 HLT_2e12_lhloose_L12EM10VH 13 13

2016 HLT_2e17_lhvloose_nod0 18 18
2017 HLT_2e24_lhvloose_nod0 (only for period B5-B8) 25 25

2017/2018 HLT_2e17_lhvloose_nod0_L12EM15VHI, HLT_2e24_lhvloose_nod0 (not for period 2017 B5-B8) 18 18
di-muon 2015 HLT_mu18_mu8noL1 19 10

2016-2018 HLT_mu22_mu8noL1 24 10
electron-muon 2015 HLT_e17_lhloose_mu14 18 15

2016-2018 HLT_e17_lhloose_nod0_mu14 18 15
2016 HLT_e26_lhmedium_nod0_L1EM22VHI_mu8noL1 (eµ only) 27 9

2017-2018 HLT_e26_lhmedium_nod0_mu8noL1 (eµ only) 27 9
2015 HLT_e7_lhmedium_mu24 (µe only) 26 9

2016-2018 HLT_e7_lhmedium_nod0_mu24 (µe only) 26 9

Table 6.3: List of triggers and offline pT thresholds used in the HH → bb`` analysis.

6.2.2 Event selection

Selected events are required to have at least one p − p interaction vertex reconstructed
from at least two ID tracks with pT > 0.4 GeV. The primary vertex for each event is
defined as the vertex with the highest

∑
p2T of associated ID tracks [137]. Meanwhile,

selected events must have exactly two light leptons with opposite charge, two b-tagged
jets, and must not contain jets that satisfy one of the ”bad jet” criteria defined in [138].

Preselection The preselection is defined as follows:

• data only: pass GRL

• data only: is clean event

• event has primary vertex

• event has no bad jets 3

• trigger selection (see Section 3.1)

• event has exactly two light leptons (electrons or muons) with opposite charge

• event has one or two b-tagged jets (0 < nbjets ≤ 2)

Object definition and selection For each object type, two selections are defined:
baseline and signal. First the objects are selected following the baseline selections. Then
the overlap removal procedure is carried out to resolve any ambiguity of objects which

3using DFCommonJets_eventClean_LooseBad decorator
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are identified as multiple object types. The standard ATLAS overlap removal tool with
the Default working point is implemented in the analysis. After the overlap removal the
signal selection is applied on top of the baseline selection. The objects which fulfil the
signal selection are later used to select and categorize the events.

Baseline and signal criteria are defined in order to select reconstructed lepton and jet
candidates. On top of the baseline criteria, the signal criteria require the application of
the standard ATLAS overlap removal tool [139] as well as tighter identification or quality
criteria that are designed to suppress background contributions.

Reconstructed electrons are required to satisfy the Loose (if baseline electrons) or Medium

(if signal electrons) likelihood identification criteria [140]. Baseline electrons are required
to have pT > 9 GeV and |η| < 1.37 or 1.52 < |η| < 2.47. In addition, signal electrons
need to be isolated by means of specific working points with fixed cuts on the isolation
variables [140]: FixedCutLoose isolation selection. No cuts on track-to-vertex association
variables (i.e. d0 significance and z0 sin θ) have been applied.

Reconstructed baseline and signal muons are required to have pT > 9 GeV, to be within
|η| < 2.7 and to satisfy the Medium identification criteria [141]. Additionally, signal muons
need to match the particle-flow-based loose criteria 4 [71].

Jets are reconstructed by means of the particle flow algorithm, which employs an ensemble
of signals from the calorimeter and the inner tracker [142]. The anti-kt algorithm [143,
144] has been used, with a radius parameter of R = 0.4 and calibrated as described in
[145]. Candidate baseline jets are required to have pT > 20 GeV. Signal jets are required to
have |η| < 2.5 and must satisfy pile-up suppression requirements based on the output of a
multi-variate classifier [146] at Tight working point (WP), which identifies jets consistent
with a primary vertex in the region |η| < 2.4 and 20 GeV < pT < 60 GeV. The DL1r
tagging algorithm [59] has been used to identify jets containing b-hadrons (b-tagged jets).
Signal b-tagged jets are required to pass the 77% b-tag WP.

The missing transverse momentum, also known as Emiss
T , is constructed from the negative

vectorial sum of the transverse momenta of calibrated baseline objects in the event. An
additional term is included to account for the energy of ID tracks that are matched to
the primary vertex in the event but not to any of the selected loose objects [147].

4This algorithm allows for the removal of overlapping contributions from track-based and calorimeter-
based isolation, hence decreasing the correlation between the two variables.
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6.2.3 Signal and control regions

Events that pass the preselection are further divided into four main regions, a signal
region and three control regions, according to the invariant mass of the two b-jets, the
lepton flavour combination and their invariant mass, which is shown in figure 6.4. The
regions are defined as follows:

Figure 6.4: Dilepton mass distributions for signal and background processes after the
preselection for same flavour (left) and different flavour (right) events. A detailed expla-
nation of the background processes can be found in section 6.4.

• Signal Region 1 (SR1) is designed to be the main signal region. It collects con-
tributions from bbWW , bbττ and bbZZ, where the Z-boson decaying to leptons is
off-shell. SR1 is defined by the following requirements:

– SR1-SF: for same flavour events (ee and µµ): 15 GeV < m`` < 75 GeV;

– SR1-DF: for different flavour events (eµ and µe): 15 GeV < m`` < 110 GeV.

• Top control region (TopCR) contains events with high di-lepton invariant mass.
This region is split into two different CRs, for tt̄ and Wt:

– TTbarCR: m`` > 110GeV and mminimax
bl ≤ 250 GeV.

– WtCR: m`` > 110 GeV and mminimax
bl > 250 GeV.

• Z+jets control region (ZllCR) is defined as:

– only same flavour events

– 75 GeV < m`` < 110 GeV

– 40 GeV > mbb or mbb > 210 GeV
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These regions are summarized in table 6.4.

Observable TTbarCR WtCR ZllCR
Dilepton flavour ee+ µµ+ eµ+ µe ee+ µµ+ eµ+ µe ee+ µµ
b-tagged jet multiplicity == 2 == 2 == 2
m`` [GeV] > 110 > 110 (75, 110)
mbb [GeV] - - /∈ (40, 210)
mbl [GeV] ≤ 250 >250 -

Table 6.4: Definitions of the control regions, in addition to the preselection.

The cutflow tables 6.5, 6.6 show the number of events after each event selection step for
non-resonant ggF and VBF samples respectively. Yield tables for the main background
and signal processes in the ggF and VBF SRs as well as in the CRs can be found in
chapter 7.

Cut ggF HH → bbWW ggF HH → bbττ ggF HH → bb(ZZ → 2`2ν) ggF HH → bb(ZZ → 2`2q)
Initial number of events (L × σ × B) 70.0 39.1 3.76 18.4
Preselection 30.2 11.5 1.67 5.01
Nleptons = 2 (most SFs are applied here) 24.5 9.51 1.46 4.08
Trigger selection and matching 22.3 8.34 1.30 3.63
Opposite sign leptons 22.1 8.27 1.29 3.59
Nb-jets = 2 (DL1r, 77 %) 9.82 3.69 0.573 1.56
SR1: 15 GeV < m`` <75/110 GeV for SF/DF 9.10 3.44 0.225 0.490
SR1: VBFVeto 8.25 3.11 0.204 0.425

Table 6.5: Cutflow table for non-resonant ggF signal samples.

Cut VBF HH → bbWW VBF HH → bbττ VBF HH → bb(ZZ → 2`2ν) VBF HH → bb(ZZ → 2`2q)
Initial number of events (L × σ × B) 3.90 2.17 0.209 1.02
Preselection 1.36 0.496 0.0744 0.240
Nleptons = 2 (most SFs are applied here) 1.13 0.416 0.0662 0.201
Trigger selection and matching 1.00 0.353 0.0571 0.174
Opposite sign leptons 0.994 0.349 0.0567 0.172
Nb-jets = 2 (DL1r, 77 %) 0.394 0.140 0.0225 0.0674
SR1: 15 GeV< m`` < 75/110 GeV for SF/DF 0.363 0.130 0.0081 0.0198
SR1: VBFVeto 0.151 0.0533 0.0033 0.0064

Table 6.6: Cutflow table for non-resonant VBF signal samples.

6.2.4 VBF selection

On top of the event selection used on ggF events, a dedicated VBF selection has been
used, in order to define a VBF-enriched phase space region. It consists of the following
extra cuts:

• at least 2 extra non b-tagged jets with pT > 30 GeV
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Figure 6.5: Pre-selection VBF discriminant variables, ∆ηjj (left) and mjj (right), with
their respective VBF region cuts. The blue lines represent the VBF selection cuts in
∆ηjj and mjj respectively. Signal samples are scaled by a factor of 5× 103 in order to be
visible. The ratio plots show the data to background ratio.

• maximum pseudorapidity separation between VBF jets max(∆ηjj) > 4 where j =
non b-tagged jet

• maximum reconstructed mass of the VBF jets system max(mjj) > 600 GeV

These variables have been selected for being very sensitive for the VBF/ggF separation
as they characterize the tagging jets, i.e. the jets deriving from the hadronization of the
outgoing quarks involved in VBF di-Higgs production. These jets have been defined as
the couple of non-b-tagged jets with the highest reconstructed mass for the mjj variable
and the couple of non-b-tagged jets with the largest pseudorapidity separation for the
∆ηjj variable 5. This selection has a VBF efficiency of ∼ 60% and a ggF efficiency of
∼ 10% over the preselected events. The opposite selection to the VBF requirement (VBF
veto) is used to remove VBF contributions in the ggF study (see 6.3.1).

VBF event selection optimization The optimization process leading to the afore-
mentioned cuts has been performed using a grid search to seek the cuts representing the
best compromise between signal efficiency and background rejection. Different thresholds
in the VBF di-jet system mass mjj and in the difference in the pseudorapidity between

5Notice that this definition could result in having two different pairs of jets selected to compute the
two variables and could hence lead to different results compared to computing the two quantities on the
same couple of jets, for instance the couple with the highest reconstructed mass in both cases. This issue
has been investigated and VBF, ggF and background yields resulted to be affected only by ≈ 1% levels
by the change in the definition of tagging jets.



6.2. Event selection and object definitions 105

the jets in question ∆ηjj have been tested. The formula (6.1) has been used to compute
the significance:

ZA =

[
2

(
(s+ b) ln

[
(s+ b)

(
b+ σ2

b

)
b2 + (s+ b)σ2

b

]
− b2

σ2
b

ln

[
1 +

σ2
bs

b (b+ σ2
b )

])]1/2
, (6.1)

where s and b are signal and background event counts and σb the background uncertainty.
The selected cuts mjj > 600 GeV and ∆ηjj > 4 have been chosen as a good balance of
signal efficiency and background rejection (see figures 6.5 and 6.6). Table 6.7 shows the
yields for SM and BSM signal processes in different regions.

Figure 6.6: Significance of VBF/ggF as a function of mjj , ∆ηjj cuts.

Process VBFSR1 (inclusive) VBFSR1SF VBFSR1DF
k2V = 0 7.82± 0.04 3.949± 0.027 3.875± 0.027
k2V = 0.5 2.550± 0.018 1.269± 0.012 1.281± 0.013
k2V = 1 0.2928± 0.0018 0.1449± 0.0013 0.1478± 0.0013
k2V = 1.5 1.084± 0.009 0.541± 0.006 0.543± 0.006
k2V = 2 4.84± 0.04 2.466± 0.031 2.377± 0.030
k2V = 3 21.56± 0.13 10.89± 0.09 10.67± 0.10
kλ = 0 0.855± 0.007 0.424± 0.005 0.431± 0.005
kλ = 2 0.2574± 0.0023 0.1263± 0.0016 0.1311± 0.0016
kλ = 10 0.855± 0.007 0.424± 0.005 0.431± 0.005
kV = 0.5 3.434± 0.022 1.720± 0.015 1.713± 0.016
kV = 1.5 17.27± 0.12 8.60± 0.08 8.68± 0.09
kλ = k2V = 0 10.03± 0.07 5.04± 0.05 5.00± 0.05

Table 6.7: Yields for non resonant SM and BSM signal processes in VBF SR1 (inclusive),
VBF SR1SF (same flavour) and VBF SR1DF (different flavour). As shown here, modified
couplings can result in significantly higher yields for VBF production compared to the
SM case.
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6.3 MVA analysis strategies

The analysis relies on the use of multi-variate discriminants designed to select candidate
events consistent with the targeted HH production. First of all, the SR1 gets split into
two orthogonal subregions by applying the VBF veto or the VBF selection described in
6.2.4 to define a ggF- or a VBF-enriched phase-space region, respectively. In each of
these two subregions, a separate discriminant is employed to select ggF or VBF signal
events. Section 6.3.1 describes the architecture of the DNN classifier from which the
discriminant is constructed for the ggF category. Section 6.3.2 describes the architecture
of the Boosted Decision Tree (BDT) approach which provides the discriminant used for
the VBF category.

6.3.1 Deep learning approach for the ggF process

The ggF discriminant uses the outputs of a DNN classifier built using the Keras [148]
library with the tensorflow package [149]. A multi-output structure is used to set up the
DNN model to classify events to different categories, i.e. a classifier that does not simply
classify a single signal process against a single background label, but rather a classifier
that provides multiple output classes, each one pertaining to a distinct type of process.
As the multi-output classifier has been proved to have a better performance than the
binary classifier in previous studies [118], this strategy has been retained for the current
analysis. The networks have either three or four output classes, depending on the signal
region. If for example the network is trained on the SR1+VBFVeto region, the three
output classes Signal (containing bbWW , bbττ , and bbZZ), Top (containing tt̄, and Wt),
and Other (containing all other background events) are used.

A two-stage cross-validation strategy has been adopted (see figure 6.7). Stage 1 uses
a 5-fold cross-validation on 50% of the simulated events (training and test set). The
other 50% are held out for the second stage. This stage is used to determine the best
set of hyperparameters by training multiple NNs with this strategy and evaluating their
performance. During this stage 40% (50% × 5−1

5 ) of the total simulated data is used to
train each NN. The validation set for each network holds 10% (50%× 1

5 ) of the total MC.
The performance of each NN is then estimated on the validation set. Based on the results
of this stage, the optimal hyperparameters set is selected and the networks trained during
this stage are subsequently discarded. The best set of hyperparameters is then used in
stage 2 to train a network in a 2-fold cross-validation on the full dataset of simulated
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events. The network from stage 2 is used in the statistical analysis. During this stage
50% of the total simulated data is used for training each NN.

Train & Validation Hold out

Stage 1

Tr Tr Tr Tr Val

Tr Tr Tr Val Tr

Tr Tr Val Tr Tr

Tr Val Tr Tr Tr

Val Tr Tr Tr Tr

Train Test

Test Train

Stage 2

Figure 6.7: A sketch of the two stage cross-validation strategy adopted for the DNN
algorithm, employed for ggF.

During the training of the classifier, the training samples are composed of simulated sig-
nal and background events after the preselection. The final input kinematic selections for
the DNN training, as listed in table 6.8, are selected based on the permutation feature
importance [150] to keep only the most important ones without decreasing the perfor-
mance. Through two rounds of automatic optimization process on hyperparameters of
the DNN using the Optuna [151] package, the DNN model was chosen to have 9 fully
connected layers, each with 512 nodes and to be trained at a learning rate of 0.00011
for the SR1+VBFVeto in the analysis. Figure 6.8 shows the distributions of some input
features to the NN discriminant.
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(a) (b) (c)

Figure 6.8: Distributions of input variables to the NN discriminant trained in the
SR1+VBFVeto region. The error bands include both statistical and systematic uncer-
tainties. The normalization factors obtained from the background-only fit are described
in section 6.6. (a) Missing transverse energy. (b) Mass of bb`` system. (c) Mass of b`
system.

Input feature Description
Same flavour 1 if the final state leptons are ee or µµ, 0 if they are eµ or µe
p`T , pbT pT of the leptons, b-tagged jets
m``, p``T Invariant mass and pT of the dilepton system
mbb, pbbT Invariant mass and pT of the di-b-jet system
∆R``, ∆Rbb ∆R between the two leptons and two b-tagged jets
Emiss

T , Emiss
T -significance missing transverse energy and significance

HR
T2 see definition below

mb` mminimax
b` = min{max(mb0`0 ,mb1`1),max(mb0`1 ,mb1`0)} [107]

mbb
T2 mT2 mass of the two b-jets [108, 152]

mT(`
0, Emiss

T ) transverse mass of the leading lepton w.r.t. to Emiss
T

mT(`
1, Emiss

T ) transverse mass of the subleading lepton w.r.t. to Emiss
T

mmin
T,` minimum value of mT(`

0, Emiss
T ) and mT(`

1, Emiss
T )

mbb`` mass of the bb`` system
mbb``MET mass of the bb``+ Emiss

T system
|Emiss

T + p``T | sum of Emiss
T and p``T

min∆Rb` minimal difference in R of all b-jet and lepton combinations

Table 6.8: Input features employed for the training of the NN in the 2 b-tag region.

6.3.2 BDT approach for VBF

The analysis described in this thesis includes a category targeting non-resonant VBF
di-Higgs production, an event category required to measure κ2V , as ggF di-Higgs events
are not sensitive to that coupling. In order to target VBF production, a BDT algorithm
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is employed to define a dedicated discriminant to separate VBF events from ggF and
background events. On top of the event selection defining the signal region SR1, the VBF
selection has been applied to the MC samples used to train the BDT.

Boosted Decision Trees Boosted Decision Trees (BDTs) are a class of predictive
modelling approaches widely used in Machine Learning (ML). They can be divided into
classification trees, where the target variable can take a discrete set of values, and regres-
sion trees, where the target value can assume continuous values. The BDT employed in
the current analysis belongs to the first category.

A decision tree takes a series of variables as inputs and splits input data recursively based
on a succession of binary decisions. The classification process starts from a root node,
where the full training sample is split into two subsamples selecting the variable and the
corresponding cut value optimizing the signal-background separation and then proceeds
via a series of binary choices involving a single variable at a time and stops when certain
criteria are met (usually a minimum number of events in the subsample or a minimum
signal purity), resulting in a tree-like structure with ”baskets” at the end (leaf nodes).
Input data is then assigned a target variable being either signal or background. See figure
6.9a for a sketch of the structure of a decision tree.

So far a single decision tree has been described. Its performance can be significantly
improved by using boosting, a technique allowing to combine many weak classifiers into a
stronger one [153].

The idea behind the specific implementation of the BDT employed in the present analysis,
adaptive boosting (namely AdaBoost [154] within the TMVA framework [78]), is that signal
events from the training sample which are misclassified as background (and vice versa)
are given a larger weight compared to correctly classified events, resulting in a reweighted
training sample and a different decision tree, more efficient in categorizing ambiguous
events. This process can be iterated several times, obtaining a set of decision trees (also
known as a forest).

The output of each decision tree is then taken in account and combined into a weighted
average where the weights are determined by minimizing an error function. The final
BDT outcome is a variable typically ranging between -1 and 1 describing how signal- or
background-like each event is. The architecture of boosted decision trees is summarized
in figure 6.9b.
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In order to train a classification tree, two independent data samples are needed: a training
sample to perform MVA training and a testing sample to evaluate the performance of the
classifier.

A possible issue arising at this stage is overtraining, which happens when the ML algo-
rithm interprets statistical fluctuations in the training sample as actual features in the
data and as a result its performance in the test dataset results to be worse than in the
training dataset. In order to verify that this was not the case, specific checks have been
conducted, revealing no hints of overtraining.

The BDT employed for the VBF HH → bb̄`` analysis is trained on SM (BSM when
explicitly mentioned) VBF events as signal, and SM ggF + background events as back-
ground. All events used in the training process are required to respect the VBF selection
criteria.

As the BDT has to be applied to a statistically independent subset with respect to the
training set, a procedure known as cross-validation has been adopted: a first BDT has
been trained on odd number events and is only employed on even number events later
on, while another BDT, trained on even number events has been applied to odd number
events. With this approach, the full dataset can be used for the analysis.

BDT training The TMVA framework [78] has been employed, with the following BDT
settings (also known as hyperparameters): NTrees=350 (total number of trees in the
forest), MinNodeSize=2.5% (minimum percentage of training events required in a leaf
node), MaxDepth=4 (maximum depth of decision tree allowed), BoostType = AdaBoost.

Increasing the number of trees and the tree depth, as well as decreasing the leaf node
size generally improves the performance of the algorithm but can result in overtraining
and loss of performance. The optimization of hyperparameters in order to maximize the
significance has been performed by means of a grid search.

A full list of input variables used to train the BDT algorithm can be found in table 6.9.
The top three variables’ distributions are shown in figure 6.10.
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(a)

(b)

Figure 6.9: (a) Sketch of a single decision tree, from [155]. (b) The architecture of gradient
boosting decision trees, from [156].
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Input feature Description
pT bb, ∆Rbb, ∆φbb, M bb pT , ∆R, ∆φ and di-bjet system mass
pT tot, M tot pT and mass of bb`` + VBF jets + MET
pT ``, ∆Rbb, ∆φ``, M `` , φ``centrality pT, ∆R, ∆φ, pT and centrality of `` system
KLFmtop Kalman fitter top mass [157]
∆R`j

1 , ∆R`j
0 , M`j min ∆R in (sub)leading `-j couples, `-j-system mass

pT jj
MAX , ∆ηjj , ∆φjj , M jj

MAX maximum pT, ∆η, ∆φ, mass of VBF jj system
∆Rb`

min min ∆ R in b-jet and lepton couples
η`0 , η`1, φ`0, φ`1 , pT `

0 , pT `
1 η, φ, pT leading, subleading lepton

ηb0, ηb1, φb0, φb1, pbT0, pbT1 η, φ, pT leading, subleading bjet
# forward jets, # other jets number of forward jets, number of non b-tagged jets
MET, φMET , METSIG missing transverse energy, φ, significance
pT bb``, M bb`` pT, mass of the bb`` system
pT bb``+MET , M bb``+MET , M ``+MET pT, bb`` + MET system mass, ``+ MET system mass
pTMET+``, φ``centrality combined pT, ∆Φ between MET and `` system
mmcminu3p [158] value of the MMC algorithm (reconstruction of mττ )
φV jet
0 , ηV jet

0 , ηV jet
1 , pTV jet

0 φ, η, pT leading VBF jet; η subleading VBF jet
M t2bb, M coll Stransverse massa of the two b-jets, collinear mass
a The stransverse mass is an event variable used to bound the masses of an unseen pair of particles

which are presumed to have decayed semi-invisibly into particles which were seen [108].

Table 6.9: Input features used for the BDT algorithm.

(a) (b) (c)

Figure 6.10: Top three variables in importance ranking for the BDT algorithm (a) Di-bjet
mass. (b) Di-lepton mass. (c) Mass of the bb`` system.

An initial list of candidate variables has been shortened by looking at the correlation
matrix of the set of variables. When pairs of highly correlated variables for both signal
and background event samples have been found, only one of the two variables has been
preserved as an input variable. However, when different correlation values for signal
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and background event samples are present, both variables are preserved, as that can be
beneficial to the BDT algorithm. An example is constituted by the number of other jets
and M jj

MAX . The performance of the BDT classifier has then been compared to that of a
NN classifier independently trained on the same samples. As the BDT classifier proved
to have a significantly better performance, it was employed for the analysis, after having
added a set of extra variables used to train the NN algorithm.

BDT algorithm performance The performance of BDTs has been evaluated by com-
puting their ROC (Receiver Operating Characteristic) curves as the figure of merit. These
diagrams show the background rejection as a function of the signal efficiency. Ideally, they
should be both as close as possible to 1. As the higher the signal efficiency is, the lower the
background rejection, it becomes necessary to define a working point which is a trade-off
between these two quantities. A helpful figure of merit to evaluate the performance of the
algorithm is the ROC curve integral: the closer it is to 1, the better is the performance
of the algorithm.

Figure 6.11 shows the ROC curves relative to the BDTs trained on VBF SM events,
trained on the two halves of the dataset, while figure 6.12 shows the same for the BDT
trained on BSM VBF with κλ = 0 instead. Both for the SM case and the κλ = 0 case,
the performance on the two halves of the dataset show an identical performance.

(a) (b)

Figure 6.11: SM VBF vs ggF + bkg ROC curves from TMVA (a) Trained on even event
number events: ROC curve area 0.968. (b) Trained on odd event number events: ROC
curve area 0.968.

Figure 6.13 shows the BDT distributions for VBF, ggF, background and two BSM VBF
samples, κλ=0, κ2V = 0, for the BDT trained on SM VBF and on κλ = 0. VBF events
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(a) (b)

Figure 6.12: κλ = 0 VBF vs ggF + bkg ROC curves from TMVA. (a) Trained on even
event number events: ROC curve area 0.959. (b) Trained on odd event number events:
ROC curve area 0.960.

(a) (b)

Figure 6.13: BDT distributions for VBF, ggF, background and two BSM VBF samples,
κλ=0, κ2V = 0, for the BDT trained on SM VBF (a) and on κλ = 0 (b). The binning is
non-constant to avoid low-statistics bins.

have the highest BDT scores, together with VBF κλ = 0, κ2V = 0 and ggF samples, with
a similar performance and the background sample with significantly lower values and a
neatly separated peak. The relatively similar distributions for ggF and VBF events can
be ascribed to the cuts used to define a VBF-enriched phase space area, which select ggF
events that are particularly VBF-like in terms of kinematic distributions. A non-constant
binning is employed to avoid low-statistics bins.
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Limit
BDT training sample SM κ2V = 0 κλ = 0 κλ = 10

SM 101.92 125 % 105 % 152 %
κ2V = 0 129% 1.75 110 % 123 %
κλ = 0 110 % 112 % 51.95 122 %
κλ = 10 155 % 101 % 113 % 3.31

Table 6.10: Comparison of central limits for the BDT trained on four different SM and
BSM VBF samples. Diagonal elements (in red) are the 95 % CL divided by the expected
value, while off-diagonal numbers in each column are the ratio to the diagonal element,
expressed as percentage. The BDT trained on κλ = 0 showed the best overall perfor-
mance. The BDTs trained on κλ = 10 and κ2V = 0 have been dropped for the following
optimization stage due to their relatively poor performance.

Table 6.10 shows an early comparison of the 95 % Confidence Levels (CLs) method [159,
160] divided by the expected value for four BDTs trained and applied on four different
SM and BSM VBF samples: SM, κλ = 0, κλ = 10, κ2V = 0. Diagonal elements are the
95 % CL limits divided by their respective expected values (for example, 101.92 is the
limit on the SM provided by the BDT trained on the SM sample divided by its expected
value), while off-diagonal numbers in each column are the same quantity divided by the
diagonal element, expressed as percentage (for example, 129 % is the ratio of the limit set
on the SM with the BDT trained on the κ2V = 0 sample divided by the limit set on the
SM with the BDT trained on the SM sample). We see that the lowest limit on the SM is
provided by the BDT trained on the SM sample itself, just as for all the other BDTs. We
also notice that the BDT trained on the κλ = 0 VBF sample provides the best overall
performance. Moreover, we can notice how the limits set on BSM VBF are significantly
lower than the limits on SM VBF, mainly due to the much higher cross-section of VBF
production with BSM couplings. BDTs trained on the κ2V = 0 and the κλ = 10 VBF
samples have been discarded due to their poorer performance. The BDT trained on the
VBF SM and the κλ = 0 samples have been optimized further, obtaining the limits shown
in table 6.11.
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Limit
BDT training sample SM κλ = 0

SM 93.12 110 %
κλ = 0 102 % 45.90

Table 6.11: Comparison of central limits for the optimized BDT trained on different SM
and BSM VBF samples. Diagonal elements (in red) are the 95 % CL divided by the
expected value, while off-diagonal numbers in each column are the ratio to the diagonal
element, expressed as percentage.

Figure 6.14 shows the blinded BDT score distributions for the SM signal in the main
VBF signal region (BDT trained on the κλ = 0 VBF sample). The signal to background
ratio grows as the BDT score increases. The width of the bin with the highest BDT score
(and the highest amount of VBF events) has been increased in order to have at least ≈ 2

background events, while the bin with the lowest BDT score has been enlarged in order
for it to have a similar amount of events as the following one.

Overtraining checks In order to search for possible hints of overtraining, the same
ROC curves analyzed in the previous section have been plotted both for training and
for testing sets. Significant deviations among these two would be strong indications of
overtraining. However, as shown in figure 6.15 and 6.16, no significant deviations between
training and test sets have been found. Figure 6.15 shows that the ratio between ROC
curves computed on test and training datasets is within 0.4% from unity in all 100 bins
for the BDT trained on the SM VBF sample. Figure 6.16 shows that the ratio between
ROC curves computed on test and training datasets is within 0.4% from unity in all 100
bins for the BDT trained on VBF κλ = 0.

2D BDT A 2-dimensional BDT approach has also been investigated, combining a BDT
discriminant trained on VBF against ggF and one trained on VBF against background
samples. The classification of events among VBF, ggF and background would have been
implemented by defining regions in the 2-dimensional space of the two BDT discriminants.
However, its discriminating power showed a similar performance compared to the simpler
1-dimensional BDT approach, which has therefore been preferred.

As shown in figure 6.17, SM VBF events are characterized by a relatively high value for
both BDTs, while ggF events have a lower value on both, even more so for the BDT
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Figure 6.14: Blinded plot of the BDT score for the SM signal and the main background
processes in the main VBF signal region.



118 Chapter 6. Search for Higgs boson pair production in the bb̄``+ Emiss
T channel

Signal eff
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

B
a
c
k
g
r 

re
je

c
ti
o
n
 (

1
e

ff
)

0.6

0.7

0.8

0.9

1

test

training

MVA_BDT

(a)

Signal eff
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

B
a
c
k
g
r 

re
je

c
ti
o
n
 r

a
ti
o

0.996

0.9965

0.997

0.9975

0.998

0.9985

0.999

0.9995

1

Test/training ratioTest/training ratio

(b)

Figure 6.15: Overtraining checks on SM VBF sample (a) ROC curve computed on test
and training datasets. (b) Ratio between ROC curves computed on test and training
datasets.
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Figure 6.16: Overtraining checks on κλ = 0 VBF sample. (a) ROC curves computed on
test and training datasets. (b) Ratio between ROC curves computed on test and training
datasets.

trained on VBF against ggF. Background events tend to have a low value for both BDTs,
especially for the BDT trained on VBF vs background events.
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Figure 6.17: 2-D BDT distributions. (a) SM VBF distribution. (b) ggF distribution. (c)
Background distribution.

6.4 Background estimation

This section provides a detailed description of the background estimation, which is com-
mon for the ggF and VBF production modes. We have followed the guidelines set by the
previous di-Higgs search in the HH →WWbb̄ final state [118].

The dominant background processes expected to contaminate the signal region are top-
quark pair production (tt̄), single top Wt, and Z/γ∗ production in association with
heavy-flavour jets. This section motivates the data-driven methods used to constrain
the dominant background processes.

Top background Dedicated control regions are defined to derive data-driven normali-
sation corrections for the dominant background processes. The largest contribution comes
from the top backgrounds, made up by tt̄ and single-top-quark Wt processes, and is sus-
ceptible to the interference effects. Since single top Wt is a significant background in the
most sensitive bins in the SR1 DNN discriminant, we split the top backgrounds into a tt̄-
enriched and a single top Wt-enriched CR by cutting on the mminimax

b` variable defined in
equation 5.1 [108, 109, 110]. Both the tt̄ and Wt CRs are defined to be orthogonal to the
signal region selection, this is achieved by selecting events with M`` > 110 GeV. We apply
a reweighting based on the truth top-quark pT using the TTbarNNLOReweighter to im-
prove the modeling of the tt̄ background. To elaborate on the purpose of this package, it is
necessary to remind that previous studies have shown improved agreement between data
and prediction in tt̄ events, markedly for the top-quark pT distribution, when comparing
with NNLO calculations [161]. Subsequently, top-quark pair differential calculations at
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NNLO QCD accuracy and including EW corrections became available [162]. Hence, a
small improvement to the modelling have been implemented by correcting all tt̄ samples
to match their top quark pT distribution to that predicted at NNLO in QCD and NLO
EW accuracy.

Z + jets As some non-negligible contamination from Z+jets remains in the phase
space we are probing with our signal regions, we split Z+jets events into a heavy flavour
(HF) and a light flavour (LF) part, based on the HadronConeExclTruthLabelID truth
information of the jets, which constitutes the standard reference for truth flavour info.
Events where the two leading jets in pT are matched at truth level with either a b- or
c-quark as source are defined as heavy flavour. All other Z+jets events, i.e. events where
at least one jet is a light flavour jet, are classified as light flavour. This procedure is similar
to the one employed by the HH → bbτ+τ− analysis [163]. The one difference is that in
the HH → bbτ+τ− analysis this splitting is only done on the main Z+jets samples (i.e.
the samples with M`` > 40GeV).

For this analysis we are applying the HF/LF split on all Z+jets samples, as there is a
non-negligible amount of Z → `` events from the low mass (10 GeV < M`` < 40 GeV)
samples in SR1, as shown in table 6.12. In addition, the very low mass samples, defined
with 2m` < M`` < 10 GeV || 2 GeV < p`,sublead

T < 5 GeV, can also leak into the ZllCR. We
apply this splitting procedure also to the Z → ττ background. We construct a control
region for the Z+heavy flavour background by requiring a M`` window around the Z
boson mass, while maintaining the == 2 b-tagged jet requirement of the signal region.
Since Z+heavy flavour is a common background with the HH → bbτ+τ− analysis, the
ZllCR region is shared between these two analyses. This is also expected to simplify
di-Higgs combinations in the future.

Fake and non-prompt leptons On top of leptons produced either directly in the
hard-scattering process or in the decay of a short-lived non-hadronic resonance (e.g. W/Z
bosons), there are similar processes that may erroneously be identified as prompt elec-
trons: non-prompt leptons from the semi-leptonic decay of hadrons containing a c- or
b-quark, or from photon conversions, and fake leptons (or fakes) where the reconstructed
object is not, in fact, due to a lepton.

We established a data-driven method to estimate contributions of both kinds (non-prompt
and fakes) that match our signal lepton identification requirements. To estimate the rate
of such misidentifications, a corresponding control region is constructed by reverting the
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Process SR1+VBFVeto TTbarCR WtCR ZllCR
Z → `` (HF) – main 8770 ± 100 3560 ± 60 522 ± 11 42390 ± 190
Z → `` (HF) – low mass 7060 ± 120 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
Z → `` (HF) – very low mass 130 ± 90 18 ± 31 -3.8 ± 1.9 600 ± 190
Z → `` (HF) – EW 12.3 ± 0.7 6.5 ± 0.5 2.39 ± 0.33 57.7 ± 1.6∑
Z → `` (HF) 15960 ± 180 3580 ± 70 521 ± 11 43050 ± 260

Z → `` (LF) – main 1600 ± 110 570 ± 80 54 ± 8 5450 ± 170
Z → `` (LF) – low mass 1040 ± 130 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
Z → `` (LF) – very low mass 55 ± 32 26 ± 24 0.4 ± 0.4 -40 ± 80
Z → `` (LF) – EW 2.5 ± 0.4 1.41 ± 0.27 0.51 ± 0.16 17.8 ± 1.0∑
Z → `` (LF) 2700 ± 170 600 ± 90 55 ± 8 5430 ± 190

Z → ττ (HF) 2180 ± 40 3 ± 7 1.9 ± 0.5 4 ± 6
Z → ττ (LF) 370 ± 50 -1.3 ± 1.5 0.11 ± 0.06 0.8 ± 0.5

Table 6.12: Contributions to the Z → `` and Z → ττ backgrounds, split into heavy flavor
(HF) and light flavor (LF). The Z → `` events are further split into the different MC
samples.

Opposite-Sign (OS) requirement in the SR definition to have only Same-Sign (SS) lepton
pairs.

The contribution of fakes and non-prompt leptons in the SS region is first estimated by
subtracting the predicted prompt SM backgrounds evaluated in MC from the observed
data:

Nfake+NP
SS = Ndata,SS −Nprompt

MC,SS . (6.2)

The ratio of OS to SS events containing non-prompt and fake leptons (fSS→OS , also
named transfer factor) is then extracted from MC samples only:

fSS→OS =
Nfake+NP

MC,OS

Nfake+NP
MC,SS

, (6.3)

and applied to the prompt-MC subtracted SS data (Ndata,SS−Nprompt
MC,SS) in the SS regions

to extrapolate the fake and non-prompt contribution to the related OS region:

Nfake+NP
OS = fSS→OS ×

(
Ndata,SS −Nprompt

MC,SS

)
. (6.4)

The components of the non-prompt and fakes (collectively referred to as ”fakes”) estimate
are shown in table 6.13.

A background-only fit has subsequently been performed to constrain the normalization
of the dominant background SM processes (see section 6.6).
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Process SR1+VBF veto (ggF) SR1+VBF selection (VBF) TTbarCR WtCR ZllCR
OS data 20100 ± 170 245 ± 5 11240 ± 140 690 ± 35 1480 ± 50
OS prompt 1588 ± 14 2630 ±60 1215 ± 11 161.4 ± 2.4 124 ± 19
OS fakes 18510 ± 170 2390 ± 60 10020 ± 140 529 ± 35 1360 ± 50

Table 6.13: Contributions to the data-driven fakes background in the bb`` signal region
(split between same flavour and different flavour) for the ggF analysis, VBF analysis and
control regions. The row named OS data contains the prompt SS data multiplied by
the transfer factor, the row named OS prompt contains the sum of all prompt SS MC
multiplied by the transfer factor, while the last row is the final SSOS fake estimate, i.e.
the difference between the previous two.

6.5 Systematic uncertainties

The analysis takes in account several sources of systematic uncertainty for both signal and
background processes, which are subsequently classified as either experimental (detector-
or luminosity-related) or theoretical modelling uncertainties. Statistical uncertainties of
the MC event samples are also considered.

6.5.1 Experimental uncertainties

The experimental uncertainties in this section include the systematics from lepton-, jet-
and MET energy scale, smearing and efficiency, b-jet tagging, trigger efficiency, pileup, as
well as luminosity. Each of the sources are evaluated separately. The recommendations
from the combined performance (CP) groups [164] have been used as guidance. See
appendix A for a full list of experimental systematics.

The uncertainties linked to experimental sources arise primarily from the incorrect mea-
surement of reconstructed object momenta as well as from the mismodeling of reconstruc-
tion efficiencies. These uncertainties can arise from the mismodeling of the jet energy
scale [145] and jet energy resolution [165]. Additional uncertainties for b-tagged jets are
related to the mismodeling of the b-tagging efficiency [59] and to the mismodeling of the
rates at which charm- and light-flavoured jets are identified as b-tagged jets [166, 167].

Lepton-related uncertainties originate from the mismodeling of the electron [140] and
muon [168] reconstructed energy (momentum) measurements, as well as from the mismod-
eling of their reconstruction and identification efficiencies. Other sources of uncertainty
taken in account are the MET scale (obtained by propagating the systematic uncertainties
on the objects provided as input to the missing transverse momentum calculation, i.e. the
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muon-, electron-, and jet-related uncertainties) and resolution [147] uncertainties, as well
as uncertainties from the mismodeling of pile-up, trigger efficiency (differences in the effi-
ciency of the electron and muon trigger selection are taken into account) and luminosity.
The overall uncertainty in the combined 2015–2018 integrated luminosity is 1.7% [30],
obtained with the LUCID-2 detector [169] for the primary luminosity measurements.

The data events in the control regions determine the normalisation corrections of the tt̄
(Wt) and Z + jets background processes.

6.5.2 Theory uncertainties

Theoretical uncertainties are estimated for EW and QCD processes, including contribu-
tions from alternative matrix element (ME) generators and parton shower (PS) simula-
tors, different parton-density-functions (PDF), the strong coupling constant αs choices,
and different QCD scales. The QCD uncertainty is estimated by comparing events with
different renormalisation scale (µR) and factorization scale (µF ) settings, where the largest
deviation is chosen as the systematics. The ME and PS uncertainties are estimated by
comparing the nominal MC samples with different samples using alternative ME genera-
tors and PS simulators. The PDF uncertainty (δPDF) is estimated by comparing events in
different PDF sets, as well as the uncertainty from the nominal PDF set itself, and taking
the envelope by following the PDF4LHC recommendations [170]. The uncertainty on the
strong coupling constant αs is estimated by comparing events generated with different αs

values w.r.t. the nominal PDF set. The uncertainty in the HH production cross-section
is included as an uncertainty in σSM (gg → HH) when computing the upper limits on
the cross-section ratio. This value is the quadrature sum of the scale, PDF + αs, and top
mass contributions.

Top uncertainties The set of tt̄ and Wt theory uncertainties to be assessed are detailed
in tables 6.14 and 6.15, respectively.

Alternative MC samples are used to assess the ME generator and PS uncertainties for both
the tt̄ and Wt processes. Since these alternative MC samples are produced with Atlfast

II, uncertainties are estimated relative to the Atlfast II versions of the nominal tt̄ and
Wt samples. These relative uncertainties are then included in the uncertainty on the
nominal FullSim tt̄ and Wt samples. The uncertainty due the interference between tt̄

and Wt is estimated by comparing the nominal diagram removal (DR) scheme with the
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diagram subtraction (DS) scheme (FullSim MC samples were used for both DR and DS).
The cross-section uncertainty on the tt̄ (Wt) process is included by using values from the
twiki listed in table 6.14, which is composed of terms due to the QCD scale uncertainty,
PDF + αs uncertainty, and top mass uncertainty. These terms are added in quadrature
to get the total cross-section uncertainty used in the analysis.

Uncertainty Description Type
ME generator PowHeg+Pythia8 vs. aMC@NLO+Pythia8 (Atlfast II) sample
PS PowHeg+Pythia8 vs PowHeg+Herwig7 (Atlfast II) sample
ISR up (radiation) µR,F → 0.5 × µR,F , Var3c Up, hdamp = 1.5 × mtop → 3 × mtop weight

(hdamp = 1.5 sample vs. hdamp = 3.0 sample with variations) and sample
ISR down (radiation) µR,F → 2.0 × µR,F , Var3c Dn weight
FSR (radiation) Var2 weight
PDF error C.f. 30 PDF err. w.r.t baseline PDF4LHC15, Hessian method weight
PDF choice Vary the baseline PDF choice (PDF4LHC15) weight

(take envelope of NNPDF3.0, MMHT, CT14, and PDF4LHC)
Scale variations (µR,F ) C.f. the 7 µR,F variations and take envelope weight

[(0.5, 0.5), (0.5, 1.0), (1.0, 0.5), (1.0, 1.0), (1.0, 2.0), (2.0, 1.0), (2.0, 2.0)]

tt̄ cross-section uncertainty TtbarNNLO twiki [171] -

Table 6.14: Description of the theory uncertainties calculated for the tt̄ process: Matrix
Element generator, Parton Shower, Initial State Radiation, Final State Radiation, Parton
Distribution Function, Scale variation and tt̄ cross-section uncertainty.

Uncertainty Description Type
ME generator PowHeg+Pythia8 vs. aMC@NLO+Pythia8 (Atlfast II) sample
PS PowHeg+Pythia8 vs. PowHeg+Herwig7 (Atlfast II) sample
tt̄ + Wt Interference DR scheme vs. DS scheme Wt sample
ISR up (radiation) µR,F → 0.5 × µR,F , Var3c Up weight
ISR down (radiation) µR,F → 2.0 × µR,F , Var3c Dn weight
FSR (radiation) Var2 weight
PDF error C.f. 30 PDF err. w.r.t baseline PDF4LHC15, Hessian method weight
PDF choice Vary the baseline PDF choice (PDF4LHC15) weight

(take envelope of NNPDF3.0, MMHT, CT14, and PDF4LHC)
Scale variations (µR,F ) C.f. the 7 µR,F variations and take envelope weight

[(0.5, 0.5), (0.5, 1.0), (1.0, 0.5), (1.0, 1.0), (1.0, 2.0), (2.0, 1.0), (2.0, 2.0)]

Wt cross-section uncertainty SingleTopRefXsec twiki [172] -

Table 6.15: Description of the theory uncertainties calculated for the Wt process: Matrix
Element generator, Parton Shower, interference between tt̄ and single top, Initial State
Radiation, Final State Radiation, Parton Distribution Function, Scale variation and single
top cross-section uncertainty.

Z + jets uncertainties The set of Z+ jets theory uncertainties to be assessed are
detailed in table 6.16. The Z + jets modelling uncertainties are estimated using the nom-
inal Sherpa 2.2.1 samples by considering different merging (CKKW-L) and resummation
scales (QSF) [173, 174]. The uncertainties due to PDF variations and changes in µR and
µF are calculated using the same procedures as for the tt̄(Wt) backgrounds. Systematic
uncertainties in the signal acceptance due to varying µR and µF , as well as PDF-induced
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uncertainties, are evaluated using the same procedure as for the top background process.
The uncertainty due to the parton shower modelling is computed by comparing Herwig7
with Pythia8.

Uncertainty Description Type
PDF error C.f 100 PDF err. from nom. PDF set (NNPDF3.0), take std. dev. weight
PDF choice Vary the baseline PDF choice (NNPDF3.0) weight

(take envelope of NNPDF3.0nnlo, MMHT2014nnlo68cl, and CT14nnlo)
αs variations C.f. NNPDF3.0 PDF set with varied αs weight
Scale variations (µR,F ) C.f. the 7 µR,F variations and take envelope weight
CKKW and QSF variations Added to Sherpa 2.2.1 sample

Table 6.16: Description of the theory uncertainties calculated for the Z+jets process.

6.6 Background-only fit

In order to estimate the SM prediction in the SR, a background-only fit is performed as a
simultaneous fit across the CRs, where each of the CRs enters into the likelihood analysis
as a single bin and the ggF and VBF SRs are also fit simultaneously. Observed data is
used only in the CR but is not allowed to enter into the SR, which, despite not entering
the fit, are used to test the effect of the fit on the signal region predictions.

This procedure allows us to get an idea of the effect of using the CR to constrain the
normalization of the dominant SM processes as well as how it will effect the SR predictions.
Additionally, we can also have a look at how the systematic uncertainties involved in the
analysis will affect such predictions.

In the background-only fits the normalization parameter associated with the processes for
which we have constructed CR are freely floating and will be constrained by the observed
data in the CR during the fit.

6.6.1 Statistical procedure

The core concept for the statistical interpretation of the data collected at the LHC is
the likelihood function. In its most general formulation, the likelihood can be defined
as the probability of the data x given a certain hypothesis H: P (x|H). The goal of a
measurement consists then in maximizing the likelihood function. The hypothesis is de-
scribed by multiple parameters, among them are the physical quantities that should be

https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/PdfRecommendations#Standard_deviation
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measured, called Parameters Of Interest (POI); multiple POIs can be defined in an anal-
ysis. Examples of POIs of the analysis presented in this thesis are the coupling modifiers
κλ, κ2V and the signal strength µ, defined as the ratio of the Higgs boson production
cross-section times the bb`` + MET branching fraction to its SM prediction. Among
the variables describing the hypothesis, we can also identify the parameters related to
the effects of statistical and systematic uncertainties θ (also called nuisance parameters),
which are negatively impacting the analysis performance. The likelihood can be written
as

L(µ, θ) = P (x|µ, θ). (6.5)

Adding more detail, namely taking in account that the data in each bin will follow a
Poisson distribution function, and propagating normalisation factors from the fitted back-
ground in the control regions to the signal regions, the likelihood can be rewritten as:

L(µ, µb) = P (NSR|µsSR + µbbSR) + P (NCR|µbbCR), (6.6)

where sSR, bSR/CR are the expected number of signal and background events in the
SR and CR. NSR and NCR are the observed events in the SR and CR, and µb is the
background normalization factor.

In order to quantify the sensitivity to the various signal scenarios considered in the analy-
sis, cross-section upper limits on pp→ HH production are set. To obtain the cross-section
upper limits, a simultaneous maximum-likelihood fit is performed for the number of events
in the signal regions and the CRs. During an unblinded analysis, the number of observed
data events in the SR will also be used in the fit while during a blinded analysis this
number is simply taken as the sum of the expected MC for the SM processes. The three
CRs (TTbarCR, WtCR, and ZllCR), described in chapter 6, are included in the fit as
single bins.

The full likelihood is constructed as described in the following:

L(nnn,θθθ 0|µsig, bbb,θθθ) = PSR × PCR × Csyst

= P (nS |λS(µsig, bbb,θθθ))×

[ ∏
i∈CR

P (ni|λi(µsig, bbb,θθθ))

]
× Csyst(θθθ

0, θθθ),

(6.7)
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where nnn represents the number of events, θ the nuisance parameters, bbb the background
events, µ the signal strength, and P the Poisson distributions with expected value λ:

P (n|λ(µsig, bbb,θθθ)) =
λne−λ

n!
=

1

n!
(S +B)

n
exp−(S+B), (6.8)

where the expected number of signal and background events S+B is given by:

S+B = µsigNsig(θθθ) +
∑

i∈bkg w/out CR

Nbkg,i(θθθ) +
∑

j∈bkg w/ CR

µj ×Nbkg,j(θθθ), (6.9)

where the Csyst are the nuisance parameter constraint terms. Typically we redefine these
terms to be unit-width Gaussians translated such that they have mean 0:

Csyst
(
θθθ0, θθθ

)
→ Csyst(000, θθθ

′) =
∏

j∈systematics
G(0|θ′, 1). (6.10)

The Nj(θθθ) terms represent the predicted MC event yields in the associated region, which
are a function of the nuisance parameters (both for signal and for the SM backgrounds)
and the µj terms are the normalisation parameters which are allowed to freely float in
the fit. Notice that the µj terms are attached to specific processes, and not to specific
regions.

The statistical analysis is implemented using the HistFitter software package [175,
176], specifically the tagged version v0.64.0 using the tagging scheme of the HistFitter
software repository. Profile-likelihood-ratio test statistics, using the likelihood forms as
described in equations 6.7 - 6.10, are used to test the hypothesis of production with its
cross-section as the parameter interest. Upper limits on the parameter of interest are
derived using the CLs method [159, 160].

6.6.2 Background normalization

This section describes a background-only fit performed on real data, without signal events.

The extrapolation of MC process yields from the CR to the SR is described in equation
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Process Post-fit NF with VBF veto Post-fit NF without VBF veto

tt̄ 0.96+0.01
−0.04 0.87+0.01

−0.04

Wt 0.79+0.09
−0.10 0.75+0.24

−0.29

Z+HF 1.33+0.04
−0.04 1.14+0.07

−0.09

Table 6.17: Post-fit normalization factors for the tt̄, Wt, and Z+heavy flavor MC pro-
cesses derived from the background-only fit to data in the control regions, with and
without VBF veto.

6.11 (from [175]), where we see the µp factor, determined from the fit to data in the CR,
where it is allowed to float freely, used to determine the overall normalization of process
p in the SR.

Np(SR, est.) = Np(CR,data)×
[

MCp(SR,raw)

MCp(CR,raw)

]
= µp × MCp(SR,raw). (6.11)

Table 6.17 presents the post-fit normalization factors (NF) derived for the tt̄, Wt and
Z+HF processes, separated into two regions for each process: one where the VBF veto
is applied and one where this is not the case. It can be noted that the normalization
factor for Z+heavy flavor is fitted to relatively high values, approximately 1.33 (with
VBF veto) or 1.14 (without VBF veto). This is consistent both with our expectation on
the mis-modelling of this process ([177, 178]) as well as similar results for Z+heavy flavor
modelling in other analyses, such as the previous iteration of this analysis [118], and the
HH → bb̄ττ analysis [179]. NFs for the single top process also significantly deviate from
unity, however the uncertainties associated with these NFs are significantly larger.

In the semi-data-driven approach employed in this analysis, the NFs obtained from the
final fit will be utilized for these background processes. In this approach, the shape of the
distributions is derived from the MC samples, while the overall NFs are computed using
data from the CRs. Although all regions will be simultaneously included in the final fit, the
NFs are not expected to change significantly compared to their values as extracted from
the background-only fit, due to the dominance of their respective background processes
in the CRs, which play a pivotal role in determining the NF values.

Figures 6.18, 6.19 and 6.20 show the distributions for the leading and subleading lepton
and for the leading and subleading b-jet in the tt̄, Wt and Zll control regions respectively.
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There is agreement between data and MC distributions within the pre-fit uncertainties.

(a) Leading b-jet pT (b) Subleading b-jet pT

(c) Leading lepton pT (d) Subleading lepton pT

Figure 6.18: Pre-fit distributions for the leading and subleading lepton, b-jet in the tt̄
control region. The error bands include both statistical and all systematic uncertainties.
The normalization factors obtained from the background-only fit are applied to the tt̄,
Wt and Z+HF MC processes. Both statistical and systematic uncertainties are included.
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(a) Leading b-jet pT (b) Subleading b-jet pT

(c) Leading lepton pT (d) Subleading lepton pT

Figure 6.19: Pre-fit distributions for the leading and subleading lepton in the Wt control
region. The error bands include both statistical and all systematic uncertainties. The
normalization factors obtained from the background-only fit are applied to the tt̄, Wt
and Z+HF MC processes. Both statistical and systematic uncertainties are included.
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(a) Leading b-jet pT (b) Subleading b-jet pT

(c) Leading lepton pT (d) Subleading lepton pT

Figure 6.20: Pre-fit distributions for the leading and subleading lepton in the Zll control
region. The error bands include both statistical and all systematic uncertainties. The
normalization factors obtained from the background-only fit are applied to the tt̄, Wt
and Z+HF MC processes. Both statistical and systematic uncertainties are included.
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6.6.3 Ranking of statistical and systematic uncertainties

(a)

(b)

Figure 6.21: Comparison of statistical and systematic uncertainties for (a) the SR1 +
VBF SR and for (b) the VBF SR (ggF is hence counted as a background) on the ggF and
VBF signal strength, respectively. Systematic uncertainties are split into theoretical and
experimental, and further into jet, MC statistics and normalization systematics.

This section shows the impact of statistical and systematic uncertainties on the background-
only Asimov fit, i.e. a background fit only including MC-generated events. The ggF and
VBF categories share the same treatment of systematic uncertainties, however the very
different amount of signal events in the two cases results in a much larger impact of
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statistical uncertainties for VBF. Different systematic uncertainties also have a different
impact on the analysis for the ggF and the VBF categories.

To get a general preview of the impact of different uncertainties on this analysis based on
MC samples, figures 6.21a and 6.21b summarize the impact of statistical and systematic
uncertainties for the SR1 + VBF signal regions (ggF category) and for the VBF signal
region (VBF category) respectively. In the former, both ggF and VBF are considered
as signal, while in the latter ggF is part of the background. Both plots separate un-
certainties into statistical and systematic ones, splitting the latter into theoretical and
experimental ones and then splitting further into Jet, MC statistics and normalization
uncertainties (i.e. relative to the normalization factors derived by the CRs). Systematic
uncertainties dominate in the SR1 + VBF signal regions, while statistical uncertainties
constitute the largest contribution considering the VBF signal region only, due to the
significantly smaller number of events. With an expected integrated luminosity around
200 fb−1 for the Run 3 [180], it can be predicted that the statistical uncertainties will be
reduced by a factor of

√
140fb−1√

140fb−1+200fb−1
≈ 0.64 once the Run 3 dataset will be available.

The following iteration of this analysis will therefore benefit from significantly reduced
statistical uncertainties. Systematic uncertainties related to MC statistics, the leading
contribution to systematic uncertainties for the ggF category, could be also reduced by
employing larger-sized MC-generated samples for the following iteration of this analysis.
At that point, reducing the leading experimental systematic uncertainties would be the
highest priority to reduce the total uncertainty.

To further investigate the impact of systematic systematics, figure 6.22a shows the ranking
plots for the top 20 post-fit systematic uncertainties (both theoretical and experimental)
affecting the SR1 + VBF signal regions in the Asimov fit, while figure 6.22b shows the
same ranking plots for the VBF signal region only, treating ggF as a contribution to the
background. In the SR1 + VBF signal regions, the leading systematic uncertainty is
the interference between tt̄ and Wt, hence confirming what is stated in chapter 5 about
the large impact of this source of uncertainty. Other theoretical uncertainties, mainly
related to Z+ jets modelling, and to normalization factors dominate the top of the chart.
As for the VBF signal region, the main nuisance parameter is the Z + heavy flavour
normalization factor, followed by several jet energy reconstruction systematics.

In sight of future developments of this search, an improvement on jet energy reconstruction
systematics would significantly benefit the performance of future analyses.
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(a)

(b)

Figure 6.22: Pulls and ranking of the top 20 nuisance parameters for (a) the combined
SR1+VBF regions (considering both ggF and VBF as signal) and (b) the VBF SR alone
(including ggF signal as background) from the background-only fit. Normalization factors
are also plotted.
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Results

The cross-section for Higgs boson pair production in the SM is relatively small, with the
leading production mechanism, ggF, contributing only with 31.05 fb [12] due to negative
interference effects, and the subleading production mode VBF contributing with 1.726 fb
[181]. Hence, it has so far escaped detection at the LHC due to the insufficient amount
of collected events. The results of this search can, however, be expressed in terms of
upper limits on the production cross-section and bounds on coupling modifiers, in case
no significant excess with respect to the background expectations is found.

7.1 Yield tables and BDT distributions

Table 7.1 provides a summary of the yields in the SR1 and control regions for SM back-
ground processes, ggF and VBF signals. The table includes a breakdown of the yields
for the different backgrounds and decay channels for signal events. Table 7.2 provides a
similar breakdown for the VBF SR, categorizing events based on the final state leptons as
either same flavor (SF) or different flavor (DF). It can be noticed that the vast majority
of VBF bbZZ events are categorized as same flavour, as both leptons are decay products
of the same Z boson. Moreover, approximately 90% of ggF events are observed in the
SR1, with most of the remaining events falling in the VBF SR. In contrast, about 60% of
VBF events can be found in the VBF SR, with most of the remaining events being found
in the SR1. The control regions exhibit only minimal signal event contributions. This
illustrates how the two SRs effectively select the vast majority of signal events and how

135
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Process SR1+VBFVeto TTbarCR WtCR ZllCR
SM background

tt 556800 ± 150 433400 ± 130 2252 ± 10 34430 ± 40
tt+ V 1112 ± 4 1124 ± 5 96.2 ± 1.1 436.6 ± 1.9
single top (Wt) 16130 ± 50 13990 ± 40 2878 ± 20 1227 ± 13
single top (s/t-channel) 12.6 ± 0.8 1.20 ± 0.28 0.35 ± 0.14 0.25 ± 0.11
Z → `` (HF) 18 ± 4 3580 ± 70 521 ± 11 43050 ± 260
Z → `` (LF) 2700 ± 170 600 ± 90 55 ± 8 5430 ± 190
Z → ττ (HF) 2180 ± 40 3 ± 7 1.9 ± 0.5 4 ± 6
Z → ττ (LF) 370 ± 50 -1.3 ± 1.5 0.11 ± 0.06 0.8 ± 0.5
W+jets 0.7 ± 0.5 -0.2 ± 0.4 0.0 ± 0.0 0.0 ± 0.0
Diboson 286 ± 4 157.7 ± 2.8 38.7 ± 0.9 225.0 ± 3.3
Higgs 596.3 ± 1.1 333.8 ± 0.5 21.89 ± 0.12 47.90 ± 0.29
SSOS Fakes 18510 ± 170 10020 ± 140 529 ± 35 1360 ± 50
Total SM bkg. 614650 ± 350 463210 ± 230 6390 ± 40 86210 ± 330

Non-resonant signal, ggF
ggF HH → bbWW 8.252 ± 0.016 0.00112 ± 0.00019 0.00033 ± 0.00010 0.00139 ± 0.00020
ggF HH → bbττ 3.113 ± 0.009 0.00329 ± 0.00029 0.00067 ± 0.00015 0.0047 ± 0.0004
ggF HH → bbZZ 0.628 ± 0.005 0.00082 ± 0.00018 0.00020 ± 0.00009 0.0439 ± 0.0013
Σ ggF HH 11.993 ± 0.019 0.0052 ± 0.0004 0.00121 ± 0.00020 0.0500 ± 0.0014

Non-resonant signal, VBF
VBF HH → bbWW 0.1506 ± 0.0014 0.00013 ± 0.00004 0.0 ± 0.0 0.00009 ± 0.00004
VBF HH → bbττ 0.0533 ± 0.0006 0.000085 ± 0.000022 0.000048 ± 0.000018 0.00024 ± 0.00004
VBF HH → bbZZ 0.0096 ± 0.0004 0.000040 ± 0.000024 0.0000029 ± 0.0000016 0.00234 ± 0.00023
Σ VBF HH 0.2135 ± 0.0016 0.00026 ± 0.00005 0.000051 ± 0.000018 0.00267 ± 0.00024

Non-resonant signal, ggF+VBF
Σ ggF+VBF HH 12.207 ± 0.019 0.0055 ± 0.0004 0.00126 ± 0.00020 0.0527 ± 0.0014

Table 7.1: Yields for SM background processes and non-resonant SM ggF and VBF signals
in the bbll signal regions for the ggF analysis and control regions. The fake estimate
numbers are derived from the data-driven fake + non-prompt leptons estimate.

the VBF selection successfully identifies a phase space area enriched with VBF events
and depleted of ggF events.

To assess the performance of the BDT algorithm, figure 7.1 shows the post-fit distribution
of the three top input variables in importance ranking for the BDT algorithm. These
distributions reveal no signs of mismodeling. The signal is not visible in the plot, since
its best fit value is negative. This issue will be discussed in more detail in the following
section.

7.2 Fit

A simultaneous maximum likelihood fit of the ggF and VBF signal is performed in the
SR1, in the VBF SR and the three CRs, in order to extract the ggF and VBF cross-
sections. For the ggF category, only events in bins 9-15 were used in the final fit, while
for the VBF category only events in the 5-9 bins were used. The remaining bins were
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Process SR1 (VBF) SR1 (VBF) – SF SR1 (VBF) – DF
SM background

tt 52250 ± 50 19848 ± 28 32400 ± 40
tt+ V 193.2 ± 1.9 86.0 ± 1.2 107.1 ± 1.5
single top (Wt) 1156 ± 12 428 ± 8 729 ± 10
single top (s/t-channel) 2.46 ± 0.35 0.91 ± 0.21 1.55 ± 0.28
Z → `` (HF) 1169 ± 34 1168 ± 34 1.70 ± 0.32
Z → `` (LF) 260 ± 40 260 ± 40 0.7 ± 0.5
Z → ττ (HF) 153 ± 13 66 ± 10 86 ± 8
Z → ττ (LF) 24 ± 4 13.3 ± 2.3 10.5 ± 3.3
W+jets 0.09 ± 0.08 0.0 ± 0.0 0.09 ± 0.08
Diboson 32.3 ± 0.8 16.5 ± 0.7 15.8 ± 0.5
Higgs 104.3 ± 0.4 45.14 ± 0.27 59.12 ± 0.28
SSOS Fakes 2390 ± 60 1030 ± 40 1360 ± 50
Total SM bkg. 57730 ± 90 22960 ± 70 34770 ± 60

Non-resonant signal, ggF
ggF HH → bbWW 0.850 ± 0.005 0.423 ± 0.004 0.427 ± 0.004
ggF HH → bbττ 0.3258 ± 0.0029 0.1527 ± 0.0020 0.1731 ± 0.0021
ggF HH → bbZZ 0.0866 ± 0.0018 0.0849 ± 0.0018 0.00170 ± 0.00024
Σ ggF HH 1.263 ± 0.006 0.661 ± 0.004 0.602 ± 0.004

Non-resonant signal, VBF
VBF HH → bbWW 0.2121 ± 0.0017 0.1047 ± 0.0012 0.1073 ± 0.0012
VBF HH → bbττ 0.0763 ± 0.0007 0.0357 ± 0.0005 0.0406 ± 0.0005
VBF HH → bbZZ 0.0183 ± 0.0006 0.0180 ± 0.0006 0.00024 ± 0.00006
Σ VBF HH 0.3067 ± 0.0019 0.1584 ± 0.0014 0.1482 ± 0.0013

Non-resonant signal, ggF+VBF
Σ ggF+VBF HH 1.569 ± 0.006 0.819 ± 0.005 0.750 ± 0.004

Table 7.2: Yields for SM backgrounds and SM ggF and VBF signals in the bb`` signal
regions for the VBF analysis. The fake estimate numbers are derived from the data-driven
fake + non-prompt leptons estimate.
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Figure 7.1: Post-fit distribution of the top three variables in importance ranking for the
BDT algorithm: (a) Di-bjet mass. (b) Di-lepton mass. (c) Mass of the bb`` system. The
signal is not visible, since its best fit value is negative. The last bin of plots (a) and (c)
include overflow bins. Plot (b) does not have overflowing data because of the cut in m``

for the SR1. The total systematic uncertainties are shown as a dashed area.

excluded from the fit because their contribution to the fit was not significant and because
they were dominated by data-driven backgrounds such as tt̄ and fakes.

A negative signal strength has been extracted from the fit: µsig = −8.52+7.71
−8.43. This is

primarily attributed to the underfluctuation of data in the last bin of the NN and the BDT
distributions and to the interplay between the tt̄ background and the Z+HF background,
which led to an upward pull on Z+HF yields in the ggF signal region. Several tests were
conducted to investigate this issue, including removing the large uncertainties on Z+HF
and replacing the data in the last bin of the ggF signal region with MC-generated pseudo
data. In both scenarios, the signal yields exhibited values significantly closer to zero. The
possibility of constraining the signal yields to be greater than zero was discussed, but it
was ultimately decided to leave them unrestricted, allowing for the possibility of negative
values. This decision aims to facilitate future combination efforts with other di-Higgs
channels.

To summarize the fit, figure 7.2 shows the ggF NN and the VBF BDT distributions. The
under-fluctuation of data in the final bin of both the ggF and VBF distributions explains
the lower observed than expected limit on the two signal strengths, as showed in the
following section. See Appendix B for a summary of the ggF and VBF bins used in the
fit, together with the three CRs and their normalization factors.
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(a)

(b)

Figure 7.2: After fit yields of (a) ggF NN bins and (b) VBF BDT bins.
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7.2.1 Ranking of statistical and systematic uncertainties

In order to comprehensively assess the impact of uncertainties on this analysis, figure
7.3 presents a breakdown of observed uncertainties for the SR1 + VBF signal regions
(corresponding to the ggF category) and for the VBF signal region (VBF category). In the
former, both ggF and VBF are considered as signal, while in the latter ggF is part of the
background. Uncertainties are separated into statistical and systematic, the latter being
further split into theoretical and experimental and then further into jet, MC statistic,
signal theory uncertainties, flavour tagging and normalization uncertainties. The top 20
systematic uncertainties (including both theoretical and experimental uncertainties) are
also included in each plot, together with the normalization factors of the CRs.

As shown in the analogous study conducted on MC samples (figure 6.21), systematic
uncertainties dominate in the SR1 + VBF signal regions, although with a significantly
larger contribution from theoretical uncertainties compared to what expected from the
MC-based study, and statistical uncertainties constitute the largest contribution in the
VBF signal region, owing to the smaller number of events, followed by experimental sys-
tematics. The conclusion drawn in section 6.6.3 remains valid: it can be expected that
combining the greater integrated luminosity expected for the Run 3 and larger MC statis-
tics, statistical and MC-related uncertainties can be significantly reduced in the following
iteration of this analysis. However, the impact of theoretical uncertainties would then
be the highest priority to reduce the total uncertainty for the ggF category, rather than
experimental systematics, as previously stated according to the MC-based uncertainties
ranking.

When it comes to the top 20 systematic uncertainties impacting the SR1 + VBF and VBF
only signal regions, figure 7.3a reveals that the interference between tt̄ and Wt (evaluated
comparing the two established modeling approaches to model this interference, the DR
and DS schemes) continues to rank among the three most prominent uncertainties, as it
did in the MC-based study in section 6.6.3. This observation supports the conclusions
made in chapter 5 regarding the significant influence of this particular source of uncer-
tainty. Furthermore, uncertainties associated with Z+ jets play a prominent role in the
top 10 positions of the ranking. As for the VBF signal region, jet-related uncertainties,
together with tt̄ and Wt-related theoretical uncertainties consistently rank among the
largest contributions. The parton shower uncertainty for tt̄ is a 2-point systematic, i.e.
Pythia and Herwig show significant deviations in certain areas of the phase space, so that
neither provides results fully compatible with data, hence explaining both the pull and
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the constrains shown in figure 7.3b. This issue has been investigated and discussed by
the top and Higgs groups within the ATLAS Collaboration: as for the pulls of the Z+jets
theory NFs, they are primarily influenced by the underfluctuation of data in the last bin
of the ggF NN, causing µsig to be negative and subsequently necessitating the Z+jets NF
to compensate for it in the fit.
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(a)

(b)

Figure 7.3: Comparison of statistical and systematic uncertainties for (a) the SR1 + VBF
SR and for (b) the VBF SR (ggF is hence counted as a background). Systematic uncer-
tainties are split into theoretical and experimental, and further into jet, MC stat, signal
theory, flavour tagging and normalization systematics. The top 20 nuisance parameters
and normalization factors are also included.
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7.3 Non-resonant (SM) HH cross-section upper limits

Following the procedure described in chapter 6 we proceed to set upper limits on the signal
strength parameter µ for non-resonant di-Higgs production by employing the CLs method
[159], which calculates the ratio of the probabilities based on the s + b background-only
models:

CLs(µ) =
CLs+b

CLb
=

P(qµ > qobsµ )

P(q0 > qobs0 )
, (7.1)

where the value of µ is regarded as excluded at 95% confident level when CLs is less than
5%.

The expected and observed 95% limits on the σ/σSM for the ggF production mode, the
VBF production mode and their combination are summarized in tables 7.3, 7.4 and 7.5,
respectively, with an observed (expected) central value of 10.7 (16.6) for ggF, 118 (130)
for VBF and 9.6 (16.2) for the combined result.

−2σ −1σ Expected +1σ +2σ Observed
σ/σSM 8.0 11.1 16.6 25.6 39.9 10.7

Table 7.3: Observed and expected upper limits on the ggF-initiated non-resonant HH
production cross-section at 95% CL and their ratios to the SM prediction (σSM(gg →
HH) = 31.05± 1.90 fb [12, 182, 183, 184, 185, 186, 187]). The ±1σ and ±2σ variations
about the expected limit are also shown.

−2σ −1σ Expected +1σ +2σ Observed
σ/σSM 60 86 130 203 310 118

Table 7.4: Observed and expected upper limits using the VBF region on the VBF-
initiated HH production cross-section at 95% CL and their ratios to the SM prediction
(σSM(gg → HH) = 1.726 fb [181]). The ±1σ and ±2σ variations about the expected limit
are also shown.

−2σ −1σ Expected +1σ +2σ Observed
σ/σSM 8.0 11.0 16.2 24.7 37.6 9.6

Table 7.5: Combined observed and expected upper limits in both SR1 and the VBF SR
on the HH production cross-section at 95% CL and their ratios to the SM prediction.
The ±1σ and ±2σ variations about the expected limit are also shown.
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The results provided by the analysis described in this thesis constitute a significant im-
provement with respect to the previous ATLAS analysis on the full Run 2 dataset on
HH → bb̄WW [118], which obtained an observed (expected) upper limit on di-Higgs pro-
duction of 40 (29) times its SM prediction for the ggF production mode. This improve-
ment in the ggF channel can be explained with the optimization of the MVA algorithms
to better classify the 2b + 2` + Emiss

T events into di-Higgs, including the HH → bbZZ

and bb→ bb̄ττ processes, while in the previous iteration of this search the training of the
classifier only involved the dominant HH → bb̄WW component.

Regarding the VBF category, a new implementation in this analysis, it contributes to
improving the total performance of the analysis by lowering the observed limit from
10.7 for the ggF category only, to 9.6 for the combined observed limit. Furthermore,
it demonstrates a relatively more competitive performance compared to the ggF limit:
despite the VBF Standard Model cross-section being 18 times smaller than that of ggF,
the observed limit on VBF production is only 11 times smaller than the limit on ggF
production. This suggests that the VBF category is able to achieve a comparably higher
level of sensitivity than the ggF, showcasing its effectiveness in constraining the Higgs
boson production. Lastly, the VBF category assumes a crucial role in this analysis by
enabling the κ2V scan. This scan allows for the exploration of the coupling between two
Higgs bosons and two vector bosons, a process expected in the VBF production mode
but not in the ggF production mode.

7.4 Constraints on κ2V , κλ couplings

In addition to computing the 95% CL upper limit on the SM non-resonant HH production
cross-section, σ(pp → HH), we extend our analysis by computing the same limit as a
function of the Higgs self-coupling modifier κλ = λHHH/λSM and the Higgs-to-vector
bosons coupling modifier κ2V = cvv HHH/cvv SM , in order to evaluate the compatibility
of the data with BSM scenarios involving modified couplings. For both scans, we assume
that the top Yukawa coupling, to which HH production is also sensitive, retains its SM
value: κt = 1. This is a reasonable assumption, given its measured value of 0.94 ± 0.11

[7].

Changes to the Higgs boson self-coupling modifier κλ and the Higgs-to-vector bosons
coupling modifier κ2V from their SM values result in significant changes to the HH cross-
section as well as to the kinematics of the HH events. Upper limits are set at 95% CL
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on the HH cross-section σ(HH) for each κλ or κ2V hypothesis. The intersections be-
tween the theoretical prediction and the observed (expected) limit determine the observed
(expected) allowed range for the couplings.

7.4.1 Cross-section dependence on coupling modifiers

Figure 7.4: Feynman diagrams showing the topologies of di-Higgs VBF production modes,
with amplitudes respectively Mx, Ms and Mt.

Considering the three VBF production modes (see figure 7.4), the total VBF cross-section
can be written as follows:

σ = |κ2VMx + κV κλMs + κ2VMt|2, (7.2)

where the amplitudes Mx, Ms and Mt are complex numbers. By computing this quantity
explicitly, we get:

σ =κ22VM
2
x + κ2V κ

2
λM

2
s + κ4VM

2
t

+ κ3V κλ(M
∗
sMt +M∗

t Ms)

+ κV κλκ2V (M
∗
sMx +M∗

xMs)

+ κ2V κ2V (M
∗
t Mx +M∗

xMt), (7.3)

which can be rewritten as

σ = κ2V κ
2
λa1 + κ4V a2 + κ22V a3 + κ3V κλa4 + κV κλκ2V a5 + κ2V κ2V a6, (7.4)

where a1...a6 are real numbers.
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This expression allows us to express the total VBF cross-section as a function of the three
coupling modifiers κV , κ2V and κλ and six real numbers: a1...a6. Now, it is possible to
find these six unknown parameters by solving six equations, i.e. by extracting the total
VBF production cross-section of six MC event samples with six different coupling values.

This leads to so-called 3-dimensional bases, expressing the total VBF cross-section as a
function of the three coupling modifiers κV , κ2V and κλ, and the VBF cross-sections of
six MC samples. A possible choice of 3-dimensional base would be the following:

(κ2V , κλ, κV ) ∈
{
(3, 1, 1); (

1

2
, 1, 1); (1, 2, 1); (0, 0, 1); (1, 10, 1); (1, 1, 1)

}
. (7.5)

However, for the purpose of κλ and κ2V scans only, it has been preferred to use one-
dimensional bases, which model how the total cross-section varies for couplings fixed to
their SM values apart from a single coupling (κλ or κ2V in this case), which is left free
to float. These bases can be obtained by setting two of the three coupling modifiers to
unity in equation 7.4 and following the same procedure as before, with three unknown
parameters instead of six, resulting in one-dimensional bases with three coupling values.
Two one-dimensional bases have been considered for the κ2V scan, base 1:

(κ2V , κλ, κV ) ∈
{
(
3

2
, 1, 1); (1, 1, 1); (2, 1, 1)

}
, (7.6)

and base 2:

(κ2V , κλ, κV ) ∈
{
(
3

2
, 1, 1); (1, 1, 1); (3, 1, 1)

}
. (7.7)

Once computed the unknown parameters, the total VBF cross-section can be written as
follows for the one-dimensional base 1:

σ =
(
−4κ22V + 12κ2V − 8

)
× σ

(
3

2
, 1, 1

)
+(

2κ22V − 7κ2V + 6
)
× σ(1, 1, 1)+(

2κ22V − 5κ2V + 3
)
× σ(2, 1, 1),

(7.8)

and for the one-dimensional base 2:
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σ =

(
−4κ22V

3
+

16κ2V
3

− 4

)
× σ

(
3

2
, 1, 1

)
+(

κ22V − 9κ2V
2

+
9

2

)
× σ(1, 1, 1)+(

κ22V
3

− 5κ2V
6

+
1

2

)
× σ(3, 1, 1).

(7.9)

In principle, any choice of three distinct κ2V values in the base would allow for an exact
interpolation of the VBF. However, considering the possible imprecisions of MC generators
at very different values for the coupling modifier, it has been preferred to select bases with
κ2V values within the considered range for the relative scan. The performance of these
two bases (7.8, 7.9) has been compared and they have been found to be compatible within
MC statistics uncertainties. See appendix C for more details about a comparison of the
performances of the two bases. Base 1 has been chosen for the κ2V scan.

A single one-dimensional base has been considered for the κλ scan, where the two other
coupling modifiers are set to 1:

σ =

(
−κ

2
λ

8
+

11κλ
8

− 5

4

)
× σ(1, 2, 1)+(

κ2λ
72

− κλ
24

+
1

36

)
× σ(1, 10, 1)+(

κ2λ
9

− 4κλ
3

+
20

9

)
× σ(1, 1, 1).

(7.10)

However, to save computing resources, it was decided to use the reweighted samples, i.e.
for each κλ value in the scan, a re-weighting procedure was employed to transform the
nominal κλ = 1 di-Higgs signal sample into a signal that represents non-resonant di-Higgs
production with different κλ values.

7.4.2 Constraints on Higgs-to-vector bosons HHV V coupling - κ2V

scan

Since the VBF production mode is sensitive to the κ2V coupling while no ggF production
modes involve it, only the VBF category was initially considered for the κ2V scan, with
ggF events being treated as background. However, to facilitate combination efforts with
other di-Higgs channels, it was decided to include the ggF SR for the κ2V scan. The ggF
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SR contains VBF events and therefore it additionally adds some sensitivity to the search.
The VBF category plays the main role in imposing constraints on κ2V .

A dedicated signal template is created for each value of the coupling modifier κ2V con-
sidered in the scan, using the κ2V reweighting method. This is achieved through a linear
combination equation [188]. The background templates remain the same for all κ2V cases
and with each κ2V assumption, a limit setting is performed to get the upper limits of the
HH production.

Figure 7.5 shows the 95% CL upper limits on the VBF HH cross-section corresponding
to different κ2V values, where the κλ and κV are set to unity. The red line shows the
predicted cross-section as a function of κ2V . Table 7.6 shows the extracted limits interval
which is defined by the coupling values whose upper limits intersect with their theoretical
cross-section: [-0.3 − 2.4]. In the κ2V scan version only including the VBF category we
observed a comparable performance with an interval of [-0.5− 2.6]. This slight improve-
ment can be attributed to the contribution of VBF events still present in the SR after
the VBF veto is applied.

Figure 7.5: Expected limits at 95 % CL on the cross-section of VBF HH production cross-
section as a function of κ2V . The theory prediction curve represents the scenario where
all parameters and couplings are set to their SM values except for κ2V . The ±1σ and
±2σ variations about the expected limit computed including statistical and systematic
limits are also included.
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Observed interval Expected interval
κ2V -0.3− 2.4 -0.61− 2.68

Table 7.6: The observed and expected limit intervals on the coupling modifier κ2V

7.4.3 Constraints on the Higgs boson self-coupling - κλ scan

As both ggF and VBF production modes are sensitive to the κλ coupling, the total cross-
section σggF+V BF (HH) has been used for the κλ scan. In order to assess the sensitivity
to scenarios where κλ 6= 1 we follow a re-weighting procedure to translate our nominal,
κλ = 1, non-resonant HH signal samples to a signal representing non-resonant HH
production under non-unity κλ values. The re-weighting accounts for the kinematic and
acceptance differences that arise for other values of κλ.

For the κλ interaction, the reweighting approach differs slightly from the one employed
for κ2V , since here we consider both ggF and VBF as signals compared to the κ2V scan,
where the ggF signal was treated as background.

Figure 7.6 shows the 95% CL upper limits on the VBF HH cross-section corresponding
to different κλ values, where the κ2V and κV are set to unity. The red line shows the
predicted cross-section as a function of κλ. The dip in the proximity of the SM value is due
to the destructive interference of the two processes contributing to di-Higgs production
in the ggF production mode: the so-called box diagram and the triangle diagram (see
chapter 1). Table 7.7 shows the extracted limits interval which is defined by the coupling
values whose upper limits intersect with their theoretical cross-section: [-7.39− 15.78].

Observed interval Expected interval
κλ -7.39− 15.78 -8.97− 16.86

Table 7.7: The observed and expected limit intervals on the coupling modifier κλ
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Figure 7.6: Expected limits at 95 % CL on the cross-section of VBF HH production cross-
section as a function of κλ. The theory prediction curve represents the scenario where all
parameters and couplings are set to their SM values except for κλ. The ±1σ and ±2σ
variations about the expected limit computed including statistical and systematic limits
are also included.



Chapter 8

Conclusion and outlook

8.1 Summary of thesis achievements

Studying the properties of the Higgs boson is a promising way to gain insights about
possible BSM physics thanks to the key role this particle plays in the electroweak symme-
try breaking mechanism. Of particular interest is the study of the Higgs boson trilinear
self-coupling, which is, together with the interaction of two Higgs bosons and two vector
bosons, one of the main targets of this analysis. These properties are investigated in the
context of a search for Higgs boson pair production in 2b+ 2`+ Emiss

T final states using
the full Run 2 dataset collected by LHC.

The main background process for this analysis is top-quark pair production tt̄, which is
therefore a relevant source of uncertainty. This thesis documents a study I have carried
out on the modeling of this specific background and its interference with single top quark
events (Wt). The modeling of this process using event generators involves the simulation
of events with negative weights, which cause disadvantages that have been investigated
and reduced.

The analysis presented in this thesis has significantly improved the analysis techniques of
previous searches by optimizing the MVA algorithms to better classify the 2b+2`+Emiss

T

events into di-Higgs or background. On top of the main production mode, gluon-gluon
fusion (ggF), di-Higgs production through the subleading vector boson fusion (VBF)
process has been included for the first time in this search, a process of central importance
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for the study of the interaction of two Higgs bosons and two vector bosons, as no ggF
production modes is involved in this process.

The di-Higgs production cross-section in this channel has been constrained to be smaller
than 9.6 times its SM value at 95% confidence levels. The κλ coupling is constrained
between -7.4 and 15.8 (expected limit: -9.0 and 18.9) and the κ2V coupling is constrained
between -0.3 and 2.4 (expected limit: -0.6 and 2.7), a result close to excluding the κ2V = 0

scenario. These results constitute a significant improvement with respect to the previous
iteration of this ATLAS analysis [118] and are similar to the performance of a recent
CMS search of di-Higgs production in the bbWW channel, which has excluded cross-
section values larger than 14 times its SM value at 95% confidence levels [189]. The same
CMS analysis has constrained the κλ coupling to be between -7.2 and 13.8 and the κ2V
coupling between -1.1 and 3.2, which constitutes a less strict constraint than the one
provided by the κ2V scan performed in the analysis presented in this thesis.

8.2 Future perspectives

Searches for di-Higgs production in final states different from the one studied in the
analysis presented in this work have been performed on the full Run-2 dataset: HH →
bbγγ [190], HH → 4b [191] and HH → bbττ [163].

The results from these three channels have been combined to obtain even more stringent
limits on the signal strength [192], with the following results: an observed (expected)
upper limit of 2.4 (2.9) times the SM prediction on non-resonant HH production at 95%
CL (see figure 8.1) and a coupling strength of the Higgs boson trilinear self-coupling
modifier κλ observed (expected) to be constrained between -0.6 and 6.7 (-1.0 and 7.1) at
95% CL. Similar results have also been obtained by the CMS experiment with an observed
κλ range of -1.24 to 6.49 at 95% CL [193].

Moreover, recent studies about the projected sensitivity of Higgs boson pair production
combining the bb̄γγ and bb̄τ+τ− final states with the ATLAS detector at the HL-LHC
[194], based on extrapolations of the Run 2 analyses, cast light on the expected perfor-
mance of future analyses considering an expected integrated luminosity of 3000 fb −1 at
√
s = 14 TeV.

The estimated significance predicted for the observation of the SM Higgs boson pair
production with (without) systematic uncertainties is 3.2 σ (4.6 σ). As for future limits
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on κλ, in a scenario where a complete absence of di-Higgs production is assumed, the 95
% CL limits for κλ would be [2.0, 4.1], hence excluding both κλ = 0 and κλ = 1. However,
that is not a very realistic scenario as even in a BSM theory where the process depicted
in the ”triangle diagram” does not happen, the ”box-diagram” would still contribute to
di-Higgs production (as the coupling of the Higgs boson to the top quark has already
been measured). A more realistic SM-like scenario, where di-Higgs production under the
SM hypothesis of κλ is allowed, would result in looser 95 % CL limits: [0.0, 2.7], which
means we could still expect to exclude the no-self coupling scenario. In any case, it is
expected that a multi-channel combination with the full Run-3 dataset and including the
bb̄`` channel will result in significantly tighter limits compared to the current ones.

Figure 8.1: Observed and expected 95% CL upper limits on the signal strength for di-Higgs
production from the bbbb, bbττ and bbγγ decay channels, and their statistical combination.
The value mH = 125.09 GeV was assumed to compute the predicted SM cross-section.
The expected limit and the corresponding error bands are derived assuming the absence
of the HH process. From [192].
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Appendix A

Experimental systematics

Table A.1 lists the experimental sources of systematic uncertainty considered in the anal-
isys described in this thesis. ”NP” stands for nuisance parameter, as each of these fields
has a 1-to-1 correspondence with a nuisance parameter used in the likelihood analysis and
fitting procedure. ”Affect Type” refers to how this NP affects the object: ”weight” means
that this NP appears as an overall term in the final MC event weight, ”shape” means
that this NP affects the four-vectors associated with the objects and therefore affects the
shapes of kinematic observables associated with them.
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Description Affect Type NP Name
Electron

Identifcation efficiency weight EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR
Isolation efficiency weight EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR
Reconstruction efficiency weight EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR
Trigger weight EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR
resolution shape EG_RESOLUTION_ALL
scale shape EG_SCALE_{AFII, ALL}

Muon
Isolation efficiency weight MUON_EFF_ISO_{STAT, SYS}
Reconstruction efficiency weight MUON_EFF_RECO_{STAT, SYS}
Reco. eff. (low-) weight MUON_EFF_RECO_{STAT, SYS}_LOWPT
Trigger efficiency weight MUON_EFF_TrigStatUncertainty
Trigger efficiency weight MUON_EFF_TrigSystUncertainty
Track-to-vertex assoc. eff. weight MUON_EFF_TTVA_{STAT, SYS}
resolution (MS reco) shape MUON_MS
resolution (ID reco) shape MUON_ID
scale shape MUON_SCALE
scale (charge-dep.) shape MUON_SAGITTA_{RESBIAS, RHO}

Jet
Jet energy resolution (JER) shape JET_JER{MC, PD}_DataVsMC_{MC16, AFII}

shape JET_JER{MC, PD}_EffectiveNP_{1..12}
Jet energy scale (JES) shape JET_EffectiveNP_Detector{1..2}

shape JET_EffectiveNP_Mixed{1..3}
shape JET_EffectiveNP_Modelling{1..4}
shape JET_EffectiveNP_Statistical{1..6}
shape JET_Flavor_{Composition, Response}
shape JET_BJES_Response
shape JET_Pileup_{OffsetMu, OffsetNPV, PtTerm, RhoTopology}
shape JET_PunchThrough_{AFII, MC16}
shape JET_RelativeNonClosure_AFII
shape JET_SingleParticle_HighPt

Jet-η intercalibration shape JET_EtaIntercalibration_Modelling
shape JET_EtaIntercalibration_NonClosure_2018data
shape JET_EtaIntercalibration_NonClosure_highE
shape JET_EtaIntercalibration_NonClosure_{neg, pos}Eta
shape JET_EtaIntercalibration_TotalStat

JVT efficiency weight JET_JvtEfficiency
Flavor tagging

b-flavor (eigen. method) weight FT_EFF_Eigen_B{0..2}
c-flavor (eigen. method) weight FT_EFF_Eigen_C{0..3}
light-flavor (eigen. method) weight FT_EFF_Eigen_Light{0..3}
Extrapolation weight FT_EFF_extrapolation
Extrapolation from c-flavor weight FT_EFF_extrapolation_from_charm

|MET|
Soft term resolution shape MET_SoftTrk_{ResoPerp, ResoPara}
Soft term scale shape MET_SoftTrk_Scale{Up, Down}

|Other|
Luminosity weight LUMI_Run2
Pileup reweighting weight PU_PRW_DATASF

Table A.1: Summary listing of the experimental sources of systematic uncertainty con-
sidered in the present analysis.
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Post- fit distributions and CR
normalization factors for
HH → bb`` analysis

Table B.1 shows the normalization factors for the CRs, with VBF veto and VBF selection,
after the final fit. These results do not significantly differ from those extracted from the
background-only fit and presented in chapter 6.

Description Value
µtt̄ VBF selection 0.870+0.011

−0.03

µtt̄ VBF veto 0.957+0.009
−0.03

µWt VBF selection 0.91+0.15
−0.16

µWt VBF veto 0.82+0.07
−0.09

µZHF VBF selection 1.16+0.05
−0.06

µZHF VBF veto 1.34+0.03
−0.03

Table B.1: Normalization factors for the CRs, with VBF veto and VBF selection applied.

Figure B.1 provides an overview of the after fit yields of tt̄, Z`` and single top CRs, with
VBF veto and VBF selection, together with the VBF BDT bins and the ggF NN bins
used for the final fit. The NN and BDT bins are numbered and displayed with equal
sizes, irrespective of their widths.
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Figure B.1: After fit yields of tt̄, Zll and single top CRs, with VBF veto and VBF
selections, together with VBF BDT bins and ggF NN bins used for final fit.

Figure B.2 displays the BDT score for the SM signal in the primary VBF signal region,
including the bins not used in the final fit. The BDT bins are presented in their actual
sizes. Additionally, a ratio plot illustrating the data-to-background ratio is included. The
plot demonstrates a good agreement between data and Monte Carlo simulations.
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Figure B.2: Plot of the BDT score for the SM signal in the main VBF signal region.
The ratio plot illustrates the data-to-background ratio, with both data and MC samples
shown. Good agreement between data and MC is observed.
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Appendix C

One-dimensional bases for κ2V

parametrization

This Appendix presents a study conducted over the performance of two distinct one-
dimensional bases for the parametrization of the VBF cross-section as a function of the
κ2V coupling modifier.

Figure C.1 shows the 95% CL upper limits on the VBF HH cross-section as a function
of κ2V , while the κλ and κV are set to unity, i.e. those couplings are set to their SM
expectation values. Table C.1 shows the extracted limits interval (for both bases) which
is defined by the coupling values whose upper limits intersect with their theoretical cross-
section. Base 1 seems to provide a slightly better limit sensitivity with respect to base 2,
a behaviour not expected from first principles as any base with three distinct values for
the coupling modifier should be fully equivalent.

Base # Expected interval
1 0.2− 2.3
2 0.0− 2.5

Table C.1: The expected limit interval on the coupling modifier κ2V . Notice that this is
an early version of the κ2V scan, not the final one, which can be found in chapter 7.

As the two-dimensional bases denominated base 1 and base 2 have provided slightly
different results in the κ2V scan, a set of cross-checks have been performed to ensure that
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Figure C.1: Expected limits at 95 % on VBF HH production cross-section at the 95%
CL as a function of κ2V for base 1 (left) and base 2 (right). The theory prediction
curve represents the scenario where all parameters and couplings are set to their SM
values except for κ2V . The ±1σ and ±2σ variations about the expected limit computed
including statistical and systematic limits are also included. Notice that this is an early
version of the κ2V scan, not the final one, which can be found in chapter 7.

no problems were present in the technical implementation of the reweighting method, the
inputs to the fit, etc. More specifically, a specific coupling value combination has been
considered to compare the yield of the generated MC event sample with the prediction
provided by the interpolation. The points in the coupling modifiers space (κ2V , κλ, κV ) =

(3, 1, 1) and (κ2V , κλ, κV ) = (2, 1, 1) have been chosen to test the base 1 and base 2
respectively as they are not present in their respective base.

Base 1: yields for κ2V = 3

MC sample base 1 interpolation
21.3315 21.5825 (+ 1.1 %)

Base 2: yields for κ2V = 2

MC sample base 2 interpolation
4.849 4.8912 (+ 0.9 %)

The ≈ 1% difference between the MC sample-derived yields and their corresponding yield
value extracted from the base interpolation is significantly lower than the relative impact
on the limit interval on the κ2V scan, suggesting that the latter might also be caused by
the relatively high granularity used in this preliminary version of the κ2V scan (the final
version has a significantly finer granularity).
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To further investigate the issue, the BDT variable distributions for the MC sample and
the correspondent combination of base samples have been compared both for κ2V = 3

with base 1 and for κ2V = 2 sample with base 2.
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Figure C.2: Comparison between κ2V = 3 sample and correspondent interpolated value
from the base 1. Error bars show statistical uncertainties. (a) BDT distributions. (b)
Ratio plot.
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Figure C.3: Comparison between κ2V = 2 sample and correspondent interpolated value
from the base 2. Error bars show statistical uncertainties. (a) BDT distributions. (b)
Ratio plot.



164 Appendix C. One-dimensional bases for κ2V parametrization

As shown in pictures C.2 and C.3, the two distributions are within a few percentage points
in the most populated bins of the BDT variable distribution, and always compatible with
each other within statistical uncertainties, signalling no significant underlying issues. Base
1 has been selected for the final version of the κ2V scan.
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Summary

In a way, the quest for the ultimate constituents of matter encapsulates the essence of
fundamental science. Fig. S.1 shows the evolution of the number of fundamental particles
as a function of time.

Figure S.1: Variation of the number of elementary particles as a function of time. From
[195]

From the initial incomprehensible variety of compounds found in nature, four elements
were characterized as fundamental by Empedocles in the 5th century B.C.: water, earth,
fire and air 1. During the late antiquity and the Middle Ages, this view was discarded and
new chemical compounds were isolated and classified, a process culminating in the XIXth

century with the systematization of the Periodic Table of Elements by Mendeleev. A new
era began at the turn of the XXth century with the discovery of the electron and the
proton, which were able to account for the seemingly incomprehensible array of properties
of the chemical elements. At this subatomic scale, a number of new particles were then

1Ancient cultures in Greece, India and Tibet shared similar conceptions.
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discovered first by studying cosmic rays and then the decay products of colliding particles.
A new revolution took place in the ’60s with the introduction of the quark model, which
explained the large variety of hadrons and mesons as quark combinations, again lowering
the number of known elementary constituents of matter. Since then, new particles have
been discovered, including new quarks and leptons, as well as new bosons, with the most
recent one being the Higgs boson in 2012.

It is possible to recognize a pattern here, with long periods characterized by the discovery
of new fundamental constituents to be added to the list, followed by dramatic changes
in the theoretical framework resulting in a small number of new and more fundamental
constituents replacing the previous ones. The new theoretical framework allows to ex-
plain the properties of the previously known particles in terms of the new ones and their
interactions. Using a terminology borrowed by Kuhn (The structure of scientific revo-
lutions [196]), the former periods can be described as normal science, i.e. stages when
a dominant paradigm is active and only minor additions to it are required to fit new
experimental data to the theoretical framework. Eventually, an anomaly is detected that
cannot be explained within the same framework, so a brand new model is introduced: a
paradigm shift happens. We are currently in a phase of normal science we entered around
60 years ago and one of the main goals of modern particle physics is to establish whether
the Standard Model (SM) as we know it is the ultimate description of subatomic particles
and their interaction, or if a new paradigm shift will prove to be necessary to achieve
a better understanding of reality to a fundamental level. In both cases, testing the SM
against experimental data seems to be the best way to move forward.

The Higgs boson plays a special role in this process as it is a key ingredient in the SM.
The Higgs particle is a manifestation of the Higgs field, which is responsible for the mass
of elementary particles, such as quarks, leptons and massive vector bosons 2. With the
detection of a particle compatible with the properties of the Higgs boson by the ATLAS
and CMS experiments in 2012, the focus of Higgs physics has shifted from Higgs detection
to the study of its properties. Among the most elusive and yet insightful of them are the
trilinear and quadrilinear couplings, i.e. the parameters describing the interaction a Higgs
boson is expected to experience with other Higgs bosons. Experimentally, these interac-
tions (namely the trilinear Higgs coupling) manifest themselves in di-Higgs production, a
rare process resulting in the creation of two Higgs bosons at the same time. This thesis

2It has to be pointed out that this doesn’t mean that the mass of macroscopic bodies is entirely due
to the Higgs field; for example, most of the mass of a proton derives from the interaction energy of its
constituents (quarks and gluons), rather than from the quark masses themselves, which are a consequence
of their interaction with the Higgs field.
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describes a search for di-Higgs production in the final state with two b-quarks and two
charged leptons, performed on the data collected by the ATLAS experiment between 2015
and 2018, corresponding to an integrated luminosity of 140 fb−1 3.

While the previous iteration of the HH → bb`` analysis was only targeting the largest
di-Higgs production mode, gluon-gluon fusion (ggF), the analysis presented in this thesis
presents a category dedicated to the second-largest di-Higgs production mode, Vector
Boson Fusion (VBF), to which I have extensively contributed. The VBF analysis category
is of key importance for study of the interaction of two Higgs bosons with two vector
bosons as no ggF production mode involves that coupling. Moreover, the ggF analysis
category has been optimized taking in account the three final states bb̄WW , bb̄ττ and
bb̄ZZ, while the previous iteration of this analysis was optimized on the main one of them,
bb̄WW .

One of the main challenges of ATLAS analyses is to develop strategies to separate the
background processes sharing the same final states as the targeted process from signal
events. This task has been implemented by means of training a Machine Learning al-
gorithm to identify signal and background events based on their kinematic variables,
namely a Boosted Decision Tree algorithm. The main background process for this anal-
ysis, as well as for many other ATLAS analyses, is top-quark pair production: tt̄. This
thesis also documents a study I have carried out on the modeling of the tt̄ background,
namely on interference effects with single top quark production and the issue of negative
weighted-events.

What makes the HH → bb`` channel particularly challenging is the low cross-section of
di-Higgs production, which is more than 100 times smaller than single Higgs production.
Another factor affecting this search is the presence of neutrinos in the final state. Neu-
trinos cannot be directly detected by ATLAS, and their existence can only be inferred
by an unbalanced momentum of final state particles. Due to these factors and due to
the insufficient amount of data collected so far at the LHC, no di-Higgs events have been
detected in this search. However, it has been possible to set limits on the di-Higgs process
cross-section and on the values for the two couplings κλ, κ2V based on the observed data
and frequentist statistics, obtaining an upper limit on the cross-section for non-resonant
Higgs boson pair production of 9.6 times the SM prediction at 95 % confidence level and
excluding the ranges [-7.4, 15.8] and [-0.3, 2.4] for κλ and κ2V respectively. Different
values for these couplings compared to their SM value can result in significantly larger
production rates, for example increasing the self-coupling κλ to 10 times its SM value

3corresponding to about 1.1× 1016 proton collisions [197].
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would result in a cross-section of more than 20 times its SM value. Setting limits on
couplings is an informative approach to interpret the currently available dataset without
having sufficient data to directly detect di-Higgs production.

This search will be combined with other di-Higgs searches in other production channels
to provide even more stringent limits on the signal size and on the coupling strength. As
the LHC has entered into its third phase of data collection, Run 3, it is expected that the
analysis described in this thesis will provide a solid foundation for the setup of a newer
analysis to be performed on the full Run 3 dataset, expected to be completed by late
2025, and help towards the observation of this elusive process in future LHC runs.
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Samenvatting

Op een bepaalde manier weerspiegelt de zoektocht naar de ultieme bestanddelen van
materie de essentie van de fundamentele wetenschap. Fig. S.1 toont de evolutie van het
aantal fundamentele deeltjes als functie van de tijd.

Figure S.1: Variatie van het aantal elementaire deeltjes als functie van de tijd. Uit [195]

Uit de oorspronkelijke onbegrijpelijke verscheidenheid aan verbindingen die in de natuur
werden gevonden, werden vier elementen in de 5e eeuw voor Christus door Empedo-
cles gekarakteriseerd als fundamenteel: water, aarde, vuur en lucht 4. Tijdens de late
oudheid en de middeleeuwen werd deze opvatting verworpen en werden nieuwe chemis-
che verbindingen geïsoleerd en geclassificeerd, wat in de 19e eeuw samenkwam met de
systematisering van het periodiek systeem der elementen door Mendelejev. Een nieuw
tijdperk begon aan het begin van de 20e eeuw met de ontdekking van het elektron en
het proton, die in staat waren om de ogenschijnlijk onbegrijpelijke reeks eigenschappen
van de chemische elementen te verklaren. Op deze subatomaire schaal werden vervolgens

4Oude culturen in Griekenland, India en Tibet deelden soortgelijke opvattingen.
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een aantal nieuwe deeltjes ontdekt, eerst door de bestudering van kosmische straling en
later door de vervalsproducten van botsende deeltjes. Een nieuwe revolutie vond plaats
in de jaren ’60 met de introductie van het quarkmodel, dat de grote verscheidenheid aan
hadronen en mesonen verklaarde als quarkcombinaties en het aantal bekende elementaire
bestanddelen van de materie opnieuw verminderde. Sindsdien zijn er nieuwe deeltjes ont-
dekt, waaronder nieuwe quarks en leptonen, evenals nieuwe bosonen, waarvan de meest
recente het Higgs-boson in 2012.

Het is mogelijk om hier een patroon te herkennen, met lange perioden gekenmerkt door
de ontdekking van nieuwe fundamentele bestanddelen die aan de lijst worden toegevoegd,
gevolgd door ingrijpende veranderingen in het theoretisch kader waarbij een klein aantal
nieuwe en fundamentelere bestanddelen de vorige vervangt. Het nieuwe theoretisch kader
maakt het mogelijk om de eigenschappen van de eerder bekende deeltjes te verklaren
in termen van de nieuwe deeltjes en hun interacties. Met behulp van een terminologie
ontleend aan Kuhn (The structure of scientific revolutions [196]), kunnen de voorgaande
perioden worden beschreven als normale wetenschap, waarbij een dominant paradigma
actief is en er slechts kleine aanvullingen nodig zijn om nieuwe experimentele gegevens
binnen het theoretisch kader te passen. Uiteindelijk wordt er een anomalie gedetecteerd
die niet binnen hetzelfde kader kan worden verklaard, waarna er een geheel nieuw model
wordt geïntroduceerd: er vindt een paradigmaverschuiving plaats. We bevinden ons mo-
menteel in een fase van normale wetenschap die ongeveer 60 jaar geleden begon, en een
van de belangrijkste doelstellingen van de moderne deeltjesfysica is om vast te stellen
of het Standaardmodel zoals we dat kennen de ultieme beschrijving is van subatomaire
deeltjes en hun interactie, of dat er een nieuwe paradigmaverschuiving nodig is om een
beter begrip van de realiteit op een fundamenteel niveau te bereiken. In beide gevallen
lijkt het testen van het Standaardmodel aan de hand van experimentele gegevens de beste
manier om vooruitgang te boeken.

Het Higgs-boson speelt een speciale rol in dit proces, aangezien het een sleutelelement is
in het Standaardmodel. Het Higgs-deeltje is een verschijningsvorm van het Higgs-veld,
dat verantwoordelijk is voor de massa van elementaire deeltjes, zoals quarks, leptonen en
massieve vectorbosonen 5. Met de detectie van een deeltje dat compatibel is met de eigen-
schappen van het Higgs-boson door de ATLAS- en CMS-experimenten in 2012, is de focus
van de Higgs-fysica verschoven van de detectie van het Higgs-deeltje naar de studie van zijn

5Het moet worden opgemerkt dat dit niet betekent dat de massa van macroscopische objecten volledig
toe te schrijven is aan het Higgs-veld; bijvoorbeeld, het grootste deel van de massa van een proton wordt
veroorzaakt door de interactie-energie van de bestanddelen ervan (quarks en gluonen), en minder door
de quarkmassa’s zelf, die een gevolg zijn van hun interactie met het Higgs-veld.
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eigenschappen. Enkele van de meest ongrijpbare maar inzichtelijke eigenschappen zijn de
driepunts- en vierpunts- koppelingen, oftewel de parameters die de interactie beschrijven
die een Higgs-boson naar verwachting zal ondergaan met andere Higgs-bosonen. Exper-
imenteel manifesteren deze interacties (met name de driepunts Higgs-koppeling) zich in
di-Higgs-productie, een zeldzaam proces waarbij tegelijkertijd twee Higgs-bosonen worden
gecreëerd. Dit proefschrift beschrijft een zoektocht naar di-Higgs-productie in het verval
naar twee b-quarks en twee geladen leptonen, uitgevoerd met de gegevens die verzameld
zijn door het ATLAS-experiment tussen 2015 en 2018, wat overeenkomt met een totale
hoeveelheid data van 140 fb−1 6.

Terwijl de vorige versie van de analyse vanHH → bb`` zich alleen richtte op de grootste di-
Higgs productiemodus, gluon-gluonfusie (ggF), presenteert de analyse in dit proefschrift
een categorie die gewijd is aan de op één na grootste di-Higgs productiemodus, Vector
Boson Fusie (VBF), waar ik uitgebreid aan heb bijgedragen. De VBF-analysecategorie
is van cruciaal belang voor de bestudering van de interactie van twee Higgs-bosonen met
twee vectorbosonen, aangezien deze koppeling niet voorkomt in de ggF productiemodus.
Bovendien is de ggF-analysecategorie geoptimaliseerd voor de drie eindtoestanden bb̄WW ,
bb̄ττ en bb̄ZZ, terwijl de vorige versie van deze analyse geoptimaliseerd was voor de
belangrijkste daarvan, bb̄WW .

Een van de belangrijkste uitdagingen van ATLAS-analyses is het ontwikkelen van strate-
gieën om de achtergrondprocessen die dezelfde eindtoestand delen te scheiden van sig-
naalgebeurtenissen. Deze taak is geïmplementeerd door middel van het trainen van een
Machine Learning-algoritme om signaal- en achtergrondgebeurtenissen te identificeren op
basis van hun kinematische variabelen, namelijk een Boosted Decision Tree-algoritme. Het
belangrijkste achtergrondproces voor deze analyse, evenals veel andere ATLAS-analyses,
is de productie van topquarkparen: tt̄. Dit proefschrift documenteert ook een onder-
zoek dat ik heb uitgevoerd naar de modellering van de tt̄ achtergrond, namelijk naar
interferentie-effecten met de productie van een enkele topquark en het probleem van ges-
imuleerde gebeurtenissen met een negatief gewicht.

Wat het HH → bb`` kanaal bijzonder uitdagend maakt, is de lage doorsnede van di-Higgs
productie, die meer dan 100 keer kleiner is dan de productie van een enkel Higgs-boson.
Een andere factor die van invloed is op dit onderzoek is de aanwezigheid van neutrino’s in
de eindtoestand. Neutrino’s kunnen niet direct worden gedetecteerd door ATLAS, en hun
aanwezigheid kan alleen worden afgeleid uit een ongebalanceerde impuls van de deeltjes
in de eindtoestand. Vanwege deze factoren en het tekort aan tot zover verzamelde meet-

6wat overeenkomt met ongeveer 1.1× 1016 protonbotsingen [197].
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gegevens bij de LHC, zijn er geen di-Higgs gebeurtenissen gedetecteerd in dit onderzoek.
Het is echter mogelijk om limieten te bepalen aan de doorsnede van het di-Higgs proces en
aan de waarden van de twee koppelingen κλ en κ2V op basis van de waargenomen meet-
gegevens. Hierbij is een bovengrens verkregen voor de doorsnede van niet-resonerende
productie paren van Higgs-bosonen van 9.6 keer de SM-voorspelling met een betrouw-
baarheidsniveau van 95 %, en zijn de intervallen [-7.4, 15.8] en [-0.3, 2.4] uitgesloten voor
respectievelijk κλ en κ2V . Verschillende waarden voor deze koppelingen in vergelijking
met hun SM-waarde kunnen leiden tot aanzienlijk grotere productie-aantallen. Bijvoor-
beeld, het verhogen van de zelfkoppeling κλ tot 10 keer de SM-waarde zou resulteren in
een doorsnede van meer dan 20 keer de SM-waarde. Het stellen van limieten aan koppelin-
gen is een zinvolle methode om de momenteel beschikbare meetgegevens te interpreteren
in het geval van onvoldoende gevoeligheid om di-Higgs productie direct te detecteren.

Dit onderzoek zal worden gecombineerd met andere di-Higgs-zoektochten in andere pro-
ductiekanalen om nog sterkere limieten op de signaalsterkte en de koppelingssterkte te
bepalen. Nu de LHC zijn derde operatiefase, Run 3, is ingegaan, wordt verwacht dat de
analyse die in dit proefschrift wordt beschreven een solide basis zal vormen voor de opzet
van een nieuwere analyse die zal worden uitgevoerd op de volledige Run 3-dataset, die
naar verwachting eind 2025 zal zijn voltooid, en zal bijdragen aan de waarneming van dit
lastig te detecteren proces in toekomstige LHC-runs.
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