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Abstract—In this paper, the CMOS inverter chain buffer
is optimized for N-path filter switch drivers in a technology-
agnostic way. Figures-of-merit are proposed to minimize jitter
for minimal power dissipation with consideration of rise/fall-time.
Using these, mathematical models are derived based on a simple
circuit model and expressed for optimization as a function of
the technology-specific inverter output/input capacitance ratio,
the number of inverters, and their taper factors. This enables
finding designs with any set of taper factors that have lower
jitter than common designs for the same power dissipation by
sweeping many designs orders of magnitude faster than using
circuit simulations. Additionally, analytical equations are derived
to quickly allow a designer to find the optimal number and sizing
of inverters for the constant and exponential taper designs, either
of which is shown to be near-optimal depending on the set of
specifications.

Index Terms—N-path filter, inverter chain, buffer, switch driver
optimization, jitter, rise-time, CMOS

I. INTRODUCTION

The number of wireless communication technologies sup-
ported in one device is ever-increasing. To tackle the accom-
panying technical difficulties, flexible filters are required. N-
path filters offer excellent programmability and scale well with
advancing CMOS technology [1], [2]. The disadvantage of
N-path filters is the high power dissipation for the clock-
generation circuitry and the drivers of their relatively large
switches [3]. The clock drivers in N-path filters are commonly
designed with inverter chains to buffer the clock generator’s
high-impedant output to the switches’ large capacitive input.

There is extensive literature available on CMOS inverter
chain buffer optimization for digital applications tailored to-
wards minimizing propagation delay [4]–[6], in many in-
stances also combined with area and power optimization [7]–
[13]. The propagation delay, however, is not a key concern
for N-path filter switch drivers, because only relative phase
differences between the clock paths matter. Optimization of
inverter chain buffers for N-path filters is lacking in the
literature; only phase variation caused by mismatch has been
analyzed [14], [15]. The goal of this paper is, therefore, to
optimize the CMOS inverter chain specifically for N-path
filters.
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Fig. 1. Clock signals driving the switches in a 4-path filter.

To optimize the inverter chain, a basic inverter chain model
will be created and the key N-path filter specifications and
their trade-off with power dissipation will be expressed in
figures-of-merit (FOMs) in Section II. In Section III, the FOMs
will be expressed in mathematical models for optimization.
For these, numerical simulations are set up in Section IV to
find the optimal designs. The results are validated with circuit
simulations in GlobalFoundries’ 22nm FD-SOI technology in
Section V. Conclusions are drawn in Section VI.

II. SYSTEM MODEL

The most basic N-path filter with four paths and the clock
signals that drive the switches is shown in Fig. 1. During one
clock cycle, each switch is closed and opened once, such that
always just one switch is conducting. After many clock cycles,
only input signals close to the clock frequency remain on the
capacitors: the N-path filter behaves like a band-pass filter [1].

A. Assumptions

In this paper, assumptions are made to reduce the design
space and simplify the calculations. The impedance that is
driven by the inverter chain buffer is assumed to be an NFET
switch that is modeled as a load capacitance (CL) to ground.
One unit inverter with equal rise (tr) and fall-time (tf) is
assumed to be available that is scaled to the required width
depending on the position in the buffer chain. Equal tr and tf
is used to minimize the off-time for preventing clock overlap,
because it reduces N-path filter attenuation [16], [17] and its
duration is determined by the slowest edge. The tr is defined
here from 20% to 80% of the supply voltage VDD and tf vice-
versa based on the assumption that the input of the N-path
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Fig. 2. Generalized inverter chain model with explicit parasitic capacitances.

filter switch is well below its threshold voltage (VT) at 20%
of VDD and well above VT at 80% of VDD. It is assumed that
leakage power dissipation (Pleak) can be neglected, as N-path
filters operate at relatively high frequencies.

B. Specifications

Local oscillator jitter (JLO) is a key metric, as it degrades
the N-path filter’s performance [18], [19]. Two significant
contributors to JLO are stochastic jitter (Jstoch), due to noisy
transistors, and deterministic jitter (Jdet), due to mismatch
between chains. The inverter chain can be scaled together with
the clock generator to trade power dissipation (P ) for JLO, as
both Jstoch [20] and Jdet [21] are inversely proportional to P ,
which is also a key metric for N-path filters. Hence, a FOM
can be defined as the product of P and JLO [15], which for
Jstoch and Jdet then are

FOMPJs ≜ P · Jstoch (1)

FOMPJd ≜ P · Jdet (2)

The chain output rise-time (tr,N ) should be low enough
to negligibly impact the N-path filter’s noise performance
[22]. By scaling, tr is decreased at the cost of P , which is
roughly inversely proportional when operating well below the
transit frequency. Hence, tr,N should also be considered when
optimizing for minimum jitter.

C. Inverter Chain Model

A basic inverter chain model with N inverters is shown
in Fig. 2. The ith inverter is the (i − 1)th inverter scaled by
the ith taper factor (ρi). Each inverter has an input (Cin,i)
and output capacitance (Cout,i), which is equal to the average
equivalent input and output capacitance, respectively, during
a clock edge. The ratio between Cout and Cin is technology-
dependent and denoted here by λ, commonly assumed to be
approximately 1 in bulk CMOS [12], [13], [15], but is expected
to be lower in SOI technology where source-bulk and drain-
bulk parasitics are reduced. To keep the model generalized, the
first inverter can either model the clock output impedance in
the optimization or the first inverter can be sized such that Cin,1
is equal to a specified clock load capacitance. The product of
the taper factors up to and including the ith inverter and the
product of all the taper factors are defined as

Γi ≜
i∏

j=1

ρj and ΓN ≜
CL

Cin,1
=

N∏
i=1

ρi (3)

The inverter chain buffer was originally proposed with a
uniform taper that is calculated by [4], [23]

Vout,i

Vin,i
gm,i(Vin,i -VT)+

-
Cin,i+1Cout,iin,i

Iout,i

Fig. 3. Circuit model of the ith inverter in a chain.

ρi =
N
√
ΓN ∀i (4)

A more accurate constant taper model includes Cout [5]. How-
ever, any set of taper factors is possible and could outperform
a constant taper design on some specifications. Examples
include a uniform taper chain with a different taper factor in
the last inverter [8], a non-uniform taper chain optimized for
minimum power-delay product [11], a variable taper chain that
depends on a unified design metric [13], and an exponential
taper chain that is calculated by [10]

ρi = Γ
2i

N(N+1)

N (5)

D. Inverter Model

As shown in Fig. 3, the ith inverter of a chain is modeled as a
voltage-dependent current source with additional noise current
in,i that drives its load (inverter i+1 or the N-path filter switch)
by charging Cout,i and Cin,i+1. It assumes no output current
(Iout,i) if the input voltage (Vin,i) is below VT, which is assumed
to be equal for the rising and falling edge for simplicity.
The thermal noise is assumed to be dominant over 1/f noise
because in clock buffers there is no jitter accumulation from
feedback [24], [25]. The current thermal noise spectral density
is 4kBTγgm,i [26], where kB is the Boltzmann constant, T is
the temperature, and γ is a noise coefficient that is typically
between 2/3 and 3/2 [27]. In the next section, the FOMs are
derived using the models from this section.

III. DERIVING FIGURES-OF-MERIT

A. Dynamic Power Dissipation

As Pleak is ignored here, the dynamic (Pd) and short-circuit
(Psc) dissipation are left. A mathematical model for P that
generates a technology-independent optimization scheme re-
quires a separable product of a function of only inverter chain
parameters and a function of technology-dependent constants
for Pd and Psc. This is not possible, however, because unlike
Pd, Psc is dependent on tr. The relation between Psc and tr
is approximately proportional [7]. As tr,N needs to be small
enough and both Pd and Psc are proportional to transistor
width, only Pd is considered here, similarly to [15]. By
approximation, Pd = fcV

2
DDC [28], where C is the capacitance

that is switched each clock cycle and fc is the clock frequency.
The capacitance driven by the ith inverter is Γi−1Cin,1(ρi+λ),
which results in

Pd = fcV
2

DDCin,1

N∑
i=1

Γi−1(ρi + λ) (6)
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B. Stochastic Jitter

To find an expression for Jstoch using the circuit model in
Fig. 3, it is taken that Iout,i is constant and approximately
equal to gm,i (VDD − VT), where gm,i is the average equivalent
transconductance during a transition. The delay of the ith

inverter (td,i) is then implicitly defined by the time Iout,i+ in,i
requires to charge Cout,i and Cin,i+1 to VDD/2. Following [29],
the variance of td,i is

σ2
td,i

=
1

I2out,i

〈(∫ td,i

0

in,idt
)2
〉

=
kBTγVDDgm,i(Cout,i + Cin,i+1)

I3out,i
(7)

where ⟨·⟩ denotes the expected value. Due to noise inde-
pendence, the sum of the jitter generated by each individual
inverter is equal to the total Jstoch. As Cout,i + Cin,i+1 =
Cin,i(ρi + λ) and gm,i, Cin,i, and Iout,i are Γi−1 times larger
than gm,1, Cin,1, and Iout,1, Jstoch can be calculated with

Jstoch =
kBTγVDDgm,1Cin,1

I3out,1
·

N∑
i=1

ρi + λ

Γi−1
(8)

Combining (6) and (8) shows that FOMPJs is proportional to

FOMPJs ∝

(
N∑
i=1

Γi−1(ρi + λ)

)
·

(
N∑
i=1

ρi + λ

Γi−1

)
(9)

C. Deterministic Jitter

Expressed as a function of constant taper factor ρ, N , and
λ, Jdet is proportional to σ2

tdet int,1
, the intrinsic deterministic

jitter of the first inverter when it is unloaded [15]. Due to
its independence from ρi, N , and λ, it can be considered
a constant in the optimization. Rewriting with this paper’s
definitions, Jdet for any set of taper factors is

Jdet = σ2
tdet int,1

·
N∑
i=1

(
1 + ρi

λ

)2
Γi−1

(10)

Combining (6) and (10) shows that FOMPJd is proportional to

FOMPJd ∝

(
N∑
i=1

Γi−1(ρi + λ)

)
·

(
N∑
i=1

(
1 + ρi

λ

)2
Γi−1

)
(11)

D. Rise-time

Fig. 3 is used as circuit model for tr, where Vin,i is the
previous output voltage (Vout,i−1). As long as Vout,i−1 < VT,
Iout,i = 0 A. When Vout,i−1 > VT, Iout,i = gm,i(Vout,i−1 − VT)
until it is turned off again when Vout,i = VDD. The model is
simplified by considering every edge a rising edge as tr = tf
and by assuming the intrinsic tr of an unloaded inverter (tr int)
is independent of its size. The resulting model is

Vout,i(t) = min
(
VDD,max

(
0,

0.8VDD

tr int(VDD − VT)
·

λ

ρi + λ
·
∫ t

0

(Vout,i−1(t)− VT)dt
))

(12)

By iterating this from the first to the last inverter, Vout,N is
found numerically. To obtain tr,N , the time between the points
that Vout,N is at 20% and 80% of VDD is calculated. The input
signal of the inverter chain is modeled as a finite ramp function
(min(VDD,

0.6VDD
tr,in

t)) with some reasonable rise-time (tr,in). No
analytical expression can be found for tr,N because (12) can
only be solved numerically.

IV. ANALYTICAL AND NUMERICAL OPTIMA

The constant taper factor, as defined in (4), optimized for
FOMPJs (ρc,s) and FOMPJd (ρc,d) can be derived analytically
by equating the FOM’s derivative with respect to ρc,s or ρc,d
to 0 and then solving for ρc,s or ρc,d to find

ρc,s = 1.5 + 0.5λ+
√

0.25(λ+ 5)2 − 4 (13)

ρc,d = 1 + 0.25λ+
√
(0.25λ+ 2)2 − 3 (14)

As λ > 0, there is no physically possible λ that results in
ρc,s = ρc,d, indicating a trade-off between Jstoch and Jdet. The
variables should be equal in the mathematical models and the
circuit simulations for the validation. Hence, Cin,i and Cout,i
can be found by curve-fitting a rising edge. For a 22nm FD-
SOI circuit simulation, this gives λ ≈ 0.5, which results in
ρc,s ≈ 3.6 and ρc,d ≈ 2.4. As N can only be an integer, it
was verified numerically that rounding ln(ΓN )/ln(ρc,s/d) to the
nearest integer gives the N that results in a minimum for (9)
and (11). For example, optimizing for FOMPJs with ΓN = 100
gives N = 4 and ρi = 3.16.

Matlab scripts are written that calculate the FOMs and
search for optimal designs by randomly generating 1,000,000
sets of taper factors for all N ≤ Nc + 3, where Nc is the
calculated optimal N for the constant taper design, with each
factor uniformly distributed between 0 and 1 and normalizing
each set such that its product is equal to ΓN . The design that
has the lowest simulated FOM is extracted as the optimum.
Optimization algorithms could be used for even lower compu-
tation time. Both in the numerical and the circuit simulations,
tr,in is set to 5 ps and VDD to 0.8 V. With a circuit simulation
it was found that tr int ≈ 2 ps and VT ≈ 0.2 V .

V. SIMULATION RESULTS

The designs found in the previous section are simulated in
22nm FD-SOI on schematic level with the tt pre simulation
setting that includes the most relevant layout parasitics includ-
ing lower metals. Super-low VT FETs are used with minimum
channel length (20 nm) and 80 nm and 96 nm gate finger
width for NFET and PFET, respectively, to achieve equal tr
and tf. The first inverter has 26 gate fingers (Cin,1 ≈ 10 fF)
to minimize quantization effects. To get ΓN equal to 100,
which is reasonable for N-path filters, CL is set to 1 pF. The
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Fig. 4. Numerical simulations of the FOMPJs and FOMPJd design space
including the randomly generated designs with Γ = 100, showing that the
simple exponential tapers are near-optimal for these individual metrics. The
axes are relative to the constant taper designs. A lower FOM is better.

Fig. 5. Circuit simulations with Γ = 100 in 22nm FD-SOI that verify the
numerical simulation results.

ith inverter is sized by setting the number of gate fingers to
⌊26 · Γi−1⌉. The input signal is a 25% duty cycle 2 GHz
pulse wave. Using a periodic steady state noise simulation
with SpectreRF, Jstoch is found directly, while Jdet is found
from the variance in propagation delay in 500 Monte Carlo
simulations for local mismatch.

The results of the numerical simulations with ΓN = 100
using the mathematical models are shown in Fig. 4 for the
exponential taper, as defined in (5), and the best designs
from the random generations in Matlab relative to the con-
stant taper designs, as defined in (4). The optimum set of
taper factors for FOMPJs is {2.14, 2.10, 2.76, 8.05} and for
FOMPJd {1.80, 1.85, 2.00, 2.68, 5.59}. To show the effect of
optimization for one FOM on the other, FOMPJs is plotted
on the y-axis, FOMPJd on the x-axis, and the predicted tr,N
in 22nm FD-SOI is annotated. The results of the 22nm FD-
SOI circuit simulations of these designs are shown in Fig. 5.
The prediction of tr,N is reasonably accurate, but some errors
are caused by the simplification that tr int is independent of
the inverter size, which neglects the metalization effects in
the 22nm FD-SOI models. However, the mathematical models
can predict which designs have a certain relative improvement,
as is verified in Fig. 5. The exponential taper designs shown
here have a lower FOMPJs and FOMPJd than the constant taper
designs not because they produce less jitter, but because they
dissipate significantly less power due to their smaller size.

The circuit simulations, as shown in Fig. 5, indicate that

the exponential taper design is near-optimal for FOMPJd . It
has 4.4 ps more tr than the constant taper design that is
optimized for FOMPJd , but has a better FOMPJs as well as a
better FOMPJd . For the 125 ps pulse width in these simulations,
4.4 ps is rather insignificant, which makes the exponential
taper preferable. However, at frequencies where the increase
in tr is significant, the constant taper is preferable.

It was assumed that Psc is a negligible part of P . However,
because input and output transition times are typically approx-
imately equal, Psc can be similar to Pd, as was verified with
circuit simulations. Including Psc will increase the accuracy
of the mathematical models and, hence, likely reduce the
deviations between the numerical and circuit simulations in
Fig. 4 and Fig. 5.

The numerical simulations found designs that improve
FOMPJs and FOMPJd relative to the constant and exponential
designs, as is verified in Fig. 5 for the individual designs that
achieved either the best FOMPJs or FOMPJd . Furthermore, the
circuit simulations show that the optimized N for the constant
taper design (which is 4 for FOMPJs and 5 for FOMPJd , as
shown in Fig. 4) is also optimal for the exponential taper
design (with only one exception, not shown in Fig. 5, that
occurred in the simulations that degraded the FOM by a mere
3%). Hence, (13) and (14) provide a quick method to find the
optimal constant and exponential taper designs analytically, as
is verified with 22nm FD-SOI simulations.

VI. CONCLUSIONS

In this paper, a CMOS inverter chain is optimized for N-path
filters in a technology-agnostic way. The inverters are modeled
as voltage-dependent current sources with input and output
capacitance. The most critical parameters for N-path filters,
stochastic and deterministic jitter, rise and fall-time, and power
dissipation are expressed as a function of the technology-
specific inverter output/input capacitance ratio, the number
of inverters, and their taper factors. Using FOMs that relate
stochastic and deterministic jitter to power dissipation, the op-
timal designs are found empirically, which are then simulated
in GlobalFoundries’ 22nm FD-SOI technology. The simple
models enable one to quickly find solutions with less jitter
than existing solutions for the same power dissipation using
numerical simulations. Still, it is shown that the exponential
taper design is near-optimal due to its power efficiency, as
long as the resulting rise and fall-times are well below the
local oscillator’s period. The constant taper design is better at
(much) higher frequencies, as its rise and fall-times are lower.
For both, a simple equation is presented that calculates the
optimum number of inverters in the chain (and thereby also
their sizing), such that very little time is required for a near-
optimal buffer design.
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