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Abstract

A Micro Hydro-Power Plant (MHPP) is a suitable and effective mean to provide electric power to rural remote communities without
harming the environment. However, the lack of resources and technical training in these communities frequently leads to designs
based of rules of thumb, compromising both the generation capacity and efficiency. This work makes an attempt to address this
problem by developing a new tool to design the layout of MHPP. The proposed mechanism relies on a discrete topographic survey
of the terrain and utilizes a Genetic Algorithm (GA) to optimize the installation layout, making it possible to explicitly incorporate
requirements and constraints, such as power supply, cost of the installation, available water flow, and layout feasibility in accordance
with the real terrain profile. The algorithm can operate in both single-objective mode (cost minimization) and multi-objective mode
(cost minimization and power supply maximization), including in the latter Pareto dominance analyses. The algorithm is applied
to a real scenario in a remote community in Honduras, obtaining good results in terms of generation capacity and cost reduction.
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1. Introduction

During the last decades, the positive effects of improving
energy access on numerous factors such as health, education,
economy and environment conservation, among others, have
been proven. It is considered an efficient tool towards poverty
eradication, leading developing countries towards a sustainable
development [1, 2].

Despite of the fact that electrification is a significant goal for
growth, around 800 million people still lacked access to elec-
tricity in developing countries in 2019, according to the World
Data Bank [3]. Despite of the improvement achieved during
the last years, a significantly negative impact has been recently
caused in the energy marked due to the Covid-19 pandemic.
In this context of crisis that is being faced by the government,
pressure over utilities, electricity and other access providers has
caused the increase of borrowing rates in countries with a large
access deficit [4]. In this context, a crucial contribution to min-
imize the coverage of basic energy needs can be made by Re-
newable Energy Resources (RES). According to the Organiza-
tion for International Co-operation and Development (OECD)
[5], the share of renewable energies in electricity production has
grown by a record of 2.3 % in 2020.

1.1. Renewable Energy Resources
In the next five years, electricity production from RES is

expected to rise by almost 50%, to nearly 9,745 TWh. This is
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equal to the added demand of China and the European Union.
Among the different RES alternatives, hydro-power remains as
the primary source of renewable electricity generation. This is
due to its high efficiency [6] and availability [7]: feasible hydro-
power estimated at almost 15,000 TWh/year is still present in
the world today. It is relevant to note that new policies, ori-
ented to encourage the installation and usage of renewable en-
ergy, are therefore evolving. For example, with the Environ-
ment & Energy Package 2030, the European Union has intro-
duced a straightforward roadmap aimed at achieving a 32% rise
in renewable energy integration and a 40% reduction in Green-
house Gas (GHG) emissions compared to 1990 [8]. Also, the
renewable energy sector could contribute to reactivate the cur-
rent economic slowdown scenario affected by Covid-19 in these
medium-term plans. By targeting remote and isolated areas,
RES are even more important due to their ability to exploit
isolated natural resources around the world. In this particular
context, the role of Micro-Hydro Power Plants (MHPPs) is of
especial relevance, as they constitute an efficient and affordable
way to deal with traditional energy poverty scenarios [9, 10].

1.2. The challenge of optimizing MHPPs

The use of MHPPs is emerging as a decentralized source
particularly used for meeting local energy demand. An intro-
ductory review of the different types of models and the most
common techniques to evaluate the cost of hydro-power projects
can be found in [11]. MHPPs are simple and robust installations
with minimal equipment and labor requirements. This, together
with its low cost and reduced environmental impact, makes this
form of installation ideal for supplying remote communities
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with electricity, where the complexity of the land makes it diffi-
cult to link them to the main electricity grid [12]. These reasons
have put MHPPs in the spotlight, becoming the subject of ex-
tensive studies by the scientific community and collaboration
platforms during the last decades [13].

Despite of these advantages [14, 15], the design of MHPP
installations for rural remote supply raises several challenges,
especially given the context of poverty and lack of resources,
which typically translates into sub-optimal systems. These is-
sues are related to the complexity of the optimization problem
that results of the design stages of a MHPP (such as choos-
ing and sizing the equipment or finding the most adequate em-
placement), and have been extensively discussed in the litera-
ture [16, 9, 17, 17].

A recurrent problem in this type of facilities is the increas-
ing seasonal shortfall in electricity supply from standalone MHPP.
In hot and dry seasons, the water flow is low, and consequently,
the system cannot provide a high amount of power [18]. To
overcome this limitation, hybrid installations that combine more
than one renewable energy source are employed. For instance,
in [19], solar and wind energies are introduced as complemen-
tary energy sources. In addition, in this study a cost analy-
sis is performed. The analysis carried out in [20] intends to
achieve a compromise between economic and environmental
performance, when an MHPP shortfall is complemented by diesel
generators, photo-voltaic plants, and energy storage systems.
Although from an environmental point of view, hybrid systems
are promising, the obtained results turn out that they are only
economically viable for larger installations. Another alterna-
tive to increase the viability of these installations is using water
distribution systems. The authors in [16] demonstrate that the
cost of this installation can be noticeably reduced with the use
of already existing infrastructures. In [21] a methodology to
quantify the potential for hydro-power based on the excess en-
ergy in a water distribution network is proposed and applied to
a real case.

Despite the variability in the power output of MHPP, these
installations remain one of the best options for isolated areas
without access to the main electricity grid. Therefore, and in
order to increase its viability, many studies on the optimization
of these installations have been carried out [9, 17, 22]. Two
main problems are addressed in the literature on the optimiza-
tion of MHPP installations: (i) on the one hand, the choice of
the turbine, i.e. the selection of the head, runner diameter, etc
(an interesting review of different types of turbines and their
performance is presented in [9]), and (ii) the optimization of
the layout, i.e. the design and location of the components that
constitute the facility (an overview of micro-hydro systems is
presented in [17], where some of their basic components like
turbine and generator are explored). Moreover, a review of
works assessing the impact and identifying escalating policy
issues related to MHPP installations can be found in [22]. An
interesting tool for MHPP design can be found in [23]. This tool
analyzes and estimates the most important economic indices of
an MHPP using the sensitivity analysis method. Furthermore,
by comparing the technical, economic and reliability indexes,
the proposed approach determines its optimal installation ca-

pacity.
When focusing on the optimization of the installation many

approaches can be found [24, 25, 26]. For instance, in [24]
a numerical model is developed in which the technical perfor-
mance, energy production, maintenance and operational costs
of a hydro-power plant are obtained for different proposed de-
signs. In [27], an increase in the capacity of an existing hydro-
electric plant is addressed. To do that, a new surge tank is built
and the size of a diaphragm between the bottom of the new bal-
ance shaft and the race tunnel is optimized to ensure safe pres-
sure in the race tunnel. Regarding the optimal operation of the
hydroelectric power plant, in [28], the authors show how model
predictive control can be used to overcome prediction errors in
the available water in the reservoir and, therefore, improve the
operation and the efficiency of the system.

Furthermore, the work in [26] presents the most important
features of the turbine model from a control point of view. Var-
ious control methods are analyzed taking into account the com-
plexity of the method, dynamics, adaptability and applicability.
Other alternatives are based on optimizing existing installations
to increase the potential power generation [25]. Some authors
also propose to optimize the operation of the plant without a re-
location of their components. For instance, in [29] the authors
introduce a linear objective function as an alternative to a non-
linear form with the aim of maximizing hydro-power energy
generation.

The aforementioned references reveal that the complexity
of the problem, and generally, the difficulty of optimizing the
installation designs using conventional gradient-based optimiza-
tion strategies. For this reason, the use of computational intelli-
gence approaches and their application to this kind of problems
has gained great importance [30, 31, 32].

In [30], the authors develop a numerical optimization method-
ology, which is applied to a Turgo water turbine in order to
find the best blade that maximizes the attainable hydraulic ef-
ficiency of the runner. The problem is solved with stochastic
optimization using evolutionary algorithms. Other works use
an evaluation algorithm that simulates in detail the plant oper-
ation during the year and computes its production results and
economic indices [33]. The authors reveal that the optimal siz-
ing in terms of economic benefits of the investment does not
coincide with the one that maximizes exploitation of the hy-
draulic potential. Similarly, in [34] the jet-runner interaction of
a Pelton turbine in various operation conditions is studied. In
addition, a numerical design optimization of the bucket shape is
performed. In this case, the authors employ a Lagrangian for-
mulation and solve the problem using evolutionary algorithms.
Moreover, [35] investigates the potential of using a proposed
meta-heuristic method to provide optimal operations for multi-
reservoir systems, with the aim of optimally improving hydro-
power generation. An interesting work can be found in [36],
where the authors propose a theoretical analysis to find the op-
timal penstock for low head plants. This work is of especial rel-
evance, given that it addresses the optimization problem from
an elegant analytical approach, which requires a strong simpli-
fication of the problem geometry. In particular, the analysis
draws from a 2D formulation of the MHPP layout, which, in
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addition, is considered as a rectilinear segment. Despite of the
elegance of the obtained result, there are some factors that limit
its implementation. For example, a river profile with a highly
irregular profile may differ too much from the model.

An improved approach can be found in [37], where a method-
ology is proposed to address the optimization problem con-
sidering any arbitrary 2D river profile. As the authors point
out, this consideration increases the complexity of the problem
and thus meta-heuristic approaches are suggested. Although
this same strategy has been improved in later works [31, 32],
none of them considers a precise 3D approximation of the river,
which extremely affects the optimality of the installation.

This paper proposes a 3D formulation of the problem, and
a Genetic Algorithm (GA) [38] to determine the optimal layout
of the MHPP. To this end, the problem is stated as a constrained
optimization problem that accounts for the generated power of
the plant and its cost, including both the cost of the equipment
and the civil works involved. The paper extends the previous
work proposed by the authors in [31], where two-dimensional
approximations of the river profile were considered. In this
case, the novel formulation permits the consideration of the 3D
terrain.

1.3. Contributions

This work proposes a novel strategy to address the opti-
mization of an MHPP, by means of a formulation, to permit the
explicit consideration of the real 3D terrain geography. This al-
lows to make the most of the geographic particularities, such as
river curvatures or cliffs.

It is also relevant to note that the methodology proposed
constitutes a versatile framework for further applications in the
optimization of MHPPs, enabling the consideration of addi-
tional elements (distribution grid, access or impassable or re-
stricted areas) or its application to similar applications (road
paths or piping systems).

The main contributions of this paper are:

• A novel three-dimensional approach is developed. This,
in contrast to the two-dimensional approaches proposed
in the literature, not only provides with better solutions
that are not considered by the latter, especially in rivers
with a high curvature, but also avoids errors that might
appear when translating a 2D solution into the real 3D
terrain.

• Development of a robust and efficient discrete formula-
tion of the MHPP design problem to include the 3D ter-
rain height map on a discrete basis.

• Development of a GA to determine the optimal layout
of an MHPP, subjected to real topographical data of the
MHPP emplacement. The proposed approach takes into
consideration the power generated and the cost involved
in equipment acquisition and civil works involved.

• Validation of the GA (in both single and multiobjective-
mode) to design a MHPP in a real emplacement, using
a piece of topographic data, including the comparison of

the results with those obtained using a simplified, 2D-
based simpler approach.

• Establishment of a a versatile framework for further ap-
plications in the optimization of MHPPs, enabling the
consideration of additional elements (distribution grid,
access or impassable or restricted areas) or its application
to similar applications (road paths or piping systems).

The paper is organized as follows. First, Section 2 intro-
duces the mathematical modeling of all the elements that con-
stitutes the MHPP together with the corresponding cost terms
and restrictions. Section 3 introduces the discretization of the
terrain and the formal problem statement. In Section 4 the ge-
netic algorithm proposed to solve the problem is presented. Fi-
nally, Section 5 presents and discusses the results obtained, and
in Section 6 the main conclusions and further work lines are
drawn.

2. Model of a MHPP

The working principle of a MHPP lies is the transformation
of the potential energy of a natural water flow into electrical en-
ergy. This is done by extracting a portion of the flow and driv-
ing it downhill through a long pipe called penstock (see Fig. 1).
This pipe is composed of a certain number of straight pipe seg-
ments, connected to each other by pipe elbows. These con-
sist in heavy concrete blocks that are built in-situ at the ground
level. At the end of the penstock, the kinetic energy of the flow
is transformed into electrical energy by means of a generation
unit, which consists of a water turbine and a generator. These
elements are typically installed in a small building called pow-
erhouse, placed besides the river, in such a way that the water
flow is easily returned back to its natural course after exiting the
turbine.

Penstock

Village

Dam

Powerhouse

Figure 1: Basic scheme of a MHPP

It is relevant to note that, as only the dam and the power-
house are required to be place along the river, an adequate 3D
modeling of the terrain enables the penstock layout to save no-
ticeable curves with straight segments, resulting in cheaper and
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more efficient installations. This constitutes the main motiva-
tion of this work, and the challenging complexity increase with
respect to the 2D approaches that have been traditionally ad-
dressed in the literature [32, 36].

There are two main variables that determinate the perfor-
mance of the plant: the gross height of the installation, Hg, and
the length of the penstock, Lp. In rough terms, a high gross
height would allow a higher level of power generation, but a
long penstock would imply a higher friction loss, and thus a de-
crease in the efficiency of the plant (and an increase of its cost).
In addition, the diameter of the penstock, Dp, has a noticeable
impact: the higher the diameter, the lower the losses due to fric-
tion, but the higher installation costs.

2.1. Layout of the plant

Let the terrain height profile be considered as a surface de-
fined by a function f (x, y) that, for a certain couple of latitude-
longitude coordinates x, y, determines the topographic height
z = f (x, y) at that location.

The plant layout can be described as a set of ordered points,
which in the developments to follow are referred as nodes, con-
nected to each other on the x, y-map and defining the penstock
deployment. Thus, the first and last nodes represent the location
of the dam and the powerhouse, respectively, while the interme-
diate ones represent pipe elbows (angled connections between
two consecutive straight pieces of the pipe).

Using this scheme, any arbitrary set of nodes, (xi, yi), from
the x, y-map would represent a layout, defined by the broken
line that connects them in ascending z-order (given that the
penstock must have a non-negative slope). This layout can be
parametrized by its arc-length as

∆(s) =
(
∆x(s),∆y(s)

)
An example of a possible layout with 4 nodes has been rep-

resented in Fig. 2 for an arbitrary emplacement.

Figure 2: Example of a layout ∆(s) (red line) on an arbitrary terrain. The gray
lines represent the contour height curves (continuous) and river (discontinuous).
Note the location of the dam ( ), elbows ( ) and powerhouse ( ) have been
indicated.

Nevertheless, it is relevant to note that only those combi-
nations whose end nodes (the emplacement of the dam and the
powerhouse) are placed on the river would represent possible
layouts. For this reason, the profile of the river on the map is
also considered in the problem formulation, as will be discussed
later.

On the other hand, although the nodes belong to the ter-
rain surface, the penstock that results from their connection will
not, and thus a certain gap between the penstock and the terrain
is expected to be formed, which has implications on the civil
works required.

2.2. Performance of the plant
The power delivered by the installation, P, can be deter-

mined by
P = ρgQHtη, (1)

where ρ represents the density of the water, g is the accelera-
tion of gravity, Q the water flow rate, η the overall efficiency of
the generation unit, and Ht the pressure head at the entrance of
the turbine. It must be noted that, although the efficiency of the
generation unit may vary greatly with its type and its operating
regime, the consideration of a fixed piece of equipment to be in-
stalled, together with the power generation constraint translate
into a very narrowed range for the efficiency.

Considering an action turbine, as the energy transformation
is made at atmospheric pressure (a jet impacting the turbine
wheel), all the energy is kinetic, and thus it can be written as

Ht =
1

2g
v2 =

1
2g

Q2

S 2
noz
, (2)

where S noz is the cross sectional area of the nozzle injector. In
an ideal case, this head pressure at the entrance of the turbine,
Ht, is the same as the natural gross height, Hg. Nevertheless,
due to the friction loss of the flow along the penstock, there is
a non-negligible difference between these variables, and thus it
can be written:

Ht = Hg − Hloss (3)

The last term of (3) can be estimated by the summation of
the distributed losses (friction along the inner walls of the pipe)
and the concentrated losses (due to friction at each of the elbows
and the nozzle).

Hloss =

[
λ

Lp

Dp
+

∑
ki + knoz

S p

S noz

]
1

2g
Q2

S 2
p
, (4)

being λ an experimental friction coefficient, Lp, Dp and S p,
the length, diameter and cross-sectional area of the penstock,
respectively, ki the concentrated loss coefficient due to pipe el-
bows and S noz the cross-sectional area of the nozzle injector.
Given the order of magnitude of a typical penstock [39], minor
(local) losses are much inferior to major losses, and thus they
can be neglected, resulting

Hloss ≈
8λ
π2g

Lp

D5
p

Q2, (5)

where the cross sectional area of the penstock, S p, has been
expressed in terms of its diameter, Dp, this is

S p = π
D2

p

4

Following the approach in [31], the flow rate term Q can
be isolated from (5) and substituted in (1), obtaining the power
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generation in terms of the variables related to the installation
layout (Hg, Lp, and Dp):

P =
ηρ

2c2
DS 2

noz

 Hg

1
2gcDS 2

noz
+

kp

D5
p
Lp


3
2

(6)

2.3. Cost of the plant

The cost of the plant can be calculated as the sum of the
costs of the generation unit, the powerhouse, the dam, and the
penstock. Given the problem addressed in this work, i.e., find-
ing the optimal installation layout, the first three terms are not
expected to vary significantly. Therefore, the costs associated
to the penstock are those to be optimized. These costs can be
divided into the cost of the pipe itself, Cp, and the cost of the
civil works related to its deployment on the terrain, Ccw. Thus,
the total cost C (that will be expressed in cost units, c.u.) can
be written as:

C = Cp + Ccw (7)

2.3.1. Cost of the pipe
Traditional approaches typically consider that the pipe cost

its proportionally to its length L and to the square of its diam-
eter, D2

p [36, 40]. Besides, the cost of the pipe connections
(elbows) can also be considered. Modeling these connections
with equivalent costs, λc, in terms of virtual pipe segments has
been demonstrated to provide good results [37]. However, in
search of a more realistic approximation, polynomial depen-
dencies, involving the pipe length, its diameter, and the number
of elbows is used in this work:

Cp = Lp

m∑
i=0

aiDi
p + nc

n∑
i=0

biDi
p (8)

where nc represents the total number of pipe elbows of the pen-
stock, and constants ai and bi are experimentally adjusted to fit
the real costs from local manufacturers.

2.3.2. Cost of the civil works
Regarding the costs involved in the deployment of the pen-

stock, the gaps formed between the straight penstock segments
and the irregular terrain must be considered, given their impact
on the cost of the civil works. On the one hand, when the gaps
are positive, supports must be installed to avoid the pipe from
flexing. On the other hand, when they are negative, a ditches
must be excavated (see Fig. 3-a).

Let Γ(s) be the linear interpolation of the nodes (s, f (xi(s), yi(s))).
Also, let γ(s) be the height elevation of the layout ∆(s), this is

γ(s) =
(
s, f (∆x(s),∆y(s))

)
The gap between the terrain and the penstock can now be writ-
ten as the difference between Γ(s) and γ(s) (see Fig.3-b). To

model the casuistry previously described, related to the nature
of the gaps, two functions εsup(s) and εexc(s) are defined as

εsup(s) =

{
Γ(s) − γ(s) where εsup ≥ 0

0 otherwise

εexc(s) =

{
γ(s) − Γ(s) where εsup ≤ 0

0 otherwise

Figure 3: a) Illustration of two pipe segments where the formation of gaps
is evidenced. The parts of the penstock above the ground (continuous line)
requires the installation of supports, while those parts under the ground (dashed
line) require excavations. b) Obtaining of functions Γ(s) and γ(s) in the space
s − z.

Note that these expressions define the positive and negative
values of the gap, respectively. With this in mind, the costs
associated to the installation of the supports and the excavations
can be written as:

Ccw = Csup + Cexc (9)

To compute the cost of the supports, Csup, the linear den-
sity of supports required, µsup, is multiplied by the cost of each
support and then integrated along the layout ∆(s). The cost of
a single support can be approximated using a proper constant,
ksup, multiplied by the squared height (see Fig. 4-right), result-
ing in

Csup = µsup

∫
∆

(
ksupεsup

)2
ds, (10)

Note that an additional length, ε0, is generally required in
order to nail the support to the ground. This length will be
considered as a certain fraction of εsup, and thus will be grouped
in kexc.
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The cost proposed for the excavations is proportional to re-
quired excavation volume. Considering that a certain cut slope
angle β > 0 might be required (depending on the properties of
the terrain), a v-shaped cross section is proposed (see Fig. 4-
left). The cost kexc can thus be written as the cost of excavating
a unit volume times the integral of the excavation section along
the projected layout ∆(s), this is:

Cexc = kexc

∫
∆

(
tan (βexc) ε2

exc − Dpεexc

)
ds, (11)

!

!

β

!0

exc

sup

exc

Figure 4: Scheme of excavations (left) and supports (right)

3. Problem formulation and discretization

On the basis of the proposed model, the optimization prob-
lem addressed is formulated as finding a distribution of nodes
(and thus an MHPP layout X) that generates a required power
supply, Pmin, with the minimum cost, C:

minimize C
s.t. P > Pmin,

C and P can be determined using, respectively, expressions (7)
and (6). Given the complexity of tacking this problem with a
continuous analytic approach, a discretization strategy is devel-
oped to get a simpler and more efficient formulation.

3.1. Terrain

The height profile of the terrain under consideration, pre-
viously described through as the function z = f (x, y), is ap-
proximated by the linear interpolation of a set of local height
measurements, generally obtained by means of a topographic
survey. These points build a m × n grid of data points Ti. Each
of these points contains the spatial information, (x, y, z), of a
topographic point of the terrain, and can be chosen to locate a
pipe connection.

However, none of them can be chosen as emplacements for
neither the turbine nor the dam, given that these two elements
must be placed along the river profile. Therefore, the layout of
the river is discretized in a similar way, resulting on a set of
new points, Ri, containing also the corresponding topographic
spatial information.

3.2. Plant layout

The layout of the MHPP is based on an extension of the
one proposed in [37], from which certain important considera-
tions must be taken. The proposed strategy consists of defining
the layout of the plant by selecting a subset of S and T points,
which will constitute the nodes of the layout, fulfilling the fol-
lowing:

1. The sequence of nodes are ordered by ascending topo-
graphical height, z, defining the order in which these are
connected to each other.

2. The first node (the one at a lower topographical height)
represents the powerhouse.

3. The last node (the one at a higher topographical height)
represents the dam.

4. The rest of the nodes represent pipe elbows.

For a better understanding, an illustrative scheme of an ar-
bitrary layout constituted for the following nodes:

X = {R8,T45,R6,T48,R3} (12)

is represented in Fig. 5. Note that, as long as the first and last
nodes are chosen among R points (as the extraction and return
of the water flow must be done on the river), both R and T
points can take part in a layout. Given this sequence, the com-
putation of the gross height, Hg, and the penstock length, L, is
immediate.

T44

T34 T35 T36 T37 T38

T45 T46 T47 T48

T54 T55 T56 T57 T58
R8

R6

R3

T39

T49

T59

R7
R4

R5

Figure 5: Scheme of a possible layout represented in dashed line. Terrain nodes
(T) are represented in black and river nodes (R) in white. Note that, for this
solution, points T45, T48 and R6 represent elbows of the penstock, while R3 and
R8 represent, respectively, the location of the powerhouse and the location of
the dam.

3.3. Complexity of the problem

The proposed plant layout design is a complex combinato-
rial problem. According to the nodes that can be used for the
layout, the number of possible combinations is 2M×N+S +5, be-
ing M × N the number of terrain points, S is the number of
river points, and 5 the number of bits used to code the diame-
ter of the pipes. The actual number is lower since not all pairs
of nodes can be connected due to terrain restrictions. It can be
observed that the number of possible solutions grows exponen-
tially with the number of considered points (terrain and river
points). Finding a connected graph among the selected nodes
that satisfies the restrictions would be a NP-complete problem.
Moreover, finding the optimal cycle in the connected graph that
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minimizes/maximizes cost and/or power is a NP-hard problem;
consequently a brute force algorithm cannot be used. Thus, the
utilization of a meta-heuristic approach like a GA is appropriate
due to the complexity of the problem.

4. Genetic algorithm

Genetic Algorithms (GA) are meta-heuristic optimization
algorithms that have been widely used to solve engineering prob-
lems [41, 42]. They are based on the Darwinian theory of evo-
lution [43]. The main idea behind a GA is to encode a fea-
sible solution in a chromosome-like structure, namely individ-
ual, where each gene represents an independent variable of the
problem. Generally, the algorithm starts with a set of potential
individuals or initial population. The genes of the individuals
forming the initial population are chosen by a random process
following a uniform distribution. Then, the initial population
improves each generation by applying genetic operators, such
as selection, crossover, and mutation. After a number of gener-
ations, the algorithm stops, and the best solution is determined.

4.1. Single objective case

In this work, a µ+λ version of GA is employed [44]. For this
algorithm, the individuals (solutions) are codified in a chromosome-
like structure, in which all the necessary variables are encoded.
Fig. 6 shows the procedure to generate a new generation Gent+1
in the GA from the current generation Gent. In this algorithm,
a population of size µ is used, from which an offspring of size λ
is generated at each generation. The offspring λ is generated
through a selection, which is based on tournament selection
(see more details later in this section), and the genetic opera-
tors, such as crossover and mutation. Both genetic operators are
probabilistic operations. Therefore, a new individual contained
in λ can be generated by crossing and/or mutating the parents
selected from the µ individuals. Once the extended population
is created with a size of µ + λ individuals, a new selection of
µ individuals is conducted to obtain the new generation Gent+1.
This strategy increases the elitism of the algorithm, as the new
offspring must compete the parents to survive (see second se-
lection in Fig. 6). The crossover and mutation probabilities
define the exploration and exploitation capabilities of the GA.
The optimal values are not universal; consequently, a fine tun-
ing should be conducted (see Appendix B).

4.1.1. Individual representation
The representation of an individual or solution (see Fig. 7)

uses binary variables associated to each of the candidate points
for installing nodes (n × m variables δ for T points and s vari-
ables γ for R points). Note that T-nodes are sub-indexed by
means of the corresponding row and column in the terrain grid.
These variables are used in such a way that a node is installed
at a certain point if the corresponding binary variable (gen) is
1, and it is not otherwise. In addition, the diameter of the pipe
is embedded in the chromosome by using 5 bits, which allows
encoding 32 decimal numbers to determine the value of the pen-
stock diameter, Dp, in centimeters. Note that, as Dp cannot be

Figure 6: Functioning of µ + λ genetic algorithm

δ ζγδ δ δ δ γ ζ1,1 1,n 2,n i,j m,n 1 s 1 5··· ··· ··· ··· ···

T nodes (m·n) R nodes (s) Diameter (5)

Figure 7: Chromosome structure

equal to 0, the values represented are within the interval 1-32
cm.

4.1.2. Initial population
The initial population is generated randomly. Nevertheless,

given the complexity of the layout generation, which requires to
fulfill conditions 1-4 in Section 3.2, it is unlikely to create fea-
sible individuals using a random generation scheme. Therefore,
a tailored generation algorithm is developed. The proposed ap-
proach is based on defining an oriented graph using the points
T and R as nodes and connecting them as follows:

1. Neighboring nodes of type T are connected to each other
(both horizontally and vertically) .

2. Consecutive nodes of type R are connected to each other
following the river layout.

3. Each node of type R is connected to its 4 nearest neigh-
boring nodes of type T .

For all the cited arcs or connections, the direction is al-
ways defined by the negative height gradient among the two
connected nodes. That is, arcs are oriented in such a way that
topographic height decreases. For the generation of every new
individual, random weights are re-assigned to the arcs and the
Dijkstra algorithm [45] is applied to find the shortest route con-
necting two nodes randomly chosen from the river (R nodes).

One example of an oriented graph obtained with this ap-
proach, applied to the example previously introduced, is shown
in Fig. 8, where a possible individual is generated connecting
nodes R4 to R7.

4.1.3. Fitness function
The fitness function is given by the cost of the plant, (7):

the lower the cost, the better the solution is. Nevertheless, as
invalid solutions must be discarded in order not to participate
in the following generations of the GA, death penalty is used
to penalize invalid individuals (these are individuals whose end
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Figure 8: Graph generated for the individual generation scheme. Note that an
example individual generated to connect node R4 (dam) to R7 (powerhouse) has
been highlighted in orange.

nodes do not belong to the river). As a result, the fitness F of a
solution is calculated as{

i f solution valid F = (7),
else F = ∞.

(13)

4.2. Genetic operators
In this work, a tournament selection mechanism is used.

This operator consists of randomly selecting a number of in-
dividuals that compete to each other to be chosen as parents. A
tournament size of three individuals has been selected, given the
good performance that it has demonstrated of most problems in
the related literature [46].

A custom crossover technique has been implemented to im-
prove the feasibility of the offspring generated at each genera-
tion. The proposed scheme consists of creating two individuals
equal to the parents and then copy the gens with a value of 1
from one parent to the other with a certain probability µcx. This
way, high values of µcx will result in descendants similar to an
OR operation between the two parents, while low values will
result in descendants similar to the parents. This scheme pur-
suits the creation of feasible individuals with competitive fitness
values.

11 00 01 1 11 1 0 0

11 00 00 1 10 0 0 0

Parents

Offspring

Figure 9: Scheme of the crossover operator

Regarding the mutation operator, three different operations
have been considered in the scheme:

• With a certain probability, pmut,10, each gene with value 1
can swap its logical value to 0.

• With a certain probability, pmut,01, an arbitrary gene changes
its value from 0 to 1.

• With a certain probability, pmut,move, a gene swaps its pos-
itive value with a different gene, corresponding to an ad-
jacent point in the terrain grid.

These particular schemes, schematically represented in Fig. 10,
aim at improving the individuals by applying small variations
to their layouts, that can translate into relevant changes in its fit-
ness, especially regarding the influence of the nodes distribution
on of the cost of the required civil works. For a better under-
standing of both the crossover and mutation operators, detailed
flowcharts have been included in Appendix B.

mut-01

mut-10

mut-mov

Figure 10: Example of the mutation schemes (dashed line) on an arbitrary in-
dividual (continuous line): Mutation mut-10 removes a node, mut-01 creates a
new node and mut-mov swaps a node’s position with a neighbour’s.

4.3. Multi-objective case
In this case, the genetic algorithm is based on Pareto dom-

inance. A solution is said to be dominated (according to the
Pareto dominance) if and only if there is another solution that
is strictly better in all considered objectives. In this work, the
well-known NSGA-II algorithm has been used [47]. The main
objective of NSGA-II algorithm is to find the Pareto front (so-
lutions that are not dominated by others) in an efficient way.
Fig. 11 shows the functioning of the NSGA-II. It uses the µ+ λ
structure to create an extended population through tournament
selection and the genetic operators (crossover and mutation).
Once the extended population is created, it is ordered (ranked)
by the Pareto dominance. The first level of this ranking is com-
posed of the dominant solutions, the second level is formed by
solutions that are only dominated by the first level, and so on.
The next step is to select the best µ individuals according to
their dominance level. Notice that this selection is purely elitist;
therefore, tournament selection is not used in this case. Further-
more, a distance metric is applied to the last dominance level
that passes to the next generation. This distance metric guaran-
tees diversity in the population. Thus, the resulting Pareto front
is well distributed across the objective function limits (see more
details in [47]).

4.3.1. Individual representation
The individual representation is the same that the used in

the single-objective case (see Fig.7).

4.3.2. Fitness function
The fitness function used in the multi-objective case is com-

puted as in the single-objective, but returning a tuple with both
costs: C and power P values. This is{

i f solution valid F = (7), (6)
else F = ∞,−∞.

(14)

Please note that, in the case of unfeasible individuals (un-
feasible solutions, whose end nodes do not belong to the river),
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Figure 11: Functioning of NSGA-II

the death penalty is applied to both objectives. Consequently,
these invalid individuals do not participate in the genetic oper-
ations.

4.4. Genetic operators
The crossover and mutation schemes used in Section 4.1 are

employed.

5. Simulation results and discussion

This section presents the application of the proposed GA to
a real-scenario problem. An aerial topographic survey was first
employed to generate a piece of topographic data, conformed
by a mesh of m × n = 2900 T points and s = 59 R points.
The parameters chosen for the problem are summarized in Ap-
pendix Appendix A

5.1. Single objective case
The MHPP is designed using a GA with the generation,

crossover and mutation routines proposed. The simulator 1 has
been developed using Python and DEAP2. The main parameters
of its implementation are summarized in Table 1. The stopping
criterion of the GA is the number of generations.

To tune the hyper-parameters related to crossover and muta-
tion schemes, a greedy algorithm has been used. The results of
the hyper-parametrization can be found in Appendix A. After
the tuning process, the most successful combination of hyper-
parameters was determined as:

µcx = 0.6, pmut,mov = 0.01, pmut,10 = 0.05, pmut,10 = 0.20

In addition, these hyper-parameters provided a good conver-
gence, as can be seen in Fig. 12, where the best fitness values
obtained for each generation are represented.

1The code is available in [48]
2https://deap.readthedocs.io/en/master/

Table 1: Parameters of the single-objective GA

Parameter Value

λ 2000
µ 2000
Generations 100
Selection Tournament size = 3
Crossover Custom crossover scheme

pcx = [0.2, 0.3, 0.4, 0.5, 0.6, 0.7]
µcx = [0.20.40.50.60.8]

Mutation Custom mutation scheme
pm = [0.80.7, 0.6, 0.5, 0.4, 0.3.]
pmut,mov = [0.01, 0.05, 0.10, 0.20]
pmut,10 = [0.01, 0.05, 0.10, 0.20]
pmut,01 = [0.01, 0.05, 0.10, 0.20]

Number of trials 10
Diameter range 1-33cm

Figure 12: Best fitness value over generations obtained for the optimal combi-
nation of parameters.

The best solution obtained is an MHPP that generates 8.06
kW using a 15 cm diameter penstock, with a length of 521.49
m and a total of 8 elbows. This layout has been represented
in Fig. 13, together with a height-map graph of the terrain, for
a better understanding. Observing Fig. 13, it can be seen that
the 3D approach allows cutting through rough terrain without
requiring the layout to adapt to the sinuous curve of the river,
which constitutes the main advantage of this approach with re-
spect to traditional approaches which consider a 2D approxima-
tion of the river profile. To validate this hypothesis, this same
problem is addressed in the next section by using a 2D-based,
simplified approach.

5.1.1. Comparison with 2D-based simplified approach
In this section, the problem proposed is addressed by using

the 2D-based algorithm from [31], which exclusively considers
the river points (defined as R points in this work) to calculate
the optimal layout. This 2D approach, which strongly reduces
the computational complexity of the problem, is appropriate for
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Figure 13: Orthographic (top) and 3D (bottom) representation of the optimal
solution obtained

rivers with low or negligible curvature, where cutting off terrain
does not provide a significant advantage on the deployment of
a MHPP.

The algorithm has been applied using the same parameters
from Table A.5. Also, a mu-plus-lambda scheme has been con-
sidered, with µ=λ=2000, through a total of 100 generations.

In Table 2, the relevant variables corresponding to the op-
timal solution obtained have been summarized. It can be seen
that the 3D-based approach provides a noticeably better (14.7%
cheaper) solution. This evidences the main advantage of the 3D
approach, which can be better understood by representing the
solution of the 2D approach. Also, from Fig. 15, it can be easily
seen that the 2D method tends to introduce unnecessary com-
plexities in the layout in those regions with high curvature, thus
leading to sub-optimal solutions. Furthermore, it is interesting
to note, though, that the solution obtained through the 2D ap-

proach provides a higher power output, exceeding the minimal
requirement by a 11% (8.881 kW) while the solution obtained
by the 3D approach only exceeds a 0.7% (8.056 kW). This over-
sizing is comprehensible given the narrower search space of the
2D approach, where only 2S +5 combinations are possible, in-
stead of the 2(M×N+S +5) combinations that are considered in the
3D approach. Nevertheless, for a fair comparison, an additional
simulation of the 3D algorithm has been performed to find the
optimal solution to supply the 8.881 kW output obtained using
the 2D approach. The results, summarized in Table 3 show that
the same power output can be obtained at a 7% lower cost.

Table 2: Comparison of optimal solutions obtained for a 8 kW output with 2D
and 3D-based approaches.

Approach 2D [31] 3D
Power output required (W) 8000 8000
Gross h. (m) 78.57 79.47
Power (W) 8880.93 8055.57
Pens. length (m) 534.11 521.49
Elbows 12 8
Pipe diam. (cm) 17 15
Cost (c.u.) 26963.16 22989.09

Table 3: Optimal solution obtained for a 8.881 kW output using the 3D-based
approach.

Approach 3D
Power output required (W) 8880.93
Gross h. (m) 86.15
Power (W) 8894.34
Pens. length (m) 568.82
Elbows 9
Pipe diam. (cm) 15
Cost (c.u.) 25035.44

Also, it is relevant to highlight that all the possible solu-
tions of the 2D approach are also possible solutions of the 3D
approach, and thus the former would lead, in the best case, to
the same solution of the latter.

5.2. Multi-objective case

A deeper analysis of the MHPP emplacement and its poten-
tial can be obtained by means of a multi-objective approach. To
this end, an NSGA-II algorithm has been considered for a total
of 2000 generations. Also, the optimal set of hyper-parameters
obtained for the SO mode have been used. The rest of the rele-
vant parameters are summarized in Table 4

The final population constitutes the Pareto front, which has
been represented in Fig. 16-top. It can be seen that, for a large
range of power values, the Pareto front has a linear tendency
(included in the cited figure), whose slope can be understood as
a marginal cost, this is, the cost increment that is necessary to
produce a unitary increase in the power output. Using least
squares, a linear model can be fitted to the individuals with
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Figure 14: Penstock-terrain gap, ε, corresponding to optimal solution

Figure 15: Representation of the optimal solution obtained using the 2D-based,
simplified approach from [31]

Table 4: Parameters of the multi-objective GA

Parameter Value
λ 2000
µ 2000
Generations 2000
Selection NSGA-II
Crossover Custom crossover scheme

pcx = 0.7
µcx = 0.6

Mutation Custom mutation scheme
pm = 0.3
pmut,mov = 0.01
pmut,10 = 0.05
pmut,01 = 0.20

Diameter range 1-33cm

power values up to 20 kW, resulting in the following expres-
sion:

C = 3054.07P + 2475.20,

being C the cost expressed in c.u. and P the power in kW.
This last expression constitutes a powerful tool to evaluate the
potential of the emplacement and assist the first stages of design

of the MHPP in accordance with variable budget constraints.
The linear tendency that observed in the Pareto front de-

serves specific attention, and thus, for the sake of a further anal-
ysis, the most relevant variables of the solutions from the Pareto
front have been represented in Fig. 16-bottom.

First, it must be noted that a power output increase can be
obtained (see expression (6)) by either increasing the diame-
ter of the penstock, Dp, or the gross head, Hg, which generally
requires an increase in the penstock length, Lp. If an approx-
imately constant relation between these last variables, Hg and
Lp, can be considered (that is, assuming an average slope of the
river), it can be seen from expressions (6) and (8) that, if fric-
tion losses are low, both the cost and the power output increase
approximately in the same proportion when the penstock length
increases. This means that the marginal cost of increasing the
power by extending the penstock is constant. On the other hand,
this does not happen when the diameter is increased, as the cost
increases more rapidly than the power, resulting in an increas-
ing marginal cost.

This said, observing Figure 16-b it can be seen that, for the
linear part, the penstock diameter, Dp, does not vary signifi-
cantly, while from Figure 16-c the penstock length, Lp, is ob-
served to increase proportionally, which explains the linear na-
ture of the Pareto front. Also, it can be seen how the hypothesis
of an average constant slope of the river is clearly not satis-
fied when power reaches values about 17 kW. At this point, the
length of the penstock is such that it cannot be extended without
occupying worse areas (note the sudden decrease in the average
slope of the layout) of the river, and thus additional length is
required to reach the required gross height (note the increase
in Fig. 16-c). Also, this translates into higher friction loss, and
thus an additional gross height is required to overcome it (note
the increase in Fig. 16-d).

It is also relevant to highlight the presence of a vertical
asymptote for high values of the generated power. This can
be easily understood since the maximum power achievable is
limited by the maximum gross height of the plant (note the sat-
uration of Hg in the right part of the Pareto front). Those lay-
outs, which make the most of the height difference along the
river, can only be improved (in terms of power generation) by
either (i) reducing the length (and thus the friction) of the pipe
by cutting off rough terrain (at the expense of rapidly pushing
up the cost of the excavations and supports, given (9), (10) and
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(11)) or (ii) increasing the penstock diameter (with strongly in-
creases the price of the pipe, given (8)). This can be evidenced
by analyzing the evolution of the different variables in Fig. 16-b
to -e.

It can be noted that this asymptote appears as a consequence
of the finite portion of river considered in the topographic sur-
vey, as the algorithm is not capable of exploiting a larger range
of the river to find better individuals. This means that these so-
lutions do not necessarily represent optimal solutions if the por-
tion of the river considered can be increased by using a new sur-
vey. In other words, the larger the portion of river considered,
the higher the power value at which the asymtote appears, and
as a practical conclusion, the portion of the river under study
should be high enough to let the asymptote be formed outside
the power values under study.

6. Conclusions

This article proposes a GA to address the problem of de-
signing a run-off-the-river MHPP in emplacements with highly
sinuous rivers, where the traditional 2D approach is not effi-
cient. The proposed GA is built on a combinatorial basis by
using a set of topographic data points, which are considered
candidates for the emplacements of the different elements of
the layout.

Using a simple hydraulic model of the MHPP, the optimiza-
tion problem is formulated as minimizing the cost of the plant,
subject to satisfying a certain power supply demand. The cost
of the plant includes both the variable cost of the material and
the civil works. These last parameters are calculated in terms
of the layout and the terrain height map, in such a way that both
excavations and supports are considered to its deployment.

Given the problem complexity, a tailored generation scheme
is proposed to generate feasible individuals. In addition, both
custom mutation and crossover operators have been developed
to improve the exploration and intensification capabilities of the
GA, while minimizing the probability of creating unfeasible in-
dividuals.

To validate the approach, a piece of topographical data from
a real emplacement has been successfully applied to design a
8kW MHPP. This same problem has been solved using a 2D-
based, simplified method proposed in the literature, resulting in
a 14.7% cost reduction with the proposed approach. Although
the narrower search space of the 2D approach caused an opti-
mal solution with a noticeably higher power output over the re-
quired value (11%), an additional simulation of the 3D method
provided a most economical (7% lower) solution that generates
this same output.

simplified approach Given the noticeably higher power gen-
erated In addition, a multi-objective approach has been applied
to obtain the Pareto front, which provides a better insight of the
hydraulic potential of the emplacement.

In sight of the good results obtained, a continuation of the
research is proposed to increase the versatility of the method-
ology that has been developed. First, the consideration of a
more accurate model of the system is proposed. Additional

variables such as the type of turbine installed, an accurate ef-
ficiency estimation or the costs of the distribution grid are ex-
pected to increase the reliability of the approach, at the expense

Figure 16: Representation of the Pareto front (a) and the relevant variables of
its individuals (b-e).
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of increasing the complexity of the problem, which would re-
quire a reformulation of the algorithm. Also, the possibility of
developing a continuous approach that does not depend on can-
didate points but on arbitrary emplacements along the surface
is considered a potential improvement to avoid that could lead
to better solutions.
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Appendix A. Case study description and parameters

The case study considered is located in the rural village of
San Miguelito, which was chosen based on a precise survey that
included several visits to different potential communities. San
Miguelito is a small rural community that belongs to the town
of Quimistán in the north section of Santa Bárbara (Honduras).
Due to its particularly remote location (until 2014, vehicle ac-
cess was not possible), it has been excluded from the benefits
of the national electrification grid, and given its environmental
characteristics, it constitutes an ideal location for a MHPP due
to the presence of an approachable natural stream. A minimum
generation of 8 kW was established as the power required for
the community.

The problem constants have been adjusted to fit the partic-
ular emplacement of the case study. In particular, the cost con-
stants ai and bi have calculated to properly fit the average costs
obtain from a local open repository [49]. All the required con-
stants are summarized in Table A.5. Note that only the terms
corresponding to the coefficients ai and bi indicated in this table
take part in the cost expression.

Table A.5: Parameters of the problem

Parameter Value
Pmin (kW) 8
Dnoz (mm) 22
Ktub (c.u.) 300
Ksup (c.u.) 130
Kexc (c.u./m3) 100
Xsup (1/m) 0.2
βexc (◦) 10
a0 (c.u./m) 13.14
a1 (c.u./m2) 99.76
a2 (c.u./m3) 616.10
b0 (c.u.) 50
b3 (c.u./m3) 1200

Appendix B. Genetic algorithm operators and tuning

This section includes additional information of the genetic
algorithm developed, together with the hyper-parameter tuning
carried out for the genetic operators of the GA. In Figs. B.17

and B.18, both the crossover and mutation schemes are ex-
plained by means of a flowchart, for a better understanding.

Regarding the hyper-parameter tuning, the different combi-
nations of mutation and crossover probabilities, pcx and pmut,
have been tested through independent simulation routines of 10
trials each, while µcx, pmut,mov, pmut,10 remained fix at their ref-
erence values:

µcx = 0.5, pmut,mov = pmut,10 = pmut,01 = 0.05

Figure B.17: Detailed flowchart of the crossover operator scheme for a single
offspring. Note that the other offspring is created by an analogous operation.

The results obtained for the different combinations of mu-
tation and crossover probabilities are summarized in Table B.6.
It can be seen that 5 out of the 6 combinations led to the same
optimal solution. Nevertheless, it can be observed that the stan-
dard deviation in the final population increases for high pmut

and low pcx values. Thus, the first combination (pcx = 0.70,
pmut = 0.30) was considered as the most adequate.

Once both the optimal crossover and mutation probabilities
have been determined, the optimal value for µcx. The results
obtained to tune this parameter are summarized in Table B.7.
These results evidence that a value of µcx = 0.60 provides
the best individuals, despite of the small differences among the
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Figure B.18: Detailed flowchart of the mutation operator scheme.

tested values. Therefore, it suggests that the results of the GA
have a low variability with respect to this parameter.

After the optimal value of µcx is determined, the values of

the mutation hyper-parameters are determined in order. In Ta-
ble B.8 the results of the tests proposed for pmut,mov are sum-
marized. The lowest value proposed, pmut,mov = 0.01 led to the
optimal solution with the lowest standard deviation.

Finally, the results of the tests proposed to tune the hyper-
parameters pmut,10 and pmut,01 have been summarized in Tables
B.9 and B.10, respectively.
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Table B.6: Results of the tests proposed to tune pcx and pm

Hyper-parameters
pmut 0.70 0.60 0.50 0.40 0.30 0.80
pcx 0.30 0.40 0.50 0.60 0.70 0.20

Final population fitness
Mean 23163.58 23154.68 23089.08 23102.52 23068 23106.69
Std. dev. 126.18 379.38 533.74 692.18 974.91 1191.64
Min 22989.09 22991.07 22989.09 22989.09 22989.09 22989.09
Max 26626.23 56650.06 72280.29 60077.79 58350.76 60715.72

Best individual
Gross h. (m) 79.47 79.47 79.47 79.47 79.47 79.47
Power (W) 8055.57 8052.86 8055.57 8055.57 8055.57 8055.57
Pens. length (m) 521.49 522.21 521.49 521.49 521.49 521.49
Elbows 8 7 8 8 8 8
Pipe diam. (cm) 15 15 15 15 15 15
Cost (c.u.) 22989.09 22991.07 22989.09 22989.09 22989.09 22989.09

Table B.7: Results of the tests proposed to tune µcx

Hyper-parameter
µcx 0.20 0.40 0.50 0.60 0.80

Final population fitness
Mean 23121.37 23128.39 23163.58 23000.08 23084.31
Std. dev. 183.77 131.51 126.18 97.15 132.98
Min 22991.07 22999.37 22989.09 22989.09 22999.38
Max 37731.74 28299.79 26626.23 29467.18 29263.64

Best individual
Gross h. (m) 79.47 79.47 79.47 79.47 79.47
Power (W) 8052.86 8056.83 8055.57 8055.57 8056.83
Pens. length (m) 522.21 521.16 521.49 521.49 521.16
Elbows 7 7 8 8 7
Pipe diam. (cm) 15 15 15 15 15
Cost (c.u.) 22991.07 22999.37 22989.09 22989.09 22999.38

Table B.8: Results of the tests proposed to tune pmut,mov

Hyper-parameter
pmut,mov 0.01 0.05 0.10 0.15 0.20

Final population fitness
Mean 23085.53 23172.33 23030.18 23227.30 23276.39
Std. dev. 114.08 214.25 358.57 172.57 391.48
Min 22989.09 22989.09 22989.09 23109.34 22999.38
Max 28424.28 38428.53 58053.70 32309.88 58082.50

Best individual
Gross h. (m) 79.47 79.47 79.47 79.47 79.47
Power (W) 8055.57 8055.57 8055.57 8049.66 8056.83
Pens. length (m) 521.49 521.49 521.49 523.06 521.16
Elbows 8 8 8 7 7
Pipe diam. (cm) 15 15 15 15 15
Cost (c.u.) 22989.09 22989.09 22989.09 23109.34 22999.38

Table B.9: Results of the tests proposed to tune pmut,10

Hyper-parameter
pmut,10 0.01 0.05 0.10 0.15 0.20

Final population fitness
Mean 23666.23 23056.67 23126.67 23063.64 23110.79
Std. dev. 408.06 240.71 439.11 870.11 436.55
Min 23172.03 22989.09 22989.09 22991.07 22991.07
Max 26953.01 42658.04 62868.17 63565.87 56036.43

Best individual
Gross h. (m) 79.47 79.47 79.47 79.47 79.47
Power (W) 8033.66 8055.57 8055.57 8052.86 8052.86
Pens. length (m) 527.31 621.49 521.49 522.21 522.21
Elbows 11 8 8 7 7
Pipe diam. (cm) 15 15 15 15 15
Cost (c.u.) 23172.03 22989.09 22989.09 22991.07 22991.07
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Table B.10: Results of the tests proposed to tune pmut,10

Hyper-parameter
pmut,10 0.01 0.05 0.10 0.15 0.20

Final population fitness
Mean 23179.04 23106.39 23104.00 23200.80 23093.56
Std. dev. 175.80 150.22 450.50 373.29 627.44
Min 22999.38 22991.07 22991.07 22991.07 22989.09
Max 28899.80 25997.63 66247.84 58437.92 61160.78

Best individual
Gross h. (m) 79.47 79.47 79.47 79.47 79.47
Power (W) 8056.83 8052.86 8052.86 8052.86 8055.57
Pens. length (m) 521.16 522.21 522.21 522.21 521.49
Elbows 7 7 7 7 8
Pipe diam. (cm) 15 15 15 15 15
Cost (c.u.) 22999.38 22991.07 22991.07 22991.07 22989.09
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