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Deep learning based defect detection algorithm for solar panels

Jiagi Li!, Yifan Wu?, Hongxu Li®, Hailiang Zhou*, Luigi Manfredi® and Hong Zhang®

Abstract— Defect detection of solar panels plays an essential
phase to guarantee product quality within automated produc-
tion lines. However, the traditional manual solar panel defects
inspection suffers from low efficiency. This paper proposes
an enhanced YOLOV5 algorithm (EL-YOLOVS5) fuse with
the CBAM hybrid attention module to ensure the quality of
the product. This algorithm focuses on the detection of five
common types of defects that commonly appear on photovoltaic
production lines, namely hidden cracks, scratches, broken grids,
black spots, and short circuits. This essay utilized publicly
available solar panel datasets, as well as datasets collected
from actual photovoltaic production lines. These datasets were
annotated accordingly, and then using the proposed algorithm
to finish the training of two different datasets. The results
of the experiments demonstrated that the proposed algorithm
achieved good performance on both the public and actual
solar panel defect datasets. Especially in actual datasets, defect
features are often less apparent, and defects are more minor in
size. Nevertheless, the proposed algorithm is still able to detect
even minor black spots within these actual datasets.

I. INTRODUCTION

As a safe and environmentally friendly clean energy,
solar energy can be converted into electric energy and heat
energy, and has broad application prospects. As an important
medium for converting solar energy into electrical energy,
solar panels are closely related to their production quality
and energy conversion efficiency and practical reliability.
Therefore, solar panel defect detection is an important link
in the automated production line to ensure product quality.
Traditional defect detection of the solar panel relies on
manual work, which has problems such as high training
costs, unstable detection quality, and low detection efficiency.
Applying deep learning to defect detection of solar panels
can effectively overcome the aforementioned problems.

Object detection is an important branch of computer
vision, which can solve both classification and localization
problems. The traditional target detection algorithm proposed
by Viola-Jones [1] uses the sliding window method for target
detection, but the operation speed is relatively slow. HOG [2]
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improves detection accuracy and stability through dense grids
and contrast normalization, but it is difficult to deal with
occlusion problems. DPM [3] is the first traditional target
detection algorithm that can adjust the priori frame, but it
still has the disadvantages of slow operation speed and low
accuracy. The Region based Convolutional Neural Network
[4] proposed by Ross Girshick combines the candidate frame
with convolution to improve the detection accuracy, but the
detection speed is slow. SPPNet [5] extracts features through
the feature pyramid, avoids the repeated calculation of the
convolution feature map, and improves the detection speed
within a limited range. Fast RCNN [6] greatly improves the
detection speed by simultaneously training the detector and
the bounding box regressor.

In the existing work on defect classification and detection
based on deep learning, D. Soukup et al. [7] used photometric
stereo images to train the CNN network to classify rail
surface defects. Park et al. [8] designed a simple CNN
network to automatically detect scratches, burrs and other
defects on the surface of parts. Sergiu et al. [9] accomplished
solar panel defect classification by deep convolution. Wang
et al. [10] aimed at the problems of difficulty in obtaining
industrial defect samples and difficult labeling, based on the
multi-micrograph convolution (MMGCN) network through
label transfer for semi-supervised defect identification and
classification of steel surface defects. Xie et al. [11] allevi-
ated the problem of small proportion of defective samples
and unbalanced data distribution by separately training CNN
models focusing on defective samples and normal samples.
Nagata et al. [12] designed a dual-branch CNN network
to make full use of the difference between defect samples
and normal samples to improve the accuracy of defect
classification. The above methods can only classify a single
defect sample, but cannot complete the accurate positioning
of defects. Cha et al. [13] directly applied Faster R-CNN to
bridge surface defect detection, but the detection accuracy
was low. Zhong et al. [14] proposed a three-stage defect
detection system, but the anchor boxes are too dense and
computationally complex, which is not suitable for practical
defect detection tasks. Tao et al. [15] designed a two-stage
Faster R-CNN network for insulator defect detection through
drone inspection, but there is still the problem of slow
detection speed, which is not suitable for actual inspection
tasks. YOLO [16] has the advantages of simple model,
fast detection speed, and high detection accuracy, so it is
applied to many practical scenarios. Zhang et al. [17] used
YOLOV3 to detect bridge surface defects, introduced pre-
trained weights, and further improved the accuracy of defect
detection. At the same time, due to the one-stage detection
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Fig. 1.

Network structure of EL-YOLOvVS model

network, the defect detection speed was further improved.

This paper marks the defects in the public solar panel
defect data set, and collects the solar panel defect data set
on the actual production line, and marks five common types
of defects: hidden cracks, scratches, broken grids, black
spots, and short circuits. Solar panel defect categories. This
paper proposes an improved YOLOVS [18] algorithm that
integrates the mixed attention module of CBAM [19], namely
the EL-YOLOVS detection algorithm. The training results on
public datasets and actual solar panel defect datasets show
that the proposed algorithm can improve model robustness,
convergence speed and detection accuracy.

II. EL-YOLOVS5 DETECTION ALGORITHM
A. Network structure

The structure of EL-YOLOVS Detection Algorithm can be
divided into three parts: Backbone, FPN, and Yolo Head. As
shown in Figure 1.

(1) Backbone

The backbone of EL-YOLOVS is its primary feature ex-
traction network[18]. In addition to conventional convolution
modules, it includes the Focus, CspLayer, and SPPBottleneck
modules as depicted in Figure 2.

The Focus module (Figure a) concentrates width and
height information on the channel information, reducing
the information loss brought by downsampling. CspLayer
(Figure b) saves low-dimensional features and reduces the
number of parameters by combining residual stacking and
prominent residual edges. SPPBottleneck (Figure c) uses
maximum pooling with different kernel sizes for feature
extraction, enhancing the network’s receptive field.

(2) FPN

FPN serves as an enhanced feature extraction network
in EL-YOLOVS5, by using semantic and feature information
of image characteristics through the fusion of multi-scale
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Fig. 2. Sketch maps of Focus, CspLayer and SPPBottleneck

features. This ensures that the model accurately predicts
features pertaining to objects of various scales.
(3) YoloHead

The YoloHead comprises Anchors, Convolutional Layers,
Prediction Layers, and Non-Maximum Suppression (NMS),
which is responsible for multi-scale object detection on the
feature maps extracted from the backbone network.
(4) ELU and CBAM

As shown in formula (1) [20], the ELU activation function
is continuous and differentiable at all points. As gradients
exist for negative values, the issue of dying gradients in the
negative region does not occur. Additionally, it is character-
ized by faster training speed and higher accuracy.

x x>0
a(e® —1) <0’

CBAM, standing for Convolutional Block Attention Mod-
ule, is a spatial-channel hybrid attention mechanism. As
shown in Figure 3, its structure performs weighting on
input features in spatial and channel dimensions, enhancing
the detection model’s ability to focus on significant objects
adaptively.

ELU(z) = (1)
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Fig. 3. CBAM attention mechanism

B. Evaluation metrics and loss functions

The evaluation index in this study are divided into quan-
titative and qualitative indicators. The quantitative indicator
is mAP, and the qualitative indicator is the detection result
of the model on both public solar panel datasets and actual
solar panel datasets.



(1) mAP

The mAP is derived from the model’s precision and recall
on the dataset, reflecting the model’s predictive accuracy at
different thresholds. The calculation formulas for precision
and recall are as shown in formula (2) [21]:

.. TP
Precision = TP1FP 2
_ TP )
Recall = TPLFN

The curve composed of Precision and Recall is the P-R curve.
The area under this curve is the Average Precision (AP).
When evaluating the performance across all categories of
surface defects on solar panels, the mean of the AP values
for each category is mAP.
(2) Loss functions

EL-YOLOVS includes the following three loss functions:
classification loss, localization loss, and confidence loss. The
calculation formulas are as follows [18]:

classification loss:

1

y; = Sigmoid(x;) = [ (3)

N
Lclass = - Z y:log(yz) + (1 - y:()log<1 - y’b)’ (4)
n=1

Note that z; is the predicted value for the current category,
y; is the class probability for the current category, y; is the
actual value for the current category, and L ;,ss represents
the classification loss.

localization loss:

_|AnB]
10U(A4,B) = G0 5)
GIoU = IoU — W, (6)

Note that A is the Ground Truth, B is the Prediction Box,
and C' is the smallest rectangular box enclosing these two
areas. The GIoU, compared to the IoU, possesses a Scale-
invariant feature, thus yielding higher accuracy.

confidence loss:

The confidence loss is used to adjust the reliability of the
predicted bounding box.

Ultimately, the loss function of YOLOVS consists of a
weighted sum of the three types as mentioned earlier of loss,
serving as a joint loss function [18]:

L =ax Lygss +bx GIoU + ¢ % Loy, @)

III. DATASET PREPARATION

The datasets used in the experiment fall into two cat-
egories: publicly available solar panel defect datasets and
actual solar panel defect datasets collected in collaboration
with photovoltaic companies, both of which were collected
using electroluminescent imaging (EL). The format of the
defect sample images is JPG, and it includes five common
types of solar panel defects: hidden cracks (80), scratches

(66), broken grids (54), black spots (76), and short circuits
(62). As shown in Figure 4, the public dataset consists of 691
defect sample images, with 120 hidden cracks, 116 scratches,
108 broken grids, 113 black spots, 114 short circuits, and 120
normal images. The actual dataset consists of 418 images,
with 80 hidden cracks, 66 scratches, 54 broken grids, 76
black spots, 62 short circuits, and 80 normal images. The
training and testing datasets are divided in a ratio of 6:4,
and are all annotated in XML format using Labelimg. The
Labelimg annotation interface is shown in Figure 5.

Actual dataset

Fig. 4. Solar panel defect dataset

Fig. 5.

Annotation interface of Labelimg

Finally, annotated solar panel defect samples are stored in



the Annotations folder, the original defect sample images are
stored in the JPEGImages folder, and all annotated classes
are stored in the predefined_classes.txt folder. At this point,
the annotation of the solar panel defect sample dataset is
completed. The annotated class images are shown in Figure

hidden crack

black spot broken gird

short circuit ,

Fig. 6. Annotated images of 5 types of defects

To address the issue that does not have enough sample
volume for solar panel, this study enhances and expands
the defect sample images through random rotation, slicing,
mirroring, and other operations, enriching the data types, and
improving the accuracy and robustness of the solar panel
defect detection model. The expanded dataset is shown in

Figure 7.
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Fig. 7. Expanded sample images (part)

IV. SOLAR PANEL DEFECT DETECTION EXPERIMENT

The EL-YOLOVS detection algorithm proposed in this
paper is based on improvements made to YOLOVS. It is
trained and tested on both public and actual solar panel
defect datasets and is compared with the pre-improvement
YOLOVS model. While conducting quantitative numerical

TABLE I
EXPERIMENTAL ENVIRONMENT SETTINGS

Project Version
Programming Language Python
Framework PyTorch
Environmental Configuration Tools Anaconda
Compiler PyCharm Professional 2022.3
Computer graphics NVIDIA GeForce GTX 1650
CUDA 12.1
CUDNN 8.9.1
PyTorch 1.12.1
TABLE II

PARAMETER SETTINGS

Parameter ~ Numerical value
Epochs 300
Batch-size 4
Img-size 640*%640
NMS 0.5
Device GPU

comparisons and curve analysis, we also incorporate intuitive
qualitative detection results to demonstrate the effectiveness
of the proposed algorithm. The experimental environment
settings are shown in Table 1.

The experimental parameters used in this study are pre-
sented in Table II.

After completing the training of the basic and improved
models, the weight files are saved as best.pt, which are then
called for testing.

A. Quantitative Experiment

The training evaluation metrics in this paper are mAP@0.5
and mAP@0.5:0.95. mAP@0.5 is the mAP when the IOU is
set to 0.5, and mAP@0.5:0.95 represents the average mAP
at different IOU thresholds (ranging from 0.5 to 0.95, with
a step size of 0.05).

The training curves of the traditional YOLOvVS and the
improved EL-YOLOVS detection algorithms on the public
solar panel defect dataset are shown in Figure 8.
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TABLE III
COMPARISON OF DETECTION ACCURACY

Defect category  Original model  EL-YOLOvV5
hidden crack 86% 93%
scratch 84% 92%
broken gird 78% 86%
black spot 85% 95%
short circuit 86% 92%

The public dataset reaches a convergence state after 120
epochs, with a final training accuracy close to 100%. The
model converges more slowly and has lower training ac-
curacy on the actual dataset. This is due to insufficient
defect samples and high sample complexity under industrial
conditions. However, our improved algorithm achieved good
training results in both datasets.

The detection accuracy comparison of the traditional
YOLOVS and the solar panel defect detection model im-
proved based on YOLOvVS (EL-YOLOVS) on the public
dataset is shown in Table III.

Our algorithm achieved much better detection accuracy in
all five categories of solar panel defects.

B. Qualitative Experiment

The detection results of the EL-YOLOVS detection algo-
rithm on the public and actual solar panel defect datasets are
shown in Figure 9.
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Fig. 9. Defect detection results

As can be seen, the proposed algorithm achieved good
results on both the public and actual solar panel defect
datasets. Especially, in actual datasets where defect features
are often not prominent, and defects are small, our method
can still detect minor black spots in the actual dataset.

V. CONCLUSIONS

In response to the issues such as high cost, low detection
efficiency, and unstable detection quality inherent in tradi-
tional manual inspection of solar panel defects, this paper

introduces the EL-YOLOVS algorithm for detecting solar
panel defects, and applies it to real-life solar panel defect
detection on production lines. The paper includes annotations
on a publicly available solar panel defect dataset and images
of solar panel defects from photovoltaic companies’ actual
production lines. Addressing the problems of slow training
speed and low detection accuracy for minute defects in the
conventional YOLOVS, we propose replacing the activation
function with ELU and incorporating a mixed attention
mechanism in the EL-YOLOVS5 detection algorithm, thereby
enhancing the model’s detection accuracy. Experimental
results demonstrate that our proposed algorithm achieves
detection accuracies of 93%, 92%, 86%, 95%, and 92% for
hidden cracks, scratches, broken grids, black spots, and short
circuits, respectively, indicating high accuracy. Qualitative
experiments show that our proposed algorithm can not only
identify individual defects, but can also distinguish and
recognize multiple types of defects. Moreover, it can identify
minute black spot defects in the real dataset.
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