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Abstract. Background: Artificial intelligence (AI) can potentially increase the 

quality of telemonitoring in chronic obstructive pulmonary disease (COPD). 
However, the output from AI is often difficult for clinicians to understand due to the 

complexity. This challenge may be accommodated by visualizing the AI results, 

however it hasn’t been studied how this could be done specifically, i.e., considering 
which visual elements to include. Aim: To investigate how complex results from a 

predictive algorithm for patients with COPD can be translated into easily 

understandable data for the clinicians. Methods: Semi-structured interviews were 
conducted to explore clinicians’ needs when visualizing the results of a predictive 

algorithm. This formed a basis for creating a prototype of an updated user interface. 

The user interface was evaluated using usability tests through the "Think aloud" 
method. Results: The clinicians pointed out the need for visualization of 

exacerbation alerts and the development in patients’ data. Furthermore, they wanted 

the system to provide more information about what caused exacerbation alerts. 
Elements such as color and icons were described as particularly useful. The usability 

of the prototype was primarily assessed as easily understandable and advantageous 

in connection to the functions of the predictive algorithm. Conclusion: Predictive 
algorithm use in telemonitoring of COPD can be optimized by clearly visualizing 

the algorithm's alerts, clarifying the reasons for algorithm output, and by providing 

a clear overview of the development in the patient's data. This can contribute to 
clarity when the clinicians should act and why they should act on alerts from 

predictive algorithms.  

Keywords. COPD, Telemonitoring, Artificial Intelligence, Usability, Predictive 
Algorithm, User Interface. 

1. Introduction 

Over 400 million people suffer from chronic obstructive pulmonary disease (COPD) 

worldwide [1]. The condition is often associated with exacerbations, i.e., a worsening of 

symptoms, which can have a major impact on individuals’ quality of life [2]. 
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Furthermore, the exacerbations are associated with increased mortality and high 

healthcare costs with exacerbations being responsible for about 50% of COPD expenses 

[3]. The use of telemonitoring in COPD has shown promising results in improving 

clinical outcomes and reducing financial costs [4]. The past few years, focus has 

increased on using artificial intelligence (AI) in telemonitoring [5] and has contributed 

positively to clinical decision support (CDS) for COPD patients, leading to a decrease in 

hospitalization and a reduction in financial costs [6]. However, the use of AI has also 

brought new technical, legal, and medical challenges into practice. Using AI in form of 

predictive algorithms for CDS has resulted in distrust among clinicians as the algorithms 

have been assessed as unreliable due to lack of explainability [7]. Hence, outputs from 

algorithms tend to be non-transparent when working towards more accurate results, 

while user-friendly interfaces are deprioritized [4, 8]. Prioritizing explainable algorithms, 

that are easily understood by the end-users, is essential as it has been shown to contribute 

to constructive CDS tools [9]. Therefore, this study aimed to investigate how complex 

outputs from a predictive algorithm for patients with COPD could be translated into 

easily understandable data for the clinicians. Furthermore, the study aimed to develop a 

user interface for an existing CDS system to achieve a higher level of explainability.  

2. Methods 

This study is a case study carried out in collaboration with the Danish TeleCare North 
organization. Throughout the study the ISO-standard ISO 9241-11:2018 was used as a 

theoretical framework.  

       The data collection included firstly semi-structured interviews to gain insight into 

the clinicians’ needs in relation to making a predictive algorithm more useful as a CDS 

tool. The purpose of the algorithm was to predict exacerbations in patients with COPD 

who received telemonitoring as part of their treatment. The clinical implementation of 

the predictive algorithm is described in detail elsewhere [10]. Two groups of informants 

were recruited; COPD specialists who had worked with the predictive algorithm and 

clinicians with knowledge about COPD who did not know the predictive algorithm. The 

latter were included as representatives for newly hired personnel. The interview guide 

was designed with the elements from the ISO standard. The data from the interviews was 

analyzed using Virginia Braun and Victoria Clarke’s Reflexive Thematic Analysis [11]. 

The Technology Acceptance Model (TAM) and Aaron Antonovsky’s theory of Sense of 
Coherence (SOC) were used as part of the analytical framework. The findings from the 

semi-structured interviews were used to create a prototype for an updated user interface.  

Furthermore usability tests were carried out as data collection to investigate the 

usability of the adapted user interface [12]. This was done through a “Think aloud” test 

that included ten tasks to ensure that the participants tested the entire system. The criteria 

for inclusion were a clinically relevant background and knowledge about health and 

technology preferably within telemedicine. The results were structured and processed 

through the three central concepts from the ISO 9241-11:2018: Effectiveness, Efficiency 
and Satisfaction.  
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3. Results 

3.1. Interview findings  

The informants included three nurses and one physiotherapist between 25-65 years of 

age. A total of three main themes and three sub themes were identified. The identified 

themes were Lack of understanding of alerts (subtheme: Additional information), 
Visualization of results (subtheme: Visualization of development), Visual tools 
(subtheme: Prioritizing).Overall, the participants found the alerts from the predictive 

algorithm difficult to identify or understand leading to a lack of comprehensibility and 

meaningfulness and thus affecting SOC. The clinicians stated that they interpreted the 

alerts as errors when they did not understand the basis for the alert. To increase the 

perceived usefulness (PU) of the algorithm and increase the effectiveness, the participants 

needed to know the foundation for the alert. Furthermore, they needed to be able to access 

the patients’ data over a period of time as this would improve the manageability for the 

clinicians by providing the necessary resources. This would indirectly increase the 

clinicians’ sense of meaningfulness. The participants found that the total usability of the 

predictive algorithm could be increased by focusing on both the alerts and the 

development in the patients’ data over time. The accessibility of the necessary 

information makes the system easier to operate and thereby improves the perceived ease 
of use (PEOU). Participants described the possibility of a better overview that could ease 

the clinicians’ work processes in both quality and safety by visualizing different data in 

different ways. Some suggestions included color-coded thresholds for the predictive 

algorithm and icons. According to the participants, a separate icon for the predictive 

algorithm would highlight the alerts and make it more accessible and could thus lead to 

both higher PEOU and satisfaction. Furthermore, visual tools such as colors and icons 

were assessed as helpful in prioritizing patients and tasks which would have the potential 

to increase the efficiency and effectiveness and provide a useful CDS tool. In addition, 

the participants stated that visualization of the development in the patients’ data could 

make the clinicians more aware of changes prior to algorithm alerts and potentially 

reduce hospital stays. This could potentially increase the effectiveness and efficiency in 

the usage of the predictive algorithm.  

3.2. Usability results 

The usability tests were carried out in the developed user interface. The changes from 

the existing user interface focused primarily on the visibility and explainability of the 

predictive algorithm. Color changing icons were added to indicate and clarify the result 

of the algorithm as well as arrows indicating the development in the algorithm’s results. 

Furthermore a graph was added to visualize the development in the underlying data from 

the algorithm. The participants included five participants, four women and one man, with 

both academic and clinical backgrounds. The participants found that the user interface 

was overall effective to use. However, they identified a few elements that could be 

improved to increase the overall effectiveness and ensure that tasks are carried out as 

intended. Three of the participants described the user interface as intuitive and 

meaningful making it easy to carry out the given tasks. Two of the participants, however, 

experienced issues with the user interface making it seem less intuitive. The participants 

found that colors and different symbols contributed to the overall perception of the user 

interface resulting in increased efficiency. Elements such as arrows didn’t improve the 
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efficiency at first as some participants needed to navigate the interface for a while before 

realizing the purpose of these. Lack of understanding for the included interface icons 

caused the participants to lose track. Furthermore, according to the participants, 

efficiency is decreased when further information is not permanently visible in the 

overview of the patient, but instead has to be accessed by navigating through the system.  

The participants’ overall satisfaction with the user interface was impacted by some 

of the features not being clear to the participants. Furthermore, the participants stated 

that users must dare to explore the system without being afraid of making mistakes to 

discover how to navigate it. Regarding satisfaction, the participants described the 

importance of knowing what caused the predictive algorithm alert to be able to assess 

whether it provides reliable information.  

4. Discussion 

The aim of this study was to investigate how complex results from a predictive algorithm 

for patients with COPD could be translated into easily understandable data for the 

clinicians. The lack of explanation from predictive algorithms is problematic, as it does 

not provide a basis for CDS, which can lead to mistrust from the users [7]. The results 

from this study showed that the users’ lack of trust in the algorithm could lead to them 

seeing the alerts as errors. The amount of trust in the predictive algorithm can be a 

difficult balance in the decision making. On one hand, a certain level of trust is necessary 

to exploit the possibilities of using AI [6]. On the other hand, too much trust can lead to 

addiction and misuse of AI [6]. Therefore, as evident from the findings of this study, it 

is still necessary to adhere to the clinicians’ judgment since the predictive algorithms 

should not be favored over the clinicians' own assessments but should instead support 

their decisions. Hence, the clinicians expressed that they need additional information 

about the predictive algorithm. Some clinicians felt that the alert of the predictive 

algorithm was based on the immediate deviation rather than considering long-term 

trends. Similar results were found in a study by Ware, et al [13]. However, too many 

alerts and elements can make it difficult for clinicians to distinguish between the 

important and less important alerts, which might result in important alerts being ignored. 

Furthermore, it can disrupt and obstruct the clinicians’ workflow [14]. Health 

professionals’ time can be seen as inefficient and make it difficult for the clinicians to 

familiarize themselves with an algorithm [15]. This is despite the fact that studies show 

that predictive algorithms reduce time and improve the accuracy of the treatment [15]. 

Therefore, it is important that the amount of information is adequate as too much 

information can hamper the work processes [8]. In addition, conflicting experiences of 

the usefulness of the predictive algorithm can affect a successful implementation, as this 

requires sufficient usability [13].  

5. Strengths and Limitations 

One strength of the study is its focus on a minimally documented area considering the 

scientific literature. Another strength was the inclusion of both end-users and possible 

end-users with usability expertise to ensure specific and relevant insight to the subject. 

A third strength is that the case study was performed through an iterative process where 

the end-users’ inputs were included in the development of the user interface and in the 
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evaluation of the adapted version which ensures relevance for the impacted clinicians. A 

limitation is the limited number of participants in the study, why theoretical data 

saturation was not reach [16]. Furthermore, two of four participants had worked with the 

predictive algorithm but had only experienced a few alerts. This could mean that some 

of the findings are more hypothetical even though examples of the existing user interface 

were included.  

6. Conclusion 

Visualization of complex results from a predictive algorithm for patients with COPD can 

lead to increased usefulness. However, this needs to apply to the underlying information 

on which the predictive algorithm relies on, and not only to the alerts generated by the 

predictive algorithm. The adjustments made to the prototype accommodated this by 

making elements more accessible and understandable, which helped to strengthen the 

general applicability of the predictive algorithm. These adjustments help to ensure that 

the predictive algorithm functions as a supplementary tool for the clinicians. However, 

further studies with a larger sample are needed to investigate further on the study subject.  
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