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A B S T R A C T   

As the access rate of wind energy in a power system has significantly increased, stabilizing the power system has 
become challenging. Among these challenges, low-frequency oscillation is one of the most harmful problems, 
effectively resolved by adding a damping controller according to the relevant properties of the low-frequency 
oscillation. However, the controller often fails to adapt to the constantly changing wind energy system owing 
to the lack of a targeted dynamic change strategy. Thus, to address this issue, an adaptive stabilization strategy 
that uses a static var compensator with an additional damping controller structure is proposed. Specifically, the 
entire power system is equivalently represented as a generalized regression neural network, with a deep rein
forcement learning algorithm called soft actor-critic introduced to train the agent based on the generalized 
regression neural network model. After the training process, the agent can provide additional efficient static var 
compensator damping controller parameters under different operating conditions, vastly improving the system 
stability. Simulation results verify the improved performance using the proposed strategy compared to other 
optimization methods, regardless of whether the low-frequency oscillations were suppressed in the time or 
frequency domains.   

1. Introduction 

An increasing number of wind farms (WFs) are being installed in 
power systems to alleviate energy shortages [1], with increased global 
installed wind energy capacity in certain areas [2]. For example, during 
2007–2013, the United States had an average annual increase of 7.1 GW 
in installed wind power capacity [3]. China may augment its 2030 
renewable energy capacity target from 20% to 35% by 2030; mean
while, wind energy plays an important role in planning [4]. Global 
average annual wind capacity additions are planned to be within the 
scope of 50 GW from 2017 to 2040 [5]. Studies have confirmed that 
renewable energy utilisation will increase by 28% globally between 
2015 and 2040 [6]. Using renewable energy, such as wind power, in 
power systems meets the electricity demand [7] and reduces carbon 
dioxide emissions [8], thus indicating that wind energy is considered an 
important energy source to support the operation of a sustainable 
society. 

However, owing to the uncertain nature of wind speed, a low- 
frequency oscillation (LFO) arises when several wind farms are 

integrated into power systems [9]. LFO severely limits the energy 
transmission ability and disrupts grid stability in certain situations. If the 
LFO cannot be suppressed for a period of time, generators and trans
mission lines are tripped and cut off [10,11]. Thus, LFO is a major issue 
in power systems. Therefore, an effective method should be explored to 
suppress this phenomenon and ensure the stability of a power system. 

A series of measures have been proposed to search for a valid sup
pression method. Flexible alternative current transmission system 
(FACTS) devices are currently the most popular controlling devices for 
these measures. In a previous study [12], certain types of FACTSs were 
used for damping and suppressing oscillations in power systems. These 
types of devices can improve the damping performance of the system by 
increasing the transient stability limit and improving damping for syn
chronising power flow oscillations in the working process. In another 
study [13], a new SVC structure was proposed according to the fuzzy 
logic control theory. The designed SVC can flexibly change the electrical 
susceptance to improve the system stability. However, the effects of 
FACTS are limited, considering that the structure of FACTS is simple. To 
overcome these drawbacks of FACTS, an ADC is applied to further 
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improve damping. Various intelligent algorithms have been utilised to 
enhance the performance of ADC. An optimal method based on the 
particle swarm optimisation (PSO) algorithm was used to design an ADC 
to suppress LFO [14]. The eigenvalue analysis method and ADC tuning 
based on the residues method have been proposed to improve the system 
damping according to the position of the eigenvalues in a complex plane 
[15]. A particle swarm optimisation method with an oscillating expo
nential decay (PSO-OED) algorithm was previously proposed to design 
the parameters of a power system stabiliser and an automatic voltage 
regulator [16]. In addition, researchers applied genetic algorithms (GA) 
to obtain optimal coordination between the PSSs and unified power flow 
controller (UPFC)-based stabiliser parameter [17]. Controller parame
ters using these methods can significantly promote the damping of a 
power system. However, the controllers using these algorithms are not 
sufficiently affected because traditional optimisation algorithms are 
limited in optimising the process, possibly resulting in limited system 
damping lifting in certain scenarios. 

Robust optimisation methods have been proposed in several studies 
to ensure the effectiveness of ADC under different conditions. A robust 
and decentralised Takagi Sugeno (TS) fuzzy controller was utilised to 
design a damping controller to manage oscillations, while the parame
ters of the controller were tuned by using the probability collocation 
method (PCM) [18]. A robust internal model control proportional in
tegral derivative double derivative (IMC-PIDD2)-enabled controller was 
designed for suppressing active power oscillations and frequency oscil
lations [19]. An H∞ robust control strategy was investigated in the 
presence of system uncertainties [20]. A robust type-2 fuzzy-based 
fractional-order PID control method has been proposed [21]. Moreover, 
a dynamic genetic algorithm and bacteria foraging algorithm were 
combined for tuning these types of controller parameters. The robust 
optimisation method is more generalised than traditional control 
methods because different scenarios and states are considered in the 
optimisation process. In contrast, the optimization process considering 
extreme cases provides conservative optimization results. 

In recent years, the adaptive control method has gradually become 
popular. Owing to its dynamic characteristics, controllers designed by 
the adaptive control method can obtain a better suppression effect 
despite undergoing extreme scenarios. For example, an adaptive optimal 
damping control architecture was proposed for mitigating oscillations in 
renewable energy systems [22]. Analogously, a novel online and adap
tive wide-area damping controller (WADC) was used to achieve 
maximum damping of the inter-area oscillations [23]. A proportional 
resonance (PR) controller was designed based on an adaptive method to 
maintain a stable frequency [24]. In addition, the adaptive control 
method can achieve more potent results when combined with other 
control methods. For instance, a method combined with the H∞ robust 
optimised method and adaptive control method was presented [25] to 
enhance the transient stability of a power system in reference [26]. 
Similarly, an adaptive fuzzy logic controller was proposed to smoothen 
the grid power curve and enhance the power quality when the wind 
system operates at different wind speeds [27]. Apparently, the adaptive 
control method is advanced for diverse variations in new energy 
systems. 

Most of the aforementioned power system transient stability prob
lems rely on the mathematical model of the system to be solved. How
ever, considering controller design problems, most of the mathematical 
expressions of the system model are unknown, which highly complicates 
solving the controller design problem. Fortunately, artificial intelligence 
(AI) technology provides a new method for suppressing power system 
oscillations. Deep learning (DL) can fit the complex nonlinear relation
ships of multiple characteristic variables based on a large amount of data 
and deep network structure. Reinforcement learning (RL) enables an 
agent to learn based on trial and error, guiding behaviour through re
wards obtained by interacting with the environment, with the goal of 
maximising rewards for the agent. Deep reinforcement learning (DRL) 
combines the advantages of DL and RL to enable prediction and 

optimisation in a continuous action space and has been successfully 
applied in power systems. The proximal policy optimisation (PPO) DRL 
method was used to tune the parameters for a novel multiband power 
system stabiliser to control multimode low-frequency oscillations [28]. 
A DRL algorithm asynchronous advantage actor-critic (A3C) was 
applied to train an agent to provide optimal parameter settings for PR- 
PSS [29]. The oscillation damping problem was solved using a novel 
faster exploration strategy-based deep deterministic policy gradient 
(DDPG) algorithm [30]. 

Inspired by the aforementioned research, this study proposes a data- 
driven adaptive control method for self-tuning the parameters of the 
SVC-ADC, considering the uncertain characteristics of the wind farm 
system. The aims of this study are summarised as follows:  

1) Build a high-accuracy real-time dynamic system model for adaptive 
control, recursive least squares (RLS) [31], which have higher ac
curacy than the conventional Prony [32] and Steiglitz-McBride (SM) 
methods [33], are used to identify the equivalent transfer function of 
wind power integrated into the power system in a single scenario. 
Based on this process, the GRNN is used to learn the mapping rela
tionship between the system transfer function parameters and the 
system state to obtain a variational model of the dynamic charac
teristics of the variable wind speed of a wind farm system in 
continuous state space for adaptive control. 

2) To remove the deficiencies of the traditional controller for the sup
pression performance of multi-oscillation modes, an SVC additional 
dual-channel damping controller structure is proposed for a scenario 
in which the dominant mode of LFO is not unique when the wind 
farm is connected to the power system. The proposed structure, 
based on system linearization and residue analysis, allows for a more 
targeted suppression based on the dominant mode of LFO for the 
system and significantly improves system stability.  

3) Convert the SVC-ADC parameter tuning problem into the maximum 
entropy Markov decision process (MDP) according to the actual wind 
farm access to the power system change. Meanwhile, an SAC algo
rithm is also introduced to solve the MDP by training an agent 
capable of achieving an optimal adaptive control strategy for the 
dynamic changes in the system for adaptive control. 

In Section 2, the required mathematical models of the dynamic 
power systems under naturally varying wind speeds are obtained. Sec
tion 3 introduces the architecture of the SVC with an additional dual- 
channel damping controller. Section 4 presents the controller tuning 
problem formulated as an MDP and demonstrates the SAC-based 
controller tuning process. Section 5 presents the results of the pro
posed strategy, finally followed by the conclusions in Section 6. 

2. Model of the dynamics power system under varying wind 
speeds 

This section briefly demonstrates the mathematical models of the 
dynamic power system acquisition schemes based on RLS with GRNN. 
Specifically, the controlled autoregressive and moving average 
(CARMA) model of the power system is first introduced, after which a 
model identification method for a single case using the RLS algorithm is 
proposed. Subsequently, based on the above, the GRNN is used to fit the 
nonlinear mapping between the wind speed and the power system 
transfer function to obtain the dynamic equivalent model. 

2.1. Power system model with pending parameters 

The complexity and nonlinearity of power systems significantly in
crease owing to the integration of wind turbines, making obtaining 
models with full dynamic characteristics difficult. In the ADC design 
problem, low-order equivalent models with a fixed structure and pa
rameters that vary with the operating conditions are sufficient for the 
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analysis. To characterise the dynamic properties of power systems, the 
CARMA model is employed to describe the relationship between the 
input and output signals, which is expressed as follows: 

A(s)y(t) = B(s)u(t)+C(s)e(t) (1)  

where y(t) and u(t) are the specific output and input sequences of the 
system, respectively. A(s) and B(s) are the undetermined coefficient 
sequences of the CARMA model: A(s)∈ℜ[s,na], A(s) = a0 + a1s+…+

anasna where a0 = 1, B(s) ∈•ℜ[s,nb], and B(s) = b0 + b1s+…+bnbsnb. The 
system order nb needs to be set as large as possible to include the first 
zero value owing to the non-zero dead time. For simplification, it is 
assumed that e(t) is white noise, providing C(s) = 0. 

2.2. Single case model parameter identification 

Under a single operating condition, the model parameters of the 
CARMA wind power system are static, which can be estimated by an RLS 
algorithm with a variable forgetting factor. Introducing an appropriate 
forgetting factor can significantly improve the recognition accuracy 
when applying the RLS algorithm to the parameters. To identify the 
CARMA model parameters shown in (1), the algorithm can be expressed 
as follows: 

η(t) = y(t) − λT(t)γ(t − 1)
K(t) = P(t − 1)λ(t)/[1 + λT(t)P(t − 1)λ(t)]

γ(t) = γ(t − 1) + K(t)η(t)
μ(t) = 1 − [1 − λT(t)K(t)]η(t)2

/Σ0
P(t) = [I − K(t)λT(t)]P(t − 1)/λ(t)

(2)  

where γ(t) = [a1,⋯, ana , b0,⋯, bnb ]
T denotes the vector of the requested 

CARMA model parameter sequence, λ(t) = [− y(t − 1),…, − y(t− na),

u(t − 1),…, u(t − nb)]
T expresses the input–output time series, P(t) de

notes the covariance matrix, I is the identity matrix, K(t) is the adjust
ment gain, 0 < μ < 1 is the forgetting factor used to gradually reduce the 
impact of past results, and 

∑
0 is constantly prepared. η(t) is used as an 

intermediate variable to support the implementation of the RLS process. 
Owing to the various possible sudden disturbances in a power system, 
modelling may present significant errors, which were prevented by 

introducing moving boundaries for each parameter. The high and low 
boundaries for each parameter are defined as follows: 

Bh = B + τ|B|
Bl = B − τ|B| (3)  

where 0 < τ < 1; the larger the value τ, the more likely the parameters 
vary. B represents the estimated value of the parameter obtained in each 
iteration. Bh and Bl represent the upper and lower boundaries of the 
estimated parameters, respectively. 

2.3. Model of the wind speed variation system based on GRNN 

As a single-pass learning neural network, GRNN has a particular 
training strategy where the network memorises each input and target 
data, achieving a better performance in the fitting task. After the GRNN 
is adequately trained, it can generalise and receive the output according 
to the memory of the GRNN. In addition, the training strategy is rapid 
and precise given that the GRNN is trained with a significant amount of 
information in its memory, and overfitting or underfitting will not occur. 

Suppose f(x, y) is a given joint continuous probability density func
tion (PDF) of a stochastic independent variable vector x and stochastic 
scalar dependent variable y; if x is a specific measured vector of the 
random variable x, then the regression of y on  X can be expressed as 
follows: 

E[y|X] =
∫∞
− ∞ yf (X, y)∂y
∫∞
− ∞ f (X, y)∂y

(4) 

In most cases, PDF f(x, y) is unknown; however, the relationship can 
be approximated by the actual observations of x and y. The estimation 
formula can be given as follows: 

F(X, Y) =
1
m

∑m
k=1exp

(
− (X− Xk)

T (X− Xk)
2ψ2

)
exp

(
− (Y− Yk )

2

2ψ2

)

(2π)
u+1

2 ψu+1
(5)  

where F(X, Y) is the estimating equation of PDF f(x, y) obtained by using 
the Parzen consistent estimator. Xk and Yk denote the actual sampling 
point for the stochastic independent variable x vector and stochastic 

Fig. 1. GRNN fitting fundamentals for the CARMA model.  
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scalar dependent variable y. Y is the corresponding target value of the 
specific measurement value vector X, m is the total number of samples in 
the network memory, u is the total dimension of the input vector, and ψ 
is the smoothing factor for the estimation process. 

According to equations (3) and (4), mapping between X and Y can be 
expressed as follows: 

Ŷ (X) =
∑M

k=1Ykexp(− ℓ2
k

2ψ2 )

∑M
k=1exp(− ℓ2

k
2ψ2 )

(6)  

ℓ2
k = (X − Xk)

T
(X − Xk) (7)  

where ℓk denotes the difference between the input vector X and the 
stored data Xk, called the distance. Apparently, only one parameter ψ 
needs to be determined in the GRNN model; this parameter determines 
the learning ability of the model. 

The basic structure and fundamentals of the mapping fitting process 
of the GRNN are demonstrated in Fig. 1. The input and output data of the 
CARMA system are used as the memory of the GRNN. Subsequently, the 
results of the independent variables are used as the input, and the pre
dicted output is obtained by the GRNN using equations (5) and (6) based 
on the memory. 

3. Model of SVC-ADC 

In this section, specific models of the SVC and ADC are constructed. 
Subsequently, a novel SVC-ADC is proposed. 

3.1. SVC transfer function configuration 

As the most common FACTS device, the SVC primarily maintains the 
busbar voltage. Moreover, an ADC is always added to the SVC to further 
improve its performance. The configuration of the SVC transfer function 
model is shown in Fig. 2. 

Here, Vref is the reference voltage, Vsys is the power system voltage, 
Tm is the gain constant of the regulator, α is the thyristor-firing angle, 

and Δα is the change in the thyristor-firing angle. Kα and Tα are the gain 
constants of the thyristor firing delay, and Td is the gain constant of the 
phase-sequence delay. 

3.2. Design of novel SVC-ADC 

Owing to the access of wind power in a power system, which may 
significantly increase instability, more than one oscillating mode may be 
generated considering the control theory, for which the traditional 
single-branch controller cannot meet the requirements. Therefore, a new 
controller should be designed to suppress the two oscillation modes. The 
structure of the new controller proposed in this study is shown in Fig. 3. 

Each branch of the additional damping controller proposed in this 
study consists of a filter link, lead-lag link, limiting link, and gain link. As 
shown in Fig. 3, the transfer function of one branch of the SVC-ADC is 
given as follows: 

F(s) =
(ωL/QL)s

s2 + (ωL/QL)s + ω2
L

1 + TL1s
1 + TL2s

1 + TL3s
1 + TL4s

KL (8)  

where KL is the gain link constant, QL is the filter link time constant, TL1,

TL2,TL3,TL4 are the constants of the lead-lag links, and ωL is the selected 
oscillation mode frequency of the filtering link. The input of this 
controller is the deviation between the voltage at the output of the SVC 
and the reference voltage, and the output is the reactance of the SVC. 

4. Problem converted as an MDP and the SAC-based solutions 

In this study, an MDP is introduced and used for the controller 
parameter tuning. The MDP can be described as follows: 

P(s
′

, s, a) = P{s(t) = s
′

|s(t − 1) = s, a(t − 1) = a}, s
′

, s ∈ S, a ∈ A (9) 

The SAC algorithm, a DRL algorithm, is used to solve the SVC-ADC 
parameter tuning problem. 

Fig. 2. Configuration of the SVC.  

Fig. 3. Structure of the novel static var compensator additional damping controller.  
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4.1. Conversion of the controller parameter tuning to MDP 

To solve the controller parameter tuning problem using deep rein
forcement learning algorithms, it is first necessary to build an MDP 
model based on this problem, which is given as follows:  

1) State S: State st includes wind speeds Wspi and the steady-state 
voltage of the power system node Unj.  

2) Action A: Action at at time step t is defined as (KL/N,TL/N, QL/N), 
where KL/N,TL/N, and QL/N denote the parameters of the SVC-ADC. 

3) Reward R: Reward rt at time step t is obtained when the agent per
forms the action at based on state st . This variable visually expresses 
the validity of the action. In this study, the reward is used to evaluate 
the impact of the current controller parameters on the system in real- 
time.  

4) Transition P: The transition probability Pst+1 |st ,at explicitly defines the 
transition between the states; when st is determined, st+1 and at are 
determined along with it. 

The entire MDP framework is composed based on these four vari
ables. The action agent at is derived from state st and policy π. Action at 
is applied to the environment, and the response of the entire system is 
evaluated using the reward function to derive the performance of the 
action. The agent maximises the rewards by exploring the state space. 
The aforementioned RL framework is presented in Fig. 4. 

The reward for the RL task should be defined according to practical 
application scenarios and optimisation objectives. To obtain the per
formance of the controller parameters, a model performance index is 
introduced to measure the comprehensive performance. 

To indicate the relationship between the input and output, the lin
earised model of the entire system can be expressed as follows: 
{

ẋ = Ax + Buin
yout = Cx (10)  

where x is the system state vector, A represents the state matrix, B and C 
are the state input and output matrices, respectively; and uin and yout are 
the input and output vectors of the power system, respectively. 

If the form of x is changed to x = Pz, the linearised model of the 
entire power system can be rewritten as follows: 
⎧
⎪⎨

⎪⎩

ż = P− 1APz + P− 1Buin = Λz + QT Buin

yout = CPz = C
∑n

j=1
pjzj

(11)  

where P is the right modal matrix of z, Q is the left modal matrix of z, and 
Λ is the diagonal matrix, which can be expressed as follows: 

Λ = diag(λ1, λ2,…, λl); λl = σl + jωl (12)  

where λ1, λ2,…, λl are the eigenvalues of A, and σl and ωl are the real and 
imaginary parts of λl, respectively. 

When a unit pulse input is applied to the system, the system output 
can be expressed as follows: 

yout = Cpjzim
j =

∑n

l=1
Riljexp(λlt) (13)  

where Rilj is the residue of the LFO mode and can be defined as follows: 

Rilj = μilνlj (14)  

U = CP,V = QT B (15)  

Here μil represents the ith row and lth column element of U, and νlj 

represents the lth row and jth column element of V. Based on the 
aforementioned study, the effect of the kth LFO mode on the output can 
be summarised as follows: 

Fk =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

ϖ(σk,ωk)
∑

i=1

∑

j=1
|Rilj|

2
√

(16)  

ϖ(σk,ωk) =
σ2

k + ω2
k

2σ3
k

(

exp
[

2σ3
kτr

σ2
k + ω2

k

]

− 1
)

(17)  

where τr is the response time of the system model with a unit pulse as the 
input excitation signal. To optimise all the target LFO modes, the reward 
function can be defined as follows: 

r =
∑

l=1
ϑlFl (18)  

where ϑl is the weight coefficient of the lth LFO mode, which is equally 
distributed to each LFO mode to ensure that each mode is efficiently 
optimised. 

4.2. Controller parameter tuning based on SAC 

Generally, the DRL algorithm was introduced to solve the MDP. 
Among them, the PPO algorithm is the most common DRL algorithm; 
however, it is an on-policy algorithm, which has the disadvantage of low 

Fig. 4. RL framework of the proposed method to the additional damping controller designing.  
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sampling efficiency and requires a large amount of sampling data to 
learn the rule of different types of variates. DDPG is an off-policy algo
rithm aimed at continuous control, which is more efficient than PPO in 
sampling, but has the problem of sensitivity to its hyper-parameters and 
poor convergence. The SAC algorithm is an off-policy algorithm devel
oped for maximum-entropy reinforcement learning. Unlike DDPG, SAC 
adopts a stochastic policy that enables it to explore more efficiently than 
deterministic policies during the training process. In contrast, the SAC 
algorithm distributes almost an equal probability for actions with a close 
value based on the maximum entropy, which avoids entrapment in the 

same action leading to sub-optimal conditions via maximising the 
reward to give up low-reward actions. 

4.2.1. Soft value function structure 
The SAC algorithm makes decisions based on the maximum entropy 

stochastic strategy. Entropy can also be part of the reward to appraise 
the appropriateness of the current action in the strategy. The Bellman 
equation of maximum entropy reinforcement learning is introduced into 
the reward to encourage exploration, which is given as follows: 

H(π(s|a)) = − logπ(s|a) (19) 

Meanwhile, the reward function, which contains a description of the 
SAC performance, is defined as follows: 

R(st, at) =
∑K− t

i=0
γi[rt+i − λlogπ(st|at)] (20)  

where γ ∈ [0,1] is the discount coefficient. λ regulates the stochastic 
degree of the policy that determines the relative importance of the en
tropy term for the reward. To evaluate the effectiveness of the entire 
optimisation flow, the algorithm introduces a Q-value function as 
follows: 

Qπ(st, at) = Eπ [
∑K− t

i=0
γi[rt+i − λlogπ(st|at)]] (21)  

4.2.2. Critic model structure 
In the RL task, the agent learns by trial-and-error to receive the 

greatest rewards, with critics and actors introduced in the optimisation 
process to reach this goal. The critic assumes the function of evaluating 
the policy, whereas the actor makes improvements to the policy based 
on the results of the critic’s evaluation. 

In this study, a novel method based on a deep neural network (DNN) 
was used in the evaluation process because a DNN has a stronger effect 
on the fit of the value function. In this part, the output value Qϕ(s, a) of 
the DNN is used to approximate the soft Q-value by extensive training. 
However, DNN training is based on a large amount of data. To meet the 

Fig. 5. Structure of the SAC algorithm.  

Table 1 
Controller parameter tuning based on the SAC algorithm.  

Input: Wind speeds and node steady-state voltage states of the power system: 
(Wspi,Unj) 

Output: SVC-ADC parameter of the controller: (KL/N,TL/N,QL/N) 
1: Initialize 
Randomly initialize the parameter critic and actor networks with ϕ,φ, and δ,

respectively 
Randomly initialize critic network and actor networks with weight ϕ′

←ϕ and δ′ ←δ,
respectively 

Initialize the size of the experiences buffer 
2: for episode do 
3: Initialize the noise signal n obeying the standard normal distribution for 

exploration 
4: Initialize the state of the text system st 

5: Observe the initial state of the test system s1 

6: for step do 
7: Select action at = fδ(nt , st)

8: Action at is executed to the text system 
9: Obtain reward rt and new state st+1 

10: Store the information vector (st ,at ,rt ,st+1) in the experiences buffer 
11 If the experiences buffer is full of information: 
12 Randomly sample the batch of information from the experiences buffer 
13 Update Critic networks based on (22)-(24) 
14: Update Actor networks based on (26)-(30) 
15: Soft update based on (25) 
16: end 
17: end  
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training data requirements, a memory buffer has been proposed to store 
the historical data of the system status, action, and reward in the process 
of the interaction between the agent and environment. The parameter of 

DNN ϕ is renewed based on randomly batch-sampled data from the 
memory buffer. 

To describe the fitting effect of the DNN, the mean square error 
(MSE) between the output value Qϕ(st , at) and Q target value Qπ(st , at) is 
applied in the performance evaluation. The MSE formulation can be 
expressed as follows: 

L(ϕ) = E
[

1
2
(
Qϕ(st, at) − Qπ(st, at)

)2
]

(22) 

The parameters of the DNN ϕ can be updated by using gradient 
descent during the iterative process to ensure that the output MSE is 
gradually reduced. The updated value is closely related to the loss and 
can be expressed as follows: 

ϕt+1←ϕt − α∇ϕL(ϕ) (23)  

where α is the learning rate of the critic network and ∇ϕL(ϕ) is the loss 
function gradient. 

To achieve better evaluation results, the SAC algorithm added a new 
DNN to assess the policy for avoiding the overestimation of values. The 
DNN can be used as a state estimation function by training, and the 
evaluation index is MSE, which can be expressed as follows: 

Fig. 6. Topology of the 10-machine 39-bus text system.  

Table 2 
System state parameters in different test cases.  

Case Parameter Value Case Parameter Value 

Case 1 WF 49.8 MW Case 2 WF 53.6 MW 
Load 8 1046 MW Load 8 1098 MW 
Load 25 564 MW Load 25 678 MW 
Load 39 284 MW Load 39 314 MW 

Case 3 WF 47.8 MW Case 4 WF 57.8 MW 
Load 8 923 MW Load 8 891 MW 
Load 25 712 MW Load 25 495 MW 
Load 39 223 MW Load 39 244 MW 

Case 5 WF 44.3 MW Case 6 WF 42.1 MW 
Load 8 1106 MW Load 8 1138 MW 
Load 25 596 MW Load 25 469 MW 
Load 39 236 MW Load 39 303 MW 

Case 7 WF 54.9 MW Case 8 WF 41.2 MW 
Load 8 1036 MW Load 8 1178 MW 
Load 25 612 MW Load 25 533 MW 
Load 39 261 MW Load 39 271 MW  
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L(φ) = E
[

1
2
(Qφ(st, at) − Qπ(st, at) − λlogπ(st|at))

2
]

(24) 

Similarly, Qφ is the output of the new DNN, and φ is the parameter of 
the new DNN. 

To stabilise the effective update of the critic, SAC introduces a third 
DNN to estimate the current state value, and the update formula of its 
parameters can be expressed as follows: 

φt+1←ρφt+1 +(1 − ρ)φt (25)  

where ρ ∈ (0, 1) is the soft update factor. 

4.2.3. Actor model structure 
The critic part is responsible for the evaluation, while the actor part 

is responsible for making sense of the policy. Thus, a DNN is introduced 
to approximate the policy function π(s|a) for each state because the state 
space is continuous, and KL divergence is used to measure the difference 
between the policy function πδ(s|a) and the optimal policy π∗(s|a) in this 

study: 

L(δ) = E[Dkl(πδ(st|at)|π∗(st|at))] (26)  

where δ is the network parameter of the DNN and Dkl represents the KL 
divergence. The action loss L(δ) represents the difference between the 
current DNN-fitted policy πδ(s|a) and policy π∗(s|a) that can produce the 
desired action. The larger the action loss L(δ), the further it is from the 
desired direction. The ultimate optimisation goal is to minimise the 
action loss L(δ) by the iteration update policy πδ(s|a). The process of the 
policy update iteration can be expressed as follows: 

π′

= argminE[Dkl(πδ(st|at)|π∗(st|at))] (27) 

As the number of iterations continues to increase, the policy will 
continue to be updated in a better direction. The essence of this policy is 
to derive the current action based on the current state; thus, it can be 
considered as a function fitted by the DNN from another perspective. 
The process of obtaining the action of the fitter based on the state can be 
expressed as follows: 

at = fδ(nt, st) (28) 

Based on the aforementioned study, policy iteration process can be 
rewritten as follows: 

π′

= argminE[λlogπ(s|fδ(nt, st)) − Qπ(s|fδ(nt, st))] (29) 

Similar to the parameter update of the critic, a gradient descent is 
used as the parameter update method for the actor DNN: 

Fig. 7. Comparison of the identification method results: (a) Case 1; (b) Case 2.  

Table 3 
Identification average MAE of the three methods in multiple scenarios.  

Method Variance Average MAE 

SM 1.48892E-05 1.14371E-04 
Prony 6.61147E-06 7.84344E-05 
RLS 3.17327E-06 4.29994E-05  

Fig. 8. (a) MAE Distribution of the three methods; (b) PDF curves of the three methods.  
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δt+1←δt − β∇δL(δ) (30)  

where β is the learning rate of the actor network and ∇δL(δ) is the 
gradient of the actor loss function. 

4.2.4. Soft actor-critic controller parameter tuning 
As described above, the entire algorithmic structure of SAC consists 

of the actor, critic, and experience buffer parts. The actor part is used to 
fit the nonlinear relationship between the state and action vectors. The 
critic part is responsible for estimating the state-action pair, while the 
experience buffer stores data from the exploration stage as empirical 
information to prepare for training the DNN. The structure of the entire 
SAC algorithm is shown in Fig. 5. 

The actor part consists of a parameterised DNN, while the critic part 
consists of three similar DNNs. A matrix of information data serves as the 
experience buffer. Certain re-parameterisation conditions, including the 
sampled noise signal obeying the standard normal distribution N(0,1), 
are used to solve the sampling problem of the model before the 
approximation policy π(s|a) and expand the degree of exploration of the 
agent in the continuous state space to achieve higher reward possibil
ities. Considering the current environmental state st, the actor obtains 
and performs an action at+1 according to the policy π(s|a). When the 
reward rt and st+1 are returned, the information vector (st, at, rt, st+1) is 
stored in the experience buffer part. Critics are randomly sampled from 

the experience buffer to train the critic network to break the correlation 
with different types of input variables. By interacting with the envi
ronment to collect information based on experiences by an agent, the 
key parameters of the DNN are updated. The parameter-tuning process 
of using the algorithm is presented in Table 1. 

5. Case study 

In this section, the effects of the strategies presented in this study in 

Table 4 
Identification result of RLS.  

Case Parameter value Parameter value 

Case 1 a0  − 0.00235 b0 1 
a1  − 0.01707 b1 12.877 
a2  − 0.26336 b2 156.33 
a3  − 0.75789 b3 974.39 
a4  − 3.2009 b4 2576.03 
a5  − 4.5133 b5 7591.34 
a6  2.4652 b6 6293.99 
a7  − 10.369 b7 3315.37 
a8  1.6323 b8 1.224e-8 

Case 2 a0  1.0373 b0 1 
a1  36.558 b1 9.242 
a2  87.924 b2 18.071 
a3  524.207 b3 91.680 
a4  203.094 b4 95.551 
a5  2088.109 b5 248.364 
a6  − 1126.824 b6 154.571 
a7  433.238 b7 119.573 
a8  − 8.116 b8 39.690  

Fig. 9. Comparison of the identification result: (a) Case 3 and (b) Case 4.  

Table 5 
Key hyperparameters of the SAC algorithm.  

Parameter Value 

Memory size 10,000 
Discount factor 0.99 
Mini-batch size 128 
Training episodes 9000 
Step in each episode 10 
Soft update coefficient 0.01 
Learning rate for critic network 6E-3 
Learning rate for actor network 2E-3 
Entropy regularization coefficient 0.2  

Fig. 10. Cumulative reward mean values and standard deviation for Case 3.  
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various scenarios are discussed. The actual situation regarding the entire 
power system connected to wind power is described in Subsection 5.1. 
The complete implementation process of the entire optimisation strategy 
is detailed in Subsection 5.2. The identification method of the system 
combining RLS and GRNN and their full descriptions are presented in 
Subsection 5.3 based on an example. The training process of SAC, key 
parameters, and comparison of different optimisation methods are 
elaborated in Subsection 5.4. Finally, Subsections 5.5 and 5.6 demon
strate a comparison of the proposed controller with other controllers and 
the discrepancy in the effectiveness between the SAC optimisation 
approach and other optimisation methods. 

5.1. Introduction to experimental power systems 

A modified IEEE 10-machine 39-bus system was used as a test system 
to investigate the performance of the proposed strategy. The topology of 
the test system is shown in Fig. 6. The total amount of generator and load 
connected to the system was 5620 MW and 6140.3 MW, respectively. 
Random wind speeds and partially variable loads were introduced to the 
test system to mimic a real-time system change situation. In this study, to 
demonstrate the effectiveness of the control strategy, several typical 
operational conditions were selected for the test cases, as presented in 
Table 2. 

5.2. System transfer function identification 

In this study, to characterise the dynamic properties of the test sys
tem and perform highly targeted oscillation suppression based on the 
properties, the first step is to identify the system to obtain a high- 

precision equivalent model of the system. 
Before the identification begins, the test system excitation signal and 

corresponding response signal data are acquired using simulations. 
Next, the order of the transfer function model and number of undeter
mined parameters for the model are determined. The identification of 
the system transfer function in a single scenario is implemented based on 
the RLS, which identifies the undetermined parameters based on the 
excitation signal data, response signal data, and equation (1) to derive 
the mathematical model of the equivalent transfer function of the system 
in the scenario. 

The advancement of the proposed identification method was verified 
by comparing it with the SM and Prony methods. The SM method pro
posed by Steiglitz and McBride in 1965 is an algorithm for estimating the 
transfer function with the prescribed time-domain impulse response and 
has been widely applied in filter design and system identification. Prony 
is a method that identifies signals composed of complex exponentials, 
essentially based on the singular value decomposition (SVD) of a 
specially constructed Hankel matrix. Signal processing techniques have 
been widely used in time series analysis and forecasting. To further 
demonstrate the identification results of the three methods, the time- 
domain dynamic responses of the three identification methods under 
Cases 1 and 2 are shown in Fig. 7. The proposed method clearly has 
strong robustness and identification accuracy. 

Moreover, to further demonstrate the identification results of the 
three methods, the identification MAE and its distribution of the three 
methods in different cases are shown in Table 3 and Fig. 8, respectively. 
The SM method achieves an average MAE of 1.14E-4, while the Prony 
method achieves an average MAE of 7.84E-5 when performing multiple 
scenarios for identification. The RLS method used in this study has an 

Fig. 11. Time-domain system response of different methods: (a) Case 5, (b) Case 6, (c) Case 7, and (d) Case 8.  
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average MAE of 4.30E-5, also shown in Table 3. The overall distribution 
of MAE in multiple scenarios also demonstrates that the RLS method 
presents a strong robustness compared to the other two methods shown 
in Fig. 8. The results of the RLS identification of the transfer function 
parameters in specific scenarios are presented in Table 4. 

However, the dynamic characteristics of power systems change in 
real-time, making the system transfer function identification in a single 
scenario insufficient for meeting the controller needs for adaptive con
trol, for which GRNN will be used to characterise the dynamic system 
based on the RLS identification results in this study. The network 
training was based on the system parameter data, with 8500 sets of data 
used for training and 1000 sets for validating the model accuracy in this 
study. The time-domain responses of the dynamic system characterised 
by the RLS and GRNN are compared with the time-domain response of 
the original system, as shown in Fig. 9. 

5.3. Agent training process 

The SAC-based agent training process requires determining its agent 
structure and key hyperparameters before initialisation. The overall 
structure of the neural network has three hidden layers, each with 256 
neurons, whether it is an actor or critic. The agent containing the actor 
and critic performs the training process by interacting with the envi
ronment represented by the dynamic system. Environmental changes 
are represented as real-time changes in wind speed and load. The change 
range of the load and wind speed variation is [0.8,1.2] in this study. 
During the training process, the gain and time parameters of the addi
tional damping controller are selected in a continuous state space in the 
range of [0,60], [0.02, 30], respectively, to maximise the simulation of 

the actual controller parameter selection. The key hyperparameters 
involved are listed in Table 5. 

The cumulative reward, calculated using equation (17), is an 
important indicator of the performance of the training process in the 
reinforcement learning process. The cumulative reward of the agent 
during the training process in Case 3 is shown in Fig. 10, which dem
onstrates that the mean value and standard deviation of the reward 
values are in a state of fluctuation when the number of episodes is be
tween 0 and 1000. This phenomenon arises because the agent is 
exploring the continuous state space to gain experience for subsequent 
agent learning. When the number of iterations is between 1000 and 
1322, the mean value curve significantly rises, while the standard de
viation region converges, indicating that the agent is currently entering 
the learning status. When the number of iterations is between 1322 and 
9000, the mean value curve and standard deviation domain remain 
stable, indicating that the agent has found the optimal solution for the 
current case. 

5.4. Analysis of the comparative results 

To measure the effectiveness of the proposed strategies, the PSO 
algorithm and residue method are proposed to compare the effectiveness 
of the proposed strategy. Multiple cases (Cases 5, 6, 7, and 8) are used as 
test cases, among which PSO is one of the representatives of the swarm 
intelligence optimisation algorithm, which uses the idea of mutual 
cooperation to find the optimal solution to the problem and has high 
search efficiency and accuracy. The residue method reflects the sensi
tivity of the controller output signal to the system characteristic root The 
calculation process does not involve the controller structure and is 

Fig. 12. Distribution of modes in a complex plane: (a) Case 5, (b) Case 6, (c) Case 7, and (d) Case 8.  
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suitable for the LFO damping controller design based on the relationship 
between the system residue number, controller transfer function, and 
system characteristic root. The comparison results are shown in Fig. 11. 

Fig. 11 demonstrates that the proposed method clearly has a stronger 
suppression amplitude and speed for the time-domain system response 
oscillations compared to the PSO and residue methods. The result in
dicates a more reasonable method for the parameter tuning of the 
controller proposed in this study, which presents a better optimisation 
effect. 

The variation in the distribution of the dominant modes and their 
damping in the complex plane are presented in Fig. 12 and Table 6 for 
four cases (Cases 5, 6, 7, and 8) To characterise the optimisation effec
tiveness and self-adaptive capability of the proposed strategy for dy
namic systems. 

In the real system, most modes are located on the right side of the 
complex plane, and the damping (expressed as the size of a circle) is low; 
thus, the system generates an intense LFO. As shown in Fig. 12, the PSO 
and residue methods play a suppression role for both dominant modes; 
however, their effect is not apparent, and the damping of the dominant 
modes does not reach the requirement of 5%, insufficient for making the 
system reach a steady state. The proposed strategy can significantly 
improve the damping of the dominant mode and adaptively change its 
parameters according to the system state to achieve a better perfor
mance compared to the traditional strategy. Considering the modal 
distribution shown in Fig. 12 and Table 6, it appears that after the 
optimisation of the proposed strategy, the damping of the dominant 
modes is improved to more than 5%, and the system stability require
ment is achieved. 

The root cause of this phenomenon can be attributed to the limita
tions of the algorithmic mechanism. The PSO method can better sup
press the modes in a single scenario. However, the PSO method lacks a 
better generalisation capability owing to the limitation of the algorithm 
mechanism, which cannot be adaptively adjusted. Similarly, the 

disadvantage of the residue method is that the designed damping 
controller is not sufficiently robust. When multiple oscillation modes 
exist in the system or the system operation state changes, such as in the 
cases proposed in this study, the system linearization result also 
changes, resulting in the design parameters not achieving the expected 
effect of suppressing the LFO. 

6. Conclusion 

In this study, an adaptive control strategy based on a generalized 
regression neural network and deep reinforcement learning is proposed 
to achieve an optimal parameter tuning process of the static var 
compensator additive damping controller. The strategy employs recur
sive least squares to identify the system transfer function parameters and 
is combined with a generalized regression neural network to achieve a 
dynamic system fitting in a continuous state space, based on which the 
soft actor-critic algorithm is used to train the agent to achieve the 
adaptive adjustment of the static var compensator additional damping 
controller parameters with an improved inhibitory effect and robust
ness. To verify the effect of the strategy, recursive least squares 
parameter identification, generalized regression neural network system 
dynamic fitting, and deep reinforcement learning dynamic parameter 
adjustment of the strategy are executed and compared with traditional 
methods using different cases. The results demonstrate that the pro
posed strategy achieves both adaptive parameter tuning and significant 
robustness considering the dynamic changes in the system. The mean 
absolute error of the identification process is reduced by 30% compared 
with the traditional method. The damping of each oscillation mode in 
the frequency domain is increased to more than 5%. The oscillation 
amplitude in the time domain is significantly reduced, while the domi
nant modes are located in the stability region, meeting the system sta
bility requirements. 
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