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Abstract
One of the main challenges to the security of an online business is credit card fraud. For this reason, 
algorithms based on artificial intelligence and machine learning are being introduced to enable the 
most accurate and fast detection of card fraud. This paper presents an approach to the detection of 
card fraud based on machine learning algorithms more specifically, a multilayer perceptron (MLP) 
and a Decision tree. The aforementioned algorithms were trained and tested using a publicly available 
data set on card fraud. The data set used consists of 7 characteristics of the card transaction and 
information on whether there was card fraud or not. In total, the data set contains information on 
1,000,000 transactions, and it is highly imbalanced. To handle the class imbalance, random under-
sampling, SMOTE, and SMOTE-Tomek algorithms were proposed. From the achieved results it can be 
seen that the highest performances are achieved if MLP (AUC = 0.99,  f1 = 0.99, MCC = 0.98, and Kappa 
= 0.98) and Decision tree (AUC = 0.99, f1 = 0.99, MCC = 0.99, and Kappa = 0.98) are trained by using 
data set re-sampled by using SMOTE-Tomek algorithm. If the performance of the mentioned algorithms 
is examined using fewer characteristics of the transaction, it can be seen that by reducing the number 
of characteristics a significant decrease in classification performances can be noticed if a Decision tree 
in combination with SMOTE-Tomek is used. However, if an MLP in combination with SMOTE-Tomek is 
used, a significantly lower decrease in performance can be observed, pointing to the higher robustness 
to input vector dimension reduction. Such a robust system can provide information about transaction 
validity even in a condition where the input data is limited to a few input variables. From the achieved 
results, it can be concluded that MLP in combination with the SMOTE-Tomek algorithm can be used 
for credit card fraud detection, even in conditions with a lower number of input variables.
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1. Introduction

Online trading has taken a large share in world-
wide trade in recent years (Rouf et al., 2021). More 
and more different products and services can be 
bought and sold online (Melović et al., 2021). Such 
a trend reached its peak in the past years due to 
the COVID-19 pandemic and reduced physical 
contact (Wynn and Olayinka, 2021). For the above 
reasons, safe and verified trade is imperative for 
the exchange of goods and services to be carried 
out smoothly and without major delays (Kim et al., 
2022). One of the main challenges for the security 
of an online business is certainly card fraud, and 
the timely detection of fraud represents a signif-
icant saving of resources and time (Arora et al., 
2022). For this reason, algorithms based on artifi-
cial intelligence (AI) and machine learning (ML) are 
being introduced to enable the most accurate and 
fast detection of card fraud (Alarfaj et al., 2022). 
Utilization of AI and ML has an application in the 
security area, ranging from protection of (Inter-
net of Things) IoT systems and computer networks 
(Kuzlu et al., 2021, Mattos et al., 2020, Qiu et al., 
2019), over financial systems (Melnychenko, 2020, 
Bredt, 2019) to video surveillance (Nguyen et al., 
2020, Lorencin et al., 2019). Similar techniques 
can be used in credit card fraud detection. The 
authors in (Shanthakumara et al., 2022) have pro-
posed the utilization of XGBoost and Random For-
est Classifier to detect credit card frauds by using 
data about fraudulent transactions. The described 
approach has resulted in F1 score ranging from 
0.81, for the case of XGBoost to 0.87 for the case 
of Random Forest Classifier. Sudha and Akila in 
(Sudha and Akila, 2021) have proposed a method 
based on a majority voting-based ensemble (MVE) 
classifier. In this case, the F1 score up to 0.9 was 
achieved. Asha and Kumar (Asha and KR, 2021) 
have proposed multiple machine-learning algo-
rithms for credit card fraud detection. If Support 
Vector Machine (SVM) was used, precision of 0.98 
and recall of 0.90 were achieved. On the other 
hand, if a neural network was used precision of 
0.81 and recall of 0.76 were achieved. Roseline et. 
al. have proposed a solution based on Long Short-
Term Memory-Recurrent Neural Network (LSTM-
RNN). By using this approach, high classification 
performances were achieved. The authors in (Car-
cillo et al., 2021) have proposed a combination of 

supervised and unsupervised learning for credit 
card detection. The authors have concluded that 
such an approach enables significant performance 
increase. The authors in (Chen and Lai, 2021) have 
proposed an approach based on the utilization of 
convolutional neural networks. Such an approach 
has resulted in an accuracy of 99%. Varmedija 
et. al. (Varmedja et al., 2019) have proposed an 
approach based on multiple algorithms: Logistic 
Regression, Random Forest, Naive Bayes, and 
Multilayer Perceptron (MLP). The authors have 
concluded that utilization of all aforementioned 
algorithms has resulted in high classification 
performances. Taha et. al. (Taha and Malebary, 
2020) have proposed a solution based on an Op-
timized Light Gradient Boosting Machine. By using 
this approach, high accuracy bud low F1 score of 
only 0.57 was achieved. Fukas et al. (Fukas et al., 
2022) demonstrate the application of shapely ad-
ditive explanations to determine the models and 
individual feature importance for financial fraud 
detection. A downstream set of methods is ap-
plied and the results enable the description of the 
main factors which indicate fraudulent behaviors. 
Chaquet-Ulldemolins et al. (Chaquet-Ulldemolins 
et al., 2022) demonstrate the application of Inter-
pretable Autoencoders (IA). These methods allow 
for the creation of individualized transaction rank-
ing (ITR), which in turn allows for a higher accuracy 
that reaches up to 93%. Hasan and Rizvi (Hasan 
and Rizvi, 2022) demonstrate the application of 
AI-driven detection on Indian e-Commerce trans-
action data, during its increase within the COV-
ID-19 pandemic period. The authors conclude that 
AI-driven methods show promise, especially when 
the amount of data processed is significantly in-
creased. Li (Li, 2022) applies the information fusion 
technology (IFT) which merges several ML and data 
mining techniques such as Logistic regression (LR) 
and SVM. The research focuses on the analysis of 
the individual making the transaction, especially 
in a business-to-business (B2B) environment and 
shows significant promise in determining attempts 
at fraudulent transactions and requests. AI-JasCon 
is an AI-based containerization system for bayesi-
an fraud detection in complex networks proposed 
by Nonum et al. (Nonum et al., 2022). The goal 
of the research is the preparation of an AI-based 
high-precision system for the detection of prob-
lematic transactions which can easily be applied 
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within existing pipelines for continuous integra-
tion and continuous delivery (CI/CD). Chang et al. 
(Chang et al., 2022) test a multitude of algorithms, 
including LR, k-nearest neighbors (KNN), random 
forest (RF), and autoencoders to determine the 
best-performing algorithms for fraud detection. 
When undersampling and feature reduction are 
applied the best-performing algorithms are shown 
to be RF and LR. Fraud detection with a multitude 
of methods is also performed by Navaneethakr-
ishnan and Viswanath (Navaneethakrishnan 
and Viswanath, 2022). Their research includes a 
total of seven algorithms, the best of which are 
shown to be feed-forward ANNs, with accuracy 
and precision of 99% and fallacy rate of 0.1%. The 
ever-changing nature of fraudulent transactions 
is noted by Aschi et al. (Aschi et al., 2022), who en-
code the pre-processing and model training inside 
a batch layer. This approach allows for periodic 
retraining with newly collected data. Grossi et al. 
(Grossi et al., 2022) focus on the application of a 
Quantum SVM (QSVM) algorithm. The main bene-
fit of this research is the application on quantum 
computer architecture via the Qiskit stack, paired 
with the automatic best-feature selection based 
on the QSVM feature-map characteristic.

From the presented literature overview it can 
be seen that there is no information about the 
comparison of different data set balancing tech-
niques used on highly-imbalanced data sets re-
lated to credit card fraud detection. Furthermore, 
there is a lack of information about the perfor-
mances of ML techniques for credit card fraud 
detection in conditions where the input data is 
limited to a few input variables.

According to the presented literature overview, 
the following questions can be asked:

• Is it possible to design an intelligent system 
for credit card fraud detection using trans-
action data and ML algorithms such as MLP 
and Decision tree combined with data set 
resampling algorithms? 

• Which combination of ML algorithm and 
data set resampling algorithm will achieve 
the highest classification performances? 

• How will the developed models perform in 
conditions with a limited number of input 
variables?

To summarize the novelty of this paper, in this 
research an approach base on two basic ML algo-
rithms (Decision tree and MLP) is presented. To 
handle the imbalanced data, random under-sam-
pling, SMOTE, and SMOTE-Tomek algorithms were 
used. Furthermore, on both Decision tree and 
MLP, a robustness test for input vector dimension 
reduction is performed for all data sets. The di-
mension reduction is performed according to the 
correlation of each input variable to the target. The 
performed investigations can provide information 
about the proper methodology for the utilization 
of highly-imbalanced data sets related to credit 
card fraud. Furthermore, the part of the investiga-
tion related to the examination of input dimension 
reduction robustness can provide the information 
about possibility of utilizing such algorithms in a 
condition where the input data is limited to a few 
input variables.

2. Credit card fraud 
detection system

The system proposed in this article consists of a 
classification algorithm that uses purchase data 
to detect credit card fraud. Such an algorithm is 
used to determine possible credit card fraud by 
using data characteristics for a single purchase. 
The fraud detection procedure using a classifica-
tion algorithm is presented in Figure 1. According 
to the presented data flow, it can be seen that 
certain data is required to detect credit card fraud 
with high accuracy. In this paper, different com-
binations of input variables were used to deter-
mine the minimal number of input characteris-
tics that will result in satisfying fraud detection 
performances.

3. Used data set

In this research, a publicly available data set on 
credit card frauds was used (Varmedja et al., 2019). 
The used data set consists of 1,000,000 data points 
on credit card transactions. However, the original 
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data set is unbalanced, where only 8.57% of sam-
ples represent fraud. The characteristics of the 
data set are presented in Table 1.

The first input variable corresponds to the cu-
stomer’s distance from his residence in kilometers. 
The second variable represents the distance in ki-
lometers from the last transaction, while the third 
variable corresponds to the ratio of the incurred 

cost to the median of all transactions. Other va-
riables represent a logical expression of Boolean 
algebra and provide information on whether the 
same transaction is repeated, whether the chip 
card and pin were used during the transaction, 
and whether payment was made for an online 
order.   

Table 1: Description of the used data set

Input-Output Variable name Data type Minimal value Maximal Value

X1 distance from home Float 0.104184119 965.910612

X2 distance from last transaction Float 0.001448486 990.0703152

X3 ratio to median purchase price Float 0.016932756 41.02344879

X4 repeat retailer Bool 0 1

X5 used chip Bool 0 1

X6 used pin number Bool 0 1

X7 online order Bool 0 1

Y Class Bool 0 1

3.1 Resampling techniques

It can be noticed that the used data set is signi-
ficantly unbalanced. For these reasons, multiple 
data resampling techniques were used to achieve 
a more balanced data set. 

The application of methods to increase the 
number of samples is absolutely necessary be-
cause such an approach reduces the influence of 
imbalanced classes such as those present in the 
data set in question. Furthermore, this approach 
enables a larger number of samples for traning, 
which increases the performance and robustness 
of the developed model.

In this section, a brief description of the used 
data set resampling techniques will be presented.

3.1.1 Random under-sampling

Random under-sampling is performed by rando-
mly reducing the number of the dominant class. 
The resulting data set consists of all members of 
class positive and a partition of class negative. 
This data set consists of 16,384 points that re-
present credit card fraud and 16,384 data points 

that represent a valid transaction. The 16,384 va-
lid transactions were selected from the original 
983,616 data points uniformly randomly, in order 
to represent the original data as similarly as possi-
ble, according to the law of large numbers (Abou 
Jaoude, 2013).

3.1.2 SMOTE

One of the used resampling techniques is Synt-
hetic Minority Over-sampling Technique (SMOTE). 
SMOTE is an oversampling technique, standardly 
used for classification problems (Chawla et al., 
2002). For a data set of n samples and X features 
(dimensions) in the feature space. The feature 
space of the minority class (positive in this case) 
is over-sampled by defining k-nearest neighbors 
of each sample contained in the minority class. 
The new data point in feature space is then made 
between the random data and the randomly sele-
cted k-nearest neighbor. The SMOTE methodology 
used in this research is presented in Figure 2.

The procedure is repeated until minority class 
has the same proportion of as the majority class.
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Figure 1: The data-flow diagram of the proposed credit card fraud detection system

Figure 2: The graphical representation of Synthetic Minority Over-sampling Technique (SMOTE) 
over-sampling method

3.1.3 SMOTE-Tomek

SMOTE-Tomek algorithm represent a combination 
of the described SMOTE algorithm and Tomek un-
der-sampling algorithm. Tomek algorithm is based 
on the elimination of Tomek links from the data set 
and it represents a undersampling method. Unlike 
the presented random under-sampling method, 
Tomek under-sampling method selects data pairs 
(X1 and X2) according to the following criteria:

1. X1 is the nearest neighbour of X2,
2. X2 is the nearest neighbour of X1, and
3. X1 and X2 are members of different classes.

The members of the majority class that are inclu-
ded into the Tomek links are than removed from 
the data set. In other words, Tomek algorithm is 
used to remove the majority class samples that 
have the lowest Euclidean distance with the mino-
rity class samples. A graphical overview of the des-
cribed Tomek Algorithm is presented in Figure 3.
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Figure 3: Overview of Tomek procedure (a) Initial class distribution, b) Construction of Tomek links; 
c) Removal of majority class samples from Tomek links)
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The SMOTE-Tomek resampling algorithm is desi-
gned to combine SMOTE up-sampling procedure 
with Tomek under-sampling. By using this appro-
ach, the generated synthetic data has a higher 
Euclidean distance to original majority class.

3.1.4 An overview of the used data set

By using the described resampling techniques, the 
new data sets are designed. A brief overview of the 
designed data sets and their division into training, 
validation, and testing data sets are presented in 
Figure 4.

3.2 Dimension reduction

From Table 1, it can be seen that the data set con-
sists of seven input variables (X1, X2, X3, X4, X5, X6, 
and X7) and one output variable (Y). From Table 1, 
it can be seen that three input variables are float 
(X1, X2, and X3) and four are bool variables (X4, X5, X6, 
and X7). The output variable (Y) is a bool variable, 
where 0 corresponds with a valid transaction and 
1 corresponds to credit card fraud.

With the aim of reducing the number of input 
variables, it is necessary to determine how each of 
the input variables influences the output variable. 
In other words, it is necessary to determine which 
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input variables are a more important indicator 
for credit card fraud detection. For these reasons, 
correlation analysis is performed. The correlation 
matrix for all input variables and output variables 
is presented in Figure 5.

From the correlation matrix, it can be seen that 
X3 has the highest correlation to the output, indi-
cating that there is a connection between the two 

data variables. Variables marked with X1, X2, and X7 
have lower but still significant correlation factors. 
On the other hand, variables X4, X5, and X6 have 
no significant influence on the output variable. 
For these reasons, during the procedure of input 
dimension reduction, these variables will be omit-
ted. The procedure of input dimension reduction 
is presented in Figure 6.

Figure 4: Data set distribution

Figure 5: The Pearson correlation matrix of the used data set development of the classification 
algorithm.
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Figure 6: The process of dimension reduction for the input data

4. Used algorithms

In this section, a brief overview of the used classi-
fication algorithms is provided. In this research, 
two different classification algorithms were used: 

• MLP and
• Decision tree.

To determine the configuration that produces the 
highest classification performances, a grid-search 
procedure is performed in the case of both algorit-
hms. Classification performances are evaluated by 
using classification measures. In this case, measu-
res based on the confusion matrix are used (Luque 
et al., 2019). From the confusion matrix, precision 
and recall are determined. By using precision and 
recall, F1 score is calculated. F1 score is used as a 
single, scalar value used to determine the classifi-
cation quality (Yacouby and Axman, 2020).

4.1 Multilayer perceptron

Multilayer perceptron (MLP) represents one of 
the standard Artificial Neural Networks (ANN). It 
is successfully used in both classification and re-
gression problems in various fields from power 

engineering (Khosravi and Syri, 2020, Olatunji et 
al., 2019, Moon et al., 2018), through medicine 
(Rehman et al., 2019, Lee et al., 2020, Lorencin et 
al., 2020, Car et al., 2020) to robotics (Segota et al., 
2021, Colli-Alfaro et al., 2019). MLP is characterized 
by three types of layers:

• Input layer,
• Hidden layer(s), and
• Output layer.

Each of the aforementioned layers consists of at 
least one artificial neuron. The number of neu-
rons in the input layer is determined by a number 
of dimensions in the input vector. Analogously, 
the number of output layers is determined as the 
number of output classes. The optimal number 
of hidden layers (and the number of neurons in 
them) can vary from problem to problem and it is 
determined by using the grid-search procedure. 
During the development of the MLP-based classi-
fier used in this research, seven different configu-
rations of hidden layers are used.

Each neuron consists of an activation function. 
An activation function defines the relationship be-
tween signals on the input of a neuron and the 
output signal of a neuron, in a similar manner as 
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activation potential in a physical neuron (Karlik 
and Olgac, 2011). In this research, three different 
activation functions are used.

To fit MLP layers to available training data, algo-
rithms called solvers are used. The solver is used 
to minimize the training error of the network and 
to fit the network weights to the input and output 

data of the training data set. In this research, three 
different solvers were used.

All mentioned hyper-parameters are given in 
Table 2.

During the development procedure, all com-
binations of the described hyper-parameters are 
used to determine the combination with the hig-
hest classification performances.

Table 2: Used hyper-parameters

Hiddel layers Activation function Solver

(10) Rectified Linear Unit (ReLU), Limited memory Broyden–Fletcher–
Goldfarb–Shanno (LBFGS) (Fei et al., 2014), 

(10,10) Logistic Sigmoid Stochastic Gradient Descent (SGD) (Sopy 
la and Drozda, 2015),

(100,100) Hyperbolical Tangent (Tanh). Adam solver (Rausch et al., 2017).

(10,10,10)

(100,10,10)

(100,100,100,10)

4.2 Decision tree

Another algorithm used in this research is Deci-
sion tree. Decision tree represents a classificati-
on approach based on a set of rules formed as a 
tree structure (Li et al., 2019). Such a structure is 

used as a non-parametric algorithm that follows 
the paradigm of supervised learning. during the 
training process, multiple structures are created 
to determine the set of rules that will result in the 
highest classification performances. An example 
of a Decision tree is given in Figure 7.

Figure 7: An example of a Decision tree
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The configuration of a Decision tree, i.e. the set 
of rules is defined during the training procedure. 
During the training procedure, multiple trees are 
designed and evaluated to define the tree with the 
highest classification performance. To perform the 
training procedure, several parameters are defi-
ned. The performances of the designed tree can 
vary with the change of training parameters (Van-
fretti and Arava, 2020, Ahmed et al., 2018). With 
the aim of achieving higher classification perfor-
mances, a grid search procedure is performed to 
determine the training parameters that will result 
in a higher F1 score. During this research, three 
training parameters are varied:

• Maximal number of splits, 
• Minimal leaf size, and
• Minimal parent size.

5. Performance 
evaluation methods
To determine the performance of the designed 
classifiers, it is necessary to define the metrics. In 
this research, methods based on the confusion 
matrix were used. Confusion matrix is a special 
form of a matrix that can be formed as a table 
to enable the visualization of classification per-
formances (Wu, 2022, Kim and Cho, 2022). Each 
row in the matrix represents one actual class con-
tained in the data set target. Each column of the 
confusion matrix represents predicted class (Li et 
al., 2022). An example of a binary confusion matrix 
is presented in Figure 8.

Figure 8: An example of a confusion matrix

Figure 8: An example of a confusion matrix

According  to  the  confusion  matrix,  multiple  metrics  used  for  classification

performance evaluation can be formed. Precision or positive predicted value (PPV )

can  be  defined as  a  ratio  between the  number  of  samples  correctly  classified  as

fraudulent and the total number of samples classified as fraudulent, or:
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TP

TP+TN
(1)

where TP is a number of true positive and TN a number false positive values. 
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According to the confusion matrix, multiple me-
trics used for classification performance evaluati-
on can be formed. Precision or positive predicted 
value (PPV) can be defined as a ratio between the 
number of samples correctly classified as fraudu-
lent and the total number of samples classified as 
fraudulent, or:
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where TP is a number of true positive and TN a 
number false positive values. 

On the other hand, recall or true positive rate 
can be defined as a ratio between the number of 
samples correctly classified as fraudulent and the 
total number of truly fraudulent samples, or:

TPR=
TP

TP+FN
(2)

where FN is the number of false negative values. 

5.1 AUC-ROC

One of the measures used in this research is the area under the ROC curve (AUC).

ROC curve is a curve constructed in FPR − TPR plane, where FPR is on the x and

TPR on y axis. The AUC is the area under the ROC curve, and it represents a single,

scalar value that can be used as a classification measure.  AUC  represents a float

value ranging from 0.5

(coin-flip) classification to 1 (perfect classification) (Lorencin et al., 2020).

5.2 F1

Alongside AUC, F1 score was used. F1 score represent the harmonic mean of PPV

and TPR. Such a harmonic mean can be defined as:

F1=2
PPV ∙TPR

PPV+TPR
(3)

or:

F1=
2TP

2TP+TN+FN
(4)

F1, alongside  AUC,  represents a standard classification measure,  used in  various

classification problems. Due to a higly imbalanced data set, two new classification

measures are introduced, and these are:
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F1, alongside AUC, represents a standard classifi-
cation measure, used in various classification pro-
blems. Due to a higly imbalanced data set, two 
new classification measures are introduced, and 
these are:

• Matthews Correlation Coefficient and
• Cohen’s Kappa Coefficient.

In the next few paragraphs, a brief description of 
the aforementioned measures is provided.
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Another method used for statistical evaluation of 
classification performances is Matthews Corre-
lation Coefficient (MCC). MCC can be defined by 
using data 

• Matthews Correlation Coefficient and

• Cohen’s Kappa Coefficient.

In the next few paragraphs, a brief description of the aforementioned measures is

provided.
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Another method used for statistical evaluation of classification performances is Matthews

Correlation Coefficient (MCC). MCC can be defined by using data 

F1=
TP ∙TN−FP∙ FN

√(TP+FP)(TP+FN)(TN+FP)(TN+FN)
(5)

determined from the confusion matrix as (Chicco and Jurman, 2020):

5.4 Cohen’s Kappa Coefficient

The last classification measure used in this research is Cohen’s  Kappa Coefficient.

Cohen’s Kappa is a quantitative measure of reliability for two raters that are rating

the  same  thing,  corrected  for  how  often  that  the  raters  may  agree  by  chance.

Similarly  to  already  presented  measures,  Kappa  can  be  calculated  by  using

confusion matrix (Wang et al., 2019). 

In the case of binary classification, Kappa can be reduced to:

Kappa=
2(TP∙TN−FN ∙FP)

(TP+FP ) (FP+TN )+(TP+FN)(FN+TN )
(6)
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6. Results and discussion

In this section, the achieved results will be presen-
ted and discussed for the case of the classification 
based on the original data set and on data sets 
created by using random under-sampling, SMOTE 
resampling, and SMOTE-Tomek resampling. The 
results will be presented for both MLP and Deci-
sion tree-based classification.

6.1 Results achieved with original data set

In this subsection, the results achieved with MLP 
and Decision tree trained with the original data 
set are presented.
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6.1.1 Results achieved with Multilayer 
perceptron

During the development of the MLP, multiple ar-
chitectures were examined. Furthermore, each 
MLP variation is trained and tested using different 
combinations of input variables. For each combi-
nation of input parameters, the MLP configurati-
on with the highest classification performances is 

presented, alongside the achieved scores. It can be 
noticed that, in the case of the input vector that is 
designed using all 7 input parameters, the highest 
performances were achieved if an MLP is designed 
by using ReLU activation function. Furthermore, it 
can be noticed that the satisfying classification per-
formances were achieved only in the case when all 
7 input variables are used during the construction 
of the input vector, as presented in Figure 9.

Figure 9: Comparison of AUC, F1, MCC, and Kappa scores achieved with a Multilayer perceptron 
according to the combination of input parameters

Figure 9: Comparison of AUC, F1, MCC, and Kappa scores achieved with a Multilayer

perceptron according to the combination of input parameters

It can be noticed that the highest classification performances are achieved if an MLP

of  intermediate  model  complexity  is  used.  Such  a  conclusion  is  consistent  with  the

theoretical knowledge of model selection (Hastie et  al.,  2009, Bishop and Nasrabadi,

2006, Goodfellow et al., 2016). All described MLP configurations are presented in Table

3.

Table 3: MLP hyperparameters and achieved metrics for the case of all combinations of input

variables

Input variables Solver Hidden layers Activation function
X1-X7 Adam 100,10 ReLU

X1,X2,X3, X7 LBFGS 100 Tanh
X1, X3, X7 Adam 10 ReLU

X3, X7 LBFGS 10,10 Logistic

24

X 1   X 7 X 1 , X 2 , X 3 , X 7 X 1 , X 3 , X 7 X 3 , X 7

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

1.05

S
co

re

AUC F1 MCC Kappa

It can be noticed that the highest classification 
performances are achieved if an MLP of interme-
diate model complexity is used. Such a conclusi-
on is consistent with the theoretical knowledge 

of model selection (Hastie et al., 2009, Bishop 
and Nasrabadi, 2006, Goodfellow et al., 2016). All 
described MLP configurations are presented in 
Table 3.

Table 3: MLP hyperparameters and achieved metrics for the case of all combinations of input 
variables

Input variables Solver Hidden layers Activation function

X1–X7 Adam 100,10 ReLU

X1, X2, X3, X7 LBFGS 100 Tanh

X1, X3, X7 Adam 10 ReLU

X3, X7 LBFGS 10,10 Logistic
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6.1.2 Results achieved with Decision tree

When the results achieved with a Decision tree are 
compared, it can be seen that the highest classifi-
cation performances are achieved only if all 7 input 
variables are used for input vector construction. It 
is interesting to notice that, in all other cases, the 
underperformance can be noticed only if MCC and 

Kappa measures are observed. In the case of AUC 
and F1, the performance drop is not obvious, as 
presented in Figure 10.

Such a performance drop is a consequence of 
the highly imbalanced training data set.

Hyper-parameters used for the design of the 
analyzed Decision trees are presented in Table 4.

Figure 10: Comparison of AUC, F1, MCC, and Kappa scores achieved with a Decision tree according 
to the combination of input parameters 
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Such a performance drop is a consequence of the highly imbalanced training data set.

Hyper-parameters used for the design of the analyzed Decision trees are presented

in Table 4.
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Table 4: Decision tree hyperparameters and achieved metrics for the case of all combinations of 
input variables

Input variables Maximal number of splits Minimal leaf size Minimal parent size

X1–X7 20 1 10

X1, X2, X3, X7 18 1 1

X1, X3, X7 9 1 1

X3, X7 8 1 1

6.2 Results achieved with random 
under-sampling

In this subsection, the results achieved with MLP 
and Decision tree trained with the randomly un-
der-sampled data set are presented.

6.2.1 Results achieved with Multilayer 
perceptron

If the results achieved with MLP trained and tested 
by using random under-sampling are observed, 
it can be noticed that the highest classification 
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performances are achieved when all 7 variables 
are used during input vector construction. In the 
cases when a lower number of input variables is 
used for input vector construction, a slight drop 
in classification performances can be noticed. It 

is interesting to notice that the performances hig-
her than 0.9 are achieved in all cases except for 
the case when X3 and X7 are used for input vector 
construction, as presented in Figure 11.

Figure 11: Comparison of F1 scores achieved with a Multilayer perceptron and random under-sam-
pling according to the combination of input parameters

Figure 11: Comparison of F1 scores achieved with a Multilayer perceptron and random under-

sampling according to the combination of input parameters

The presented results are pointing towards the conclusion that MLPs trained with a

lower number of input parameters can be used for credit card fraud detection to in

more extent. Such a characteristic can be noticed regardless of the metric used. Such

a characteristic can be attributed to the fact that the data set is highly balanced.

The  hyper-parameters  used  for  the  design  of  the  analyzed  MLP models  are

presented in Table 5.

Table 5: MLP hyperparameters and achieved metrics for the case of all combinations of input

variables

Input variables Solver Hidden layers Activation function
X1-X7 LBFGS 10,10,10 Tanh

X1,X2,X3, X7 LBFGS 100,100,100,10 ReLU
X1, X3, X7 LBFGS 10,10,10 ReLU
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The presented results are pointing towards the 
conclusion that MLPs trained with a lower number 
of input parameters can be used for credit card 
fraud detection to in more extent. Such a characte-
ristic can be noticed regardless of the metric used. 

Such a characteristic can be attributed to the fact 
that the data set is highly balanced.

The hyper-parameters used for the design of 
the analyzed MLP models are presented in Table 5.

Table 5: MLP hyperparameters and achieved metrics for the case of all combinations of input 
variables

Input variables Solver Hidden layers Activation function

X1–X7 LBFGS 10,10,10 Tanh

X1, X2, X3, X7 LBFGS 100,100,100,10 ReLU

X1, X3, X7 LBFGS 10,10,10 ReLU

X3, X7 LBFGS 10 ReLU

6.2.2 Results achieved with Decision tree

If a Decision tree is used on a randomly un-
der-sampled data set, it can be noticed that the 
highest classification performances are achieved 
only when all 7 input variables are used for input 

vector construction. In all other cases, a significant 
drop in MCC and Kappa score can be noticed, as 
can be seen in Figure 12. Due to the low MCC and 
Kappa, all other combinations of input parameters 
must be omitted.
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Figure 12: Comparison of AUC, F1, MCC, and Kappa scores achieved with a Decision tree according 
to the combination of input parameters and random under-sampling

X3, X7 LBFGS 10 ReLU
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MCC and Kappa, all other combinations of input parameters must be omitted.
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Hyperparameters used for the design of the analyzed trees are presented in Table

6.

Table 6: Decision tree hyperparameters and achieved metrics for the case of all combinations of

input variables and random under-sampling
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Hyperparameters used for the design of the analyzed trees are presented in Table 6.

Table 6: Decision tree hyperparameters and achieved metrics for the case of all combinations of 
input variables and random under-sampling

Input variables Maximal number of splits Minimal leaf size Minimal parent size

X1–X7 13 1 19

X1, X2, X3, X7 8 1 1

X1, X3, X7 14 7 19

X3, X7 3 1 1

6.3 Results achieved with SMOTE

In this subsection, the results achieved with MLP 
and Decision tree trained with the SMOTE data 
set are presented.

6.3.1 Results achieved with Multilayer 
perceptron

When the results achieved with MLP trained by 
using SMOTE-generated date set, it can be noticed 

that the highest classification performances are 
achieved if all input variables are used. However, 
slightly lower performances are achieved if MLP 
is trained by using four or three input variables. 
In this case, the classification score is higher than 
0.9, regardless of the metric used. If two variables 
are used for input vector construction, classifica-
tion performances are significantly lower. This 
property is particularly emphasized in the case of 
MCC and Kappa, as presented in Figure 13.
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Figure 13: Comparison of AUC, F1, MCC, and Kappa scores achieved with a Multilayer perceptron 
according to the combination of input parameters and SMOTE resampling

Figure 13: Comparison of AUC, F1, MCC, and Kappa scores achieved with a Multilayer

perceptron according to the combination of input parameters and SMOTE resampling

The  hyper-parameters  used  for  the  design  of  the  analyzed  MLP models  are

presented in Table 7.
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The hyper-parameters used for the design of the analyzed MLP models are presented in Table 7.

Table 7: MLP hyperparameters and achieved metrics for the case of all combinations of input 
variables

Input variables Solver Hidden layers Activation function

X1–X7 LBFGS 10,10 Tanh

X1, X2, X3, X7 LBFGS 10,10,10 ReLU

X1, X3, X7 LBFGS 100,10 Tanh

X3, X7 LBFGS 10,10 ReLU

6.3.2 Results achieved with Decision tree

If the results achieved with Decision tree are ob-
served, it can be noticed that the high classifica-
tion performances are achieved only if all 7 input 
variables are used. In all other cases, the perfor-
mances are significantly lower. Such a property 
can be seen from low MCC and Kappa scores, as 
presented in Figure 14.
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Figure 14: Comparison of AUC, F1, MCC, and Kappa scores achieved with a Decision tree according 
to the combination of input parameters and SMOTE resampling

Table 7: MLP hyperparameters and achieved metrics for the case of all combinations of input

variables

Input variables Solver Hidden layers Activation function
X1-X7 LBFGS 10,10 Tanh

X1,X2,X3, X7 LBFGS 10,10,10 ReLU
X1, X3, X7 LBFGS 100,10 Tanh

X3, X7 LBFGS 10,10 ReLU

6.3.2 Results achieved with Decision tree

If the results achieved with Decision tree are observed, it can be noticed that the high

classification performances are achieved only if all 7 input variables are used. In all

other cases, the performances are significantly lower. Such a property can be seen

from low MCC and Kappa scores, as presented in Figure 13.

Figure 14: Comparison of AUC, F1, MCC, and Kappa scores achieved with a Decision tree

according to the combination of input parameters and SMOTE resampling
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Hyperparameters used for the design of the analyzed trees are presented in Table 8.

Table 8: Decision tree hyperparameters and achieved metrics for the case of all combinations of 
input variables and random under-sampling

Input variables Maximal number of splits Minimal leaf size Minimal parent size

X1–X7 18 1 15

X1, X2, X3, X7 16 6 1

X1, X3, X7 8 6 1

X3, X7 2 1 1

6.4 Results achieved with SMOTE Tomek

In this subsection, the results achieved with MLP 
and Decision tree trained with the SMOTE-Tomek 
data set are presented.

6.4.1 Results achieved with Multilayer 
perceptron

If the results achieved with MLP trained with SMO-
TE-Tomek generated data set are compared, it can 

be noticed that in all cases, a classification score 
higher than 0.8 is achieved. Such a property can be 
noticed regardless of the measure used. However, 
it can be noticed that the highest performances 
are achieved if all 7 input variables are used. On 
the other hand, MLP trained with four and three 
variables can achieve a score over 0.9, regardless 
of the measure utilized, as presented in Figure 15. 
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Figure 15: Comparison of AUC, F1, MCC, and Kappa scores achieved with a Multilayer perceptron 
according to the combination of input parameters and SMOTE-Tomek resampling

Figure 15: Comparison of AUC, F1, MCC, and Kappa scores achieved with a Multilayer

perceptron according to the combination of input parameters and SMOTE-Tomek resampling

From the presented result, it can be seen that MLP trained with a data set resampled

by  using  SMOTE-Tomek  algorithm  can  achieve  higher  robustness  on  input

dimension reduction. The hyper-parameters used for the design of the analyzed MLP

models are presented in Table 9.

Table 9: MLP hyperparameters and achieved metrics for the case of all combinations of input

variables

Input variables Solver Hidden layers Activation function
X1-X7 LBFGS 100 Tanh

X1,X2,X3, X7 LBFGS 100 Tanh
X1, X3, X7 LBFGS 100 Logistic

X3, X7 Adam 100,10 ReLU
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From the presented result, it can be seen that 
MLP trained with a data set resampled by using 
SMOTE-Tomek algorithm can achieve higher 

robustness on input dimension reduction. The 
hyper-parameters used for the design of the 
analyzed MLP models are presented in Table 9.  

Table 9: MLP hyperparameters and achieved metrics for the case of all combinations of input 
variables

Input variables Solver Hidden layers Activation function

X1–X7 LBFGS 100 Tanh

X1, X2, X3, X7 LBFGS 100 Tanh

X1, X3, X7 LBFGS 100 Logistic

X3, X7 Adam 100,10 ReLU

6.4.2 Results achieved with Decision tree

When the results achieved with Decision tree are 
compared, it can be noticed that high classificati-
on performances are achieved only if all 7 input 
variables are used. In all other cases, the classifi-
cation performances are significantly lower. Such 
a conclusion can be derived from low MCC and 
Kappa scores, as presented in Figure 16.
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Figure 16: Comparison of AUC, F1, MCC, and Kappa scores achieved with a Decision tree according 
to the combination of input parameters and SMOTETomek resampling

6.4.2 Results achieved with Decision tree

When the results achieved with Decision tree are compared, it can be noticed that

high classification performances are achieved only if all 7 input variables are used.

In all  other  cases,  the classification performances are significantly lower.  Such a

conclusion can be derived from low MCC and Kappa scores, as presented in Figure

15.

Figure 16: Comparison of AUC, F1, MCC, and Kappa scores achieved with a Decision tree

according to the combination of input parameters and SMOTETomek resampling

Hyperparameters used for the design of the analyzed trees are presented in Table

10.
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Hyperparameters used for the design of the analyzed trees are presented in Table 10.

Table 10: Decision tree hyper-parameters and achieved metrics for the case of all combinations of 
input variables and random under-sampling

Input variables Maximal number of splits Minimal leaf size Minimal parent size

X1–X7 20 8 1

X1, X2, X3, X7 15 6 1

X1, X3, X7 8 6 1

X3, X7 2 1 1

6.5 Method comparison

When all achieved results are compared, it can 
be noticed that the highest classification perfor-
mances are achieved if SMOTE-Tomek resampling 
algorithm was used. SMOTE-Tomek has shown the 
dominant performances regardless of the algo-
rithm used. Both algorithms, if trained with the 
data set re-sampled by using SMOTE-Tomek and 
by using all 7 input variables, have achieved the 
highest classification scores, regardless of the me-
tric used. If the performances of MLP trained with 
SMOTE-Tomek data set are closely observed, it can 
be noticed that 1 in 100 valid transactions will be 
falsely classified as fraudulent. On the other hand, 

it can be noticed that 1 in 1000 fraudulent transa-
ction will be classified as valid. Such a relationship 
can be described as positive, due to the fact that 
the detection rate of a fraudulent transaction is 
high. If the Decision tree is used, it can be seen 
that only 1 in 1000 transactions will be falsely de-
tected as fraudulent. On the other hand, it can be 
noticed that 4 in 1000 transactions will be falsely 
detected as valid.

By comparing the achieved results with the re-
sults achieved with MLP, it can be seen that by us-
ing Decision tree, a lower number of transactions 
are falsely detected as fraudulent. On the other 
hand, the number of falsely valid transactions is 
four times higher, when compared with MLP.
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When the performances of MLP and Decision 
tree according to input vector dimension reduc-
tion are compared, it can be noticed that a signif-
icant performance drop occurs if Decision tree is 

used. In this case, Kappa score is higher than 0.9 
only if all 7 input variables are used, as presented 
in Figure 17.

Figure 17: Comparison Kappa values according to the input variables for MLP and Decision tree 
trained with data set re-sampled by using SMOTE-Tomek

By comparing the achieved results with the results achieved with MLP, it can be seen

that by using Decision tree, a lower number of transactions are falsely detected as

fraudulent. On the other hand, the number of falsely valid transactions is four times

higher, when compared with MLP.

When  the  performances  of  MLP  and  Decision  tree  according  to  input  vector

dimension reduction are compared, it can be noticed that a significant performance

drop occurs if Decision tree is used. In this case, Kappa score is higher than 0.9 only

if all 7 input variables are used, as presented in Figure 18. 

     MLP + SMOTE-Tomek     Decision Tree + SMOTE-Tomek

Figure 17: Comparison Kappa values according to the input variables for MLP and Decision

tree trained with data set re-sampled by using SMOTE-Tomek
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On the other hand, if MLP is used, Kappa higher 
than 0.8 is achieved even if only two input varia-
bles are used. Such a property is pointing towards 
the conclusion that MLP has higher robustness 
to input vector dimension reduction, and it can 
be used in conditions whit a limited number of 
input data.

7. Conclusions

In this paper, a machine learning-based method 
for credit card fraud was proposed. The propo-
sed method was based on the utilization of MLP 
and Decision tree. Due to the highly imbalanced 
data set, random undersampling, SMOTE, and 
SMOTE-Tomek algorithms were used. From the 
achieved results, it can be concluded that:

• It is possible to design an intelligent system 
for credit card fraud detection based on 382 
Decision tree and MLP.

• The highest classification performances 
are achieved if MLP and Decision tree are 
trained by using data set re-sampled with 
SMOTETomek algorithm. Such a conclusion 
can be derived from high classification sco-
res, determined with different classification 
performance measures.

• By using Decision tree, a lower number of 
transactions are falsely detected as frau-
dulent. By using MLP, a lower number of 
transactions are falsely detected as valid.
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• MLP has shown higher robustness to input 
vector dimension reduction. Such a robust 
algorithm can be applied for credit card 
fraud detection even in conditions where 
data about transactions is limited.

The main disadvantage of this research is the 
limitations of SMOTE and SMOTE-Tomek algori-
thms and their aim for generalization. For these 
reasons, future work will be based on the investi-
gation of the utilization of more complex data set 
resampling algorithms. Furthermore, future work 
will be based on different classification methods 
such as classifiers based on genetic programming. 
Furthermore, the possibility of utilizing more com-
plex ensemble methods will be examined.
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Sažetak
Jedan od glavnih izazova za sigurnost internetskog poslovanja su kartične prijevare. Iz tog razloga uvode 
se algoritmi temeljeni na umjetnoj inteligenciji i strojnom učenju kako bi se omogućilo što točnije i brže 
otkrivanje kartičnih prijevara. Ovaj rad predstavlja pristup otkrivanju kartičnih prijevara koji se temelji 
na algoritmima strojnog učenja, točnije višeslojnom perceptronu (MLP) i stablu odlučivanja. Navedeni 
algoritmi trenirani su i testirani korištenjem javno dostupnog skupa podataka o kartičnim prijevarama. 
Skup podataka koji se koristi sastoji se od 7 karakteristika kartične transakcije i informacija o tome 
je li bilo kartične prijevare ili ne. Skup podataka ukupno sadrži informacije o 1.000.000 transakcija 
i vrlo je neuravnotežen. Kako bi se riješila neravnoteža klasa, predložene su metode temeljene na 
nasumičnom pod-uzorkovanju, SMOTE i SMOTE-Tomek algoritmi. Iz postignutih rezultata vidljivo je da 
se najveće performanse postižu ako se MLP (AUC = 0,99, f1 = 0,99, MCC = 0,98 i Kappa = 0,98) i stablo 
odlučivanja (AUC = 0,99, f1 = 0,99, MCC = 0,99, i Kappa = 0,98) treniraju korištenjem skupa podataka 
koji je balansiran primjenom SMOTE-Tomek algoritma. Ako se performanse spomenutih algoritama 
ispitaju korištenjem manjeg broja karakteristika transakcije, može se vidjeti da se smanjenjem broja 
karakteristika može primijetiti značajno smanjenje klasifikacijskih performansi ako se koristi Stablo 
odlučivanja u kombinaciji sa SMOTE-Tomek balansiranjem. Međutim, ako se koristi MLP u kombinaciji 
sa SMOTE-Tomek balansiranjem, može se primijetiti značajno niži pad performansi, što ukazuje na veću 
robusnost na smanjenje dimenzije ulaznog vektora. Takav robustan sustav može pružiti informacije o 
valjanosti transakcije čak i u uvjetima kada su ulazni podaci ograničeni na nekoliko ulaznih varijabli. 
Iz postignutih rezultata može se zaključiti da se MLP u kombinaciji sa SMOTE-Tomek algoritmom 
može koristiti za detekciju prijevara s kreditnim karticama, čak i u uvjetima s manjim brojem ulaznih 
karakteristika.
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