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Abstract

Applications such as autonomous driving or assistive robotics heavily rely
on the usage of Deep Neural Networks. In particular, Convolutional Neural
Networks (CNNs) provide precise and reliable results in image processing
tasks like camera-based object detection or semantic segmentation. How-
ever, to achieve even better results, CNNs are becoming more and more
complex. Deploying these networks in distributed embedded systems thereby
imposes new challenges, due to additional constraints regarding performance
and energy consumption in the near-sensor compute platforms, i.e. the sensor
nodes. Processing all data in the central node, however, is disadvantageous
since raw data of camera consumes large bandwidth and running CNN infer-
ence of multiple tasks requires certain performance. Moreover, sending raw
data over the interconnect is not advisable for privacy reasons. Hence, of-
floading CNN workload to the sensor nodes in the system can lead to reduced
traffic on the link and a higher level of data security.

However, due to the limited hardware-resources on the sensor nodes, par-
titioning CNNs has to be done carefully to meet overall latency requirements
and energy constraints. Therefore, we present CNNParted, an open-source
framework for efficient, hardware-aware CNN inference partitioning targeting
embedded AI applications. It automatically searches for potential partition-
ing points in the CNN to find a beneficial workload distribution between
sensor nodes and a central edge node. Thereby, CNNParted not only an-
alyzes the CNN architecture but also takes hardware components, such as
dedicated hardware accelerators and memories, into consideration to evaluate
inference partitioning regarding latency and energy consumption.
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Exemplary, we apply CNNParted to three commonly used feed forward
CNNs in embedded systems. Thereby, the framework first searches for several
potential partitioning points and then evaluates the latter regarding inference
latency and energy consumption. Based on the results, beneficial partition-
ing points can be identified depending on the system constraints. Using the
framework, we are able to find and evaluate 10 potential partitioning points
for FCN ResNet-50, 13 partitioning points for GoogLeNet, and 8 partitioning
points for SqueezeNet V1.1 within 520 s, 330 s, and 140 s, respectively, on an
AMD EPYC 7702P running 8 concurrent threads. For GoogLeNet, we deter-
mine two partitioning points that provide a good trade-off between required
bandwidth, latency and energy consumption. We also provide insights into
further interesting findings that can be derived from the evaluation results.

Keywords: Convolutional Neural Networks, Embedded Systems, Hardware
Accelerator, Simulation Framework, Hardware/Software Co-Design

1. Introduction

In the last decade, Deep Neural Networks (DNNs) have been the cen-
ter of attention in research focused on image processing. This is due to the
high level of accuracy achieved by these networks and the possibility to de-
ploy them in many different use cases, e.g. autonomous driving, intelligent
prosthetics and assistive robotics [1]. However, due to the increasing com-
putational complexity of these networks [2], their use in embedded hardware
presents new challenges.

It is no longer feasible to deploy such networks on general-purpose CPUs
or GPUs, since these platforms are not able to provide sufficient inference
latency and throughput. Instead, dedicated accelerators as well as hardware/
software-co design are necessary techniques to allow the efficient usage of
these Convolutional Neural Network (CNN) models. Through these means,
it is possible to increase performance and energy efficiency by more than 100x
and 1000x, respectively [3]. Still, the compute power necessary to execute
these algorithms continues to increase.

Several emerging applications rely on a combination of multiple sensors,
such as cameras, lidars and radars, instead of single static images in order
to perceive their environment. In assistive robotics, the focus lies on per-
sonalization and real-time capabilities to achieve user acceptance. The robot
utilizes cameras and other sensors in order to recognize people and to perceive
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Figure 1: CNNParted automatically evaluates various partitioning points of a CNN model
on multiple nodes. Both, sensor and edge node are embedded platforms with the former
being constrained in energy consumption and area. The link layer transmits intermedi-
ate results and can be inserted in between any network layer. As a result, CNNParted
outputs metrics for multiple potential partitioning points that help the designer efficiently
distribute the workload.

its environment. Real-time recognition is facilitated through local execution
in the robot by dedicated accelerators [4] instead of remote computations.
This also enhances privacy of the data.

Additionally, autonomous driving is another use-case that benefits from
CNNs. Data from different sensors is evaluated by a DNN in order to perform
object detection and semantic segmentation. The evaluated sensor data can
then be used for driver-assistance systems such as lane assistants, face recog-
nition [5] and also fully autonomous vehicles. The different sensor nodes
are all connected to a centralized Electronic Control Units (ECUs) by an
on-board network. It is desirable to reduce the amount of traffic on the net-
work, hence performing parts of the DNN computation directly in the sensor
node is advantageous. This approach has the added benefit of increased data
security while simultaneously keeping the communication latency low, since
reconstructing raw input data from intermediate feature maps requires deep
knowledge of the CNN model and its parameters.

To deploy CNN-based applications in embedded and distributed systems,
we present CNNParted1, an open source framework which searches for bene-
ficial partitioning points in a feed forward CNN and evaluates them based on
a given system architecture. As shown in Figure 1, the framework evaluates

1https://github.com/itiv-kit/cnn-parted
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several configurations, where the first partition of CNN layers is executed
on a sensor node, while the second partition is processed on a central edge
node. Apart from evaluating latency and energy consumption of both com-
pute platforms, CNNParted also considers the link in between, which is used
to transfer the output feature map of the last CNN layer processed in the
sensor node to the edge node. This paper is an extended version of our
work presented in [6], where we studied the partitioning of CNNs in general
and presented a toolchain to evaluate inference partitioning for several feed
forward CNNs. The extended contributions in this paper are as follows:

• We present CNNParted, an open source simulation framework for eval-
uating energy and latency of CNN partitioning in embedded systems

• We show the application of CNNParted to obtain latency and energy
consumption for different CNN inference partitioning

• We evaluate our tool by automatically identifying potential partitioning
points of multiple, typical feed forward CNNs, namely FCN-ResNet50,
GoogLeNet, and SqueezeNet

• We give insights into beneficial partitioning of these CNNs for different
system setups, evaluating also the impact of various link configurations

The remainder of this paper is divided into four sections. In Section 2, we
analyze the current state of the art to highlight the relevance of CNNParted.
Section 3 gives a detailed overview of the concept and implementation of the
framework. In Section 4, we evaluate the performance of CNNParted for
three different CNNs. Finally, Section 5 concludes this paper and provides
an outlook on the next steps.

2. Related Work

Since DNN inference imposes heavy computational and energy require-
ments it is not feasible to execute the full network on the sensor nodes [7]. It
follows that these operations must be moved to other, more powerful devices.
To ease the computational burden, several accelerator architectures specific
for co-deployment in sensor nodes have been proposed. An example of this
is RedEye, an analog accelerator that is connected directly to the pixel array
of a camera [8]. It is equipped with dedicated functional units to perform the
operations most commonly found in CNNs, i.e. computations, max pooling,
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and is also capable of performing quantization operations. Partitioning of
a GoogLeNet between RedEye and a second computational node, a Jetson
TK1 GPU, showed an improved latency while simultaneously reducing the
overall power consumption slightly.

Besides of designing specialized accelerators for embedded platforms to
meet latency and energy constraints, research has also been carried out con-
sidering DNN inference partitioning over multiple nodes. However, these
mainly take off-the-shelf platforms like GPUs or Field-Programmable Gate
Array (FPGA) based hardware IP modules for DNN inference partitioning
into account and mostly target only datacenter applications [9, 10, 11, 12, 13].
Moreover, approaches such as Distributed Deep Neural Networks (DDNNs)
proposed by Teerapittayanon et al. consider DNN inference partitioning
already during training, showing reduced communication overhead by main-
taining high accuracy [14].

Ghasemi et al. propose a framework for energy-efficient partitioning of a
DNN between a user device and a cloud server [15]. Their goal is to mini-
mize the energy consumed by the user device during computation as well as
transmission while executing a network of DNNs. The problem is formulated
as a weighted flow graph and the optimal partitioning point is calculated by
a min-cut algorithm. However, their approach relies on previous profiling
of the power requirements of the user device. For each new accelerator, the
above step must be repeated to determine the energy consumption of the
hardware used.

An edge-host inference partitioning approach has been presented by Ko
et al. [16]. They designed and synthesized an inference engine containing
144 16-bit MAC units, an on-chip buffer and a JPEG encoder and decoder
which allows storing weights in compressed format. They were able to prove
that DNN partitioning can be beneficial regarding throughput and energy-
efficiency. However, they do not provide a hardware-aware design space
exploration for DNN partitioning.

Similarly, the Deep Compressive Offloading framework, presented by Yao
et al., aims for reducing link latency by adding lightweight encoder and de-
coder in between the partitioned neural network [17]. Even though the results
show very small accuracy loss, the authors only evaluate latency and energy
consumption for off-the-shelf platforms in the sensor node, i.e. two different
Android phones.

Hu et al. propose the usage of autoencoder-based compression to opti-
mize throughput and accuracy of a pipelined CNN inference [18]. Similar to
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the approach presented in this paper, the first inference stage is placed in
transmitting node, i.e. the sensor, while the second is performed by the re-
ceiver. Thereby, to reduce communication overhead between both platforms,
an Autoencoder is inserted. However, their approach focuses on computa-
tion load-balance but does not consider power consumption or the accelerator
embedded near the sensor. This would be helpful when identifying optimal
partitioning points of the CNN.

Zhao et al. present DeepThings, an open source framework to split CNN
inference across multiple edge nodes leading to lower local memory require-
ments as well as drastic improvements on performance [19]. The network
is automatically split into multiple, independent tiles which are then dis-
tributed to the various nodes while considering their individual compute
resource constraints. Still, the authors only consider methods to optimize
scheduling while ignoring the hardware implementation of the accelerator. It
follows that this method only improves latency and throughput by dynamic
load balancing while considerations of energy across the different nodes are
neglected.

A co-exploration method for hardware and neural architecture co-design
targeting real-time applications is introduced by Yang et al. [20]. To achieve
this, the network is split across multiple FPGAs connected by a network-on-
chip. A feedback loop is used in the exploration step to improve accuracy
and hardware efficiency. However, their approach again does not consider
energy needed by the hardware and can therefore not be used to optimize
energy efficiency of embedded Artificial Intelligence (AI) scenarios.

An approach to partition multiple CNNs across a network of IoT devices
is proposed by Disabato et al. [21]. The network of devices is modelled as a
graph where vertices are only connected if they are in communication range.
The goal is to minimize the total latency of the data processing. To this end,
the individual latencies of computation and communication are calculated
and the optimization is formulated as a binary linear program. The solution
is calculated by a solver. Similar to previously discussed approaches, the au-
thors disregard energy requirements which makes this approach not suitable
when trying to find an energy efficient partitioning.

To the best of our knowledge, there is a lack of tools that can find a ben-
eficial CNN inference partitioning point considering the deployed hardware
architecture and the link between compute platforms. Hence, in this paper,
we propose CNNParted, a hardware- and link-aware framework for determin-
ing efficient workload distribution of a CNN in embedded AI applications.
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3. CNNParted

As already mentioned, several embedded applications like autonomous
driving or assistive robotics rely on multiple sensors to achieve a good per-
ception of the environment. With the rising number of sensors deployed in
such systems, the amount of captured data increases and, hence, sending
raw data to an other node in the network for processing becomes disadvan-
tageous. Consequently, recent embedded systems consist of distributed com-
pute platforms enabling data preprocessing close to the sensor. As a result,
the amount of data to be transferred is significantly reduced, yet computa-
tionally intensive applications such as semantic segmentation still have to be
performed in a central computing node.

In applications such as autonomous driving, there are multiple tasks run-
ning in parallel requiring a very powerful compute node to meet the latency
constraints. Overcoming this limitation can be achieved by offloading even
more workload from the central compute platform to the sensor nodes in-
cluding e.g. CNN inference. Consequently, this approach not only results in
lower link utilization but also takes the limited compute resources in the cen-
tral platform into account. Overall, partially offloading CNN workload to the
sensor node helps to achieve lower link usage and higher system performance.

However, especially sensor nodes are constrained in energy consumption
as well as in available area on the chip. In order to allow for operation on
limited energy and area, highly specialized hardware accelerators have to be
deployed in the sensor node. This leads to an increased complexity of the
hardware/software co-design, since partitioning of CNN inference also has to
take hardware requirements into account to achieve high energy efficiency and
low link utilization. In the following, we therefore present CNNParted, an
open source framework for automated design space exploration of inference
partitioning in distributed compute platforms.

The aim of the framework is to find a good trade-off for CNN inference
partitioning in terms of latency, energy consumption, required link band-
width and workload distribution. Providing a full system model is thereby
not required, since usage of constraints, e.g. maximum available bandwidth,
allows to take the impact of other nodes on the link into account. Hence,
modelling of the actual system can be simplified by solely considering a near-
sensor node (Sensor Node) which is connected to a central compute platform
(Edge Node) over a specific link. An overview of CNNParted is provided in
Figure 2.
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Figure 2: Overview of CNNParted. The framework takes a configuration file as input
containing the CNN architecture and the node parameters. First, the DNN Analyzer
determines several partitioning points of the CNN, then the hardware-aware evaluation of
these points is performed. Therefore, CNNParted takes the architecture description and
a link configuration as input and outputs results for energy consumption and latency.

CNNParted is designed to be flexible and extensible allowing for the in-
tegration of a broad range of system simulation and hardware/software co-
design tools into the workflow. Its goal is to find beneficial partitioning
points in a feed forward CNN, however, it can also be used for other DNNs
by replacing CNN-related tools and adapting the search algorithm accord-
ingly. As input, CNNParted takes a single configuration file containing the
following information:

• The CNN to be analyzed as well as the input size.

• The sensor and edge node configuration, including the CNN layer name
to be run on the specified hardware accelerator at a certain frequency
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and the tool settings for evaluating the energy consumption and la-
tency. In case a real platform should be used for evaluation, only the
device, the number of threads and the number of evaluation runs for
determining the median latency have to be defined.

• The link configuration including, e.g. the data bit width, as well as the
specific communication protocol parameters.

• A constraint for limiting the maximum output feature map size to be
sent over the link, i.e. the maximum available transmission bandwidth,
to account for other nodes in the system architecture. The list of
constraints can be extended depending on user requirements, e.g. by
specifying a maximum layer depth for searching beneficial partitioning
points or a maximum number of parameters to account for the limited
memory capacity in the sensor node.

After reading the configuration file, CNNParted first analyzes the CNN
architecture and determines potential partitioning points. The correspond-
ing module is called DNN Analyzer. Subsequently, the resulting set of par-
titioned models is evaluated regarding energy consumption and latency for
each part of the system, i.e. sensor node, link, and edge node. Thereby, to
reduce the overall run time of CNNParted, the evaluation of each system
module runs in a separate thread. Finally, the evaluator collects the sim-
ulation results of the preceding step and generates estimates of the energy
consumption and latency for each partitioned model. As output, CNNParted
provides the data in spreadsheet format to the system designer for determin-
ing the best partitioning point regarding the system constraints. We will
provide some insights into the interpretation of these results in Section 4.

3.1. DNN Analyzer

Manually setting possible partitioning points in CNNs takes a huge amount
of time, especially for large model architectures consisting of more than a
hundred layers. In addition, partitioning can only be done if the architec-
ture is known to the tool which is not always the case. Since CNNParted
is meant to be used for any feed-forward CNN, a methodology is required
to automatically determine potential partitioning points in unknown neural
architectures. CNNParted therefore contains a module to analyze the given
neural network called DNN Analyzer, which is based on PyTorch.
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Figure 3: Example of a residual layer containing skip connection taken from FCN ResNet
architecture [22]. Partitioning within such blocks is usually disadvantageous, since this
requires higher link bandwidth.

To retrieve basic information of the given CNN, a forward pass including
forward hooks is performed on the model using the torchinfo module. It
outputs a list of the configuration of all layers and their sublayers, if any
exists, which is used to further analyze the architecture of the CNN. For
flattened feed forward models containing no sublayers determining potential
partitioning points is trivial. However, partitioning of neural networks is
not advisable for each individual layer or layer type, respectively. State-of-
the-art networks often use skip connections as shown in Figure 3 to prevent
vanishing gradients during training. Skip connections are usually grouped
into building blocks. However, partitioning the network within these building
blocks would introduce a larger amount of data to transfer and a greater
memory footprint. Hence, potential partitioning points are usually placed
in between the aforementioned building blocks and in layers without skip
connections.

Consequently, the DNN Analyzer has to find these building blocks based
on the architecture description. Therefore, the CNN is converted into a graph
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representation to allow for depth-first search of the layer levels. The recursive
function implementing this search, shown in Algorithm 1, adds each leaf layer
on the current level directly to the list of potential partitioning points.

Algorithm 1: Depth-first search to identify potential partitioning
points in the given CNN architecture.

1 function GetPartPoints
Input : CNN architecture, root module
Output: potential partitioning points

2 found ← True
3

4 if root module is leaf layer then
5 insert root module into partPointList
6 else
7 found ← FindPartitions(root module) // call Algorithm 2

8 end
9

10 if found is True then
11 for each neighbor in CNN architecture do
12 GetPartPoints(CNN architecture, neighbor) // recursive call

13 end

14 end

Open source machine learning frameworks such as PyTorch offer multi-
level DNN architectures based on special layer types, e.g. ModuleDict or
Sequential [23], to implement residual layers or skip connections, it is also
necessary to iterate through their child layers. Hence, the DNN Analyzer
evaluates the forward pass of all modules containing sublayers to recognize
such connections in the CNN. The implementation of this is presented in
Algorithm 2.

Thereby, the submodules of the given CNN layer are each appended to
a list of layers building a feed forward neural network architecture without
any branches, i.e. DNN Analyzer reorganizes the model into a sequential
block. This is then evaluated as well as the original module using a randomly
initialized tensor. If both models return the same output tensor, all direct
sublayers can be added to the list of potential partitioning points, since
no skip connections have been found. Subsequently, Algorithm 1 continues
its search by evaluating the neighbors of the given module. Otherwise, if
the models return different tensors after evaluation, the depth-first search
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Algorithm 2: Evaluation of modules to recognize partitioning
points between submodules.

1 function FindPartitions
Input : CNN module

2 seq ← new List
3

4 for each m in module.children do
5 append m to seq
6 end
7

8 rand tensor ← random tensor
9 res1 ← evaluate(seq, rand tensor)

10 res2 ← evaluate(module, rand tensor)
11

12 if res1 and res2 are equal then
13 if module in partPointList then
14 replace module in partPointList by submodules
15 else
16 insert all submodules in partPointList
17 end
18 return True

19 end
20

21 return False

stops at this point and moves on to the next neighbor looking for potential
partitioning points until all branches have been explored.

Finally, the DNN Analyzer analyzes the output feature map size of each
partitioning point and filters out all CNN layers that do not meet the cor-
responding constraint. The resulting list contains all potential partitioning
points of the CNN and can be accessed by other classes in the CNNParted
framework for evaluating energy consumption and latency of the sensor and
edge node, as well as for the link in between these platforms.

3.2. Node Evaluation

CNNParted assumes an embedded system setup which consists of a data
processing node close to the sensor, the sensor node, and a central compute
platform, the edge node. In contrast to the development of server hardware
architectures, which mainly focus on low latency and high throughput, sev-
eral additional constraints must be considered in the design of embedded
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systems. Especially due to the limited energy consumption in the sensor
node, an extensive hardware/software co-design is particularly important to
meet performance requirements of the system. Therefore, achieving high
energy efficiency for CNN inference partitioning requires a hardware-aware
evaluation of the system.

Usually, Convolution (CONV) layers contribute by far the majority of
the computational operations to most CNNs. For example, as shown by
Guo et al, in VGG-11, they account for more than 98% of the operations
performed [24]. Therefore, the evaluation of the embedded platform within
CNNParted focuses on CONV layers to estimate energy consumption and
latency as well as the required bandwidth on the link between sensor and
edge node. Consequently, this methodology offers a first step towards reduced
simulation time, which is very important in the context of hardware/software
co-design.

CNNParted provides a common API which allows to adapt different tools
to the workflow for evaluating important metrics, i.e. latency and energy
consumption of the potential CNN inference partitions. Consequently, tools
other than the two presented in the following can be easily integrated into
CNNParted if needed.

3.2.1. Model-based Node Evaluation

In embedded hardware platforms, specialized accelerators are often de-
ployed to meet performance requirements of the corresponding application.
Thereby, these architectures are optimized towards high energy efficiency,
high throughput, and low latency. In recent years, many different CNN in-
ference hardware accelerators have been proposed [25, 26, 27, 28, 29], few of
them being open source as well [30, 31]. Each of them has been designed
for either a single application or a range of use cases offering more flexibility.
However, since each of the architectures has its advantages and drawbacks,
such as power and area consumption, performance, and flexibility, it is not
trivial to determine a suitable design for the CNN workload given the system
constraints.

CNNParted requires a highly flexible and rapid simulation framework
to evaluate important metrics of these CNN hardware accelerators for vari-
ous workloads including search for optimal mapping on the architecture. In
general, several frameworks have been proposed offering cycle-accurate sim-
ulation and evaluation of Application-Specific Integrated Circuits (ASICs)
[32, 33, 34] for DNN inference. Even though these come with high accuracy
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of the estimated metrics, the major drawback is the enormous simulation
time for analyzing each cycle individually. Hence, this is not a viable ap-
proach to evaluate different layers of a given CNN rapidly.

Consequently, CNNParted focuses on giving first estimates to support the
system design process. Trading accuracy for significantly reduced simulation
time thereby allows to evaluate a broader range of hardware accelerators for
CNN inference partitioning. There are several of such higher-level simulation
frameworks available, most of which are also available as open source [35, 36,
37, 38, 39, 40]. However, most of these tools lack flexibility because they
are tied to a specific hardware accelerator architecture or offer only a few
adjustable parameters, resulting in limited support for ASICs.

In our proposed framework, we use Timeloop [41] together with Accelergy
[42] since this provides a fully flexible hardware design space as well as fine-
grained analytical models to produce good estimates for the most important
metrics. Based on a given model of the hardware accelerator, Timeloop first
searches for an optimal inference mapping of a single CONV layer and then
evaluates the corresponding latency. Therefore, CNNParted first extracts all
relevant layers as well as the corresponding input shape and then launches
Timeloop for analysis. As an output of the mapping, the tool also gives
detailed statistics about each individual module of the accelerator allowing
also for estimating the energy consumption of the ASIC. However, since
Timeloop itself only provides very basic component libraries, other tools are
required to provide more reliable estimates for each CNN layer. Accelergy
is an open source tool for evaluating energy consumption based on action
counts of each instantiated module. It provides primitive component libraries
and calls estimation plugins for generating energy consumption estimates for
each primitive. Within CNNParted, we integrate the CACTI [43] plugin
for evaluating energy consumption and latency of the memories inside the
accelerator. Thereby, the tool is able to generate good estimates for these
metrics since it takes the architecture as well as the technology parameters of
the memory into account. For modelling the power consumption and latency
of the logic components integrated in the accelerator, CNNParted uses the
Aladdin [44] plugin. This accelerator simulator allows for evaluation of the
design without the need for an RTL description based on the construction of
a Dynamic Data Dependence Graph (DDDG). Overall, integrating Timeloop
and Accelergy hence allows for fair comparison of different ASICs for each
CNN layer in a reasonable amount of time.
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3.2.2. Measurement-based Node Evaluation

As already mentioned, since many hardware accelerators remain non open
source, accurate models are not always available. In addition, accounting for
embedded systems containing only a CPU or a GPU is not possible using
simulation tools such as Timeloop. Hence, CNNParted provides a module
called Generic Node which performs latency measurements on real platforms
instead of performing model-based simulations. We therefore apply PyTorch
Benchmark in our framework [23].

Apart from the possibility of running multiple threads to reduce overall
run time, it can ensure good performance metrics through warm-up run and
CUDA synchronization at startup. Further, Python is available for many
platforms and operating systems ensuring the execution of CNNParted on a
broad range of embedded systems. This approach consequently allows de-
signers to deploy either high-performance computing platforms, e.g. NVIDIA
Jetson TX-2, or general-purpose embedded CPU platforms, such as a Rasp-
berry Pi, depending on the workload and use case. Nevertheless, real mea-
surements on Commercial-Off-the-Shelf (COTS) platforms usually have the
disadvantage of significant statistical variances that can occur due to sev-
eral other tasks being executed in parallel on these operating systems. To
overcome this, CNNParted therefore determines the median value of 1000
measurements to achieve more reliable inference latency estimations.

However, accounting for the power consumption of the node is less ac-
curate in this configuration because COTS platforms typically implement
general-purpose components that introduce noticeable overhead. In addition
to peripherals, the operating system and tasks running in parallel have a
significant impact on overall system power consumption. CNNParted there-
fore neglects this metric for the Generic Node, as it assumes constant power
consumption.

3.3. Ethernet Link Model

With the modular structure of the framework, various models of the par-
tition interconnection link can be implemented and easily integrated into the
toolflow. Conceptually, this is the link that carries feature maps between two
neighbouring layers of the CNN, where the partitioning takes place.

In order to estimate the impact of the link on the overall performance
of the modelled CNN, link power consumption and transmission latency are
taken into account. In the current implementation, copper-based Ethernet is
assumed as the connection link, although development of other link models,
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e.g. Bluetooth, is considered in near future. Data is assumed to be trans-
ferred over the link in a deterministic fashion, i.e. with a certain amount of
data being transmitted over equal intervals of time.

Power estimation for standard Ethernet is based on typical power con-
sumption values of Physical layer (PHY) devices and latency is calculated
based on queuing time with the defined line rate and cable propagation delay
[6]. Thus, transmission latency model depends on four user-defined parame-
ters: overall amount of data produced by the source CNN layer, maximum
Ethernet packet size, link bandwidth and cable length.

Nevertheless, with improvement of energy efficiency being one of the pri-
mary purposes of the CNNParted framework, the model is enhanced with a
generalized Energy-Efficient Ethernet (EEE) model based on Equation 1 to
compute mean power consumption E[PEEE] [45]. Not being restricted to spe-
cific energy-saving strategies, this model allows to explore various approaches
and improve power consumption of the link on the conceptual level.

PEEE = P · (1− (1− σoff )(1− ρ))
Toff

Toff + TS + TW

(1)

Here, mean baseline power consumption EP is that of the legacy Ethernet.
Link utilisation ρ is dependent on the use case and must be less than one for
correct functioning of the model. σoff represents the ratio between power
consumption in normal and Low-Power Idle (LPI) operation modes of the
PHY device and estimated to be 0.1 [45, 46]. An important input parameter
of the model, E[Toff ] is the mean duration of LPI mode and is defined by
an energy-saving strategy and must be specified explicitly. Two more pa-
rameters, TS and TW are the active-to-sleep and sleep-to-active transition
times respectively. The current model uses the minimum TS and TW values
as specified in the corresponding standard [47].

As the deterministic traffic model is assumed, latency evaluation does
not differ significantly from the legacy Ethernet. As long as the link is never
overloaded, it is sufficient to only add the link wake-up time TW to the legacy
latency model. To ensure that the link bandwidth is never exceeded at a
specific feature map transmission rate FFM and line rate B, the following
condition must be satisfied:

Ndata

B
+ TW + Ts ≤

B

FFM

(2)

The EEE-enabled latency model is described with Equation 3, where Twire
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being the cable propagation delay.

TEEE = TW +
Ndata

B
+ Twire (3)

Based on these equations, CNNParted can estimate the latency and energy
consumption of the link and its components for each potential partitioning
point of the CNN. Overall, this approach enables a bandwidth-aware evalu-
ation of CNN inference partitioning during design time.

4. Evaluation

In the following, we show the application of CNNParted for inference par-
titioning of typical feed forward CNNs. The evaluation is executed on two
different systems, especially providing a good comparison regarding frame-
work runtime. One is based on a 64-core AMD EPYC 7702P, the second
system is built of an octa-core Intel Xeon W-2145 and an NVIDIA RTX
A6000 which is designed and optimized for visual computing. Both sys-
tems are running Rocky Linux and are executing CNNParted using the same
tools, i.e. Python, PyTorch, Timeloop and Accelergy including CACTI and
Aladdin plug-ins.

For the model-based node evaluation, we use always the same Timeloop
configuration to allow for a fair comparison. The tool runs eight threads in
parallel and targets a delay- and energy-optimal mapping of each CONV layer
of the given CNN for a specific hardware accelerator architecture. Thereby,
we make use of the linear-pruned search algorithm, which uses pruning tech-
niques to improve efficiency of the linear search. It is terminated as soon as
the victory condition is fulfilled, meaning 100 consecutive valid but subopti-
mal mappings have been determined. Overall, this configuration offers good
results while achieving low simulation time.

Since we want to consider different types of hardware accelerators in our
evaluation, we use two distinct architectures in the following. The more
powerful Simba-like architecture [48] is clocked at 500 MHz and provides
good performance for large CNNs. It is based on a weight-stationary dataflow
and uses 1024 Processing Elements (PEs). Optimized towards low energy
consumption, we choose to also evaluate an Eyeriss-like architecture [49]
which is clocked at 200 MHz and offers suitable latency and throughput for
smaller CNNs. In contrast to the Simba-like architecture, it applies row-
stationary dataflow and consists of 256 PEs for processing CNN layers.
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4.1. Workloads
For the evaluation, we select three commonly used CNNs: Fully Convo-

lutional Network (FCN) ResNet-50 [22] for semantic segmentation as well
as GoogLeNet [50] and SqueezeNet V1.1 [51] designed for application in im-
age classification tasks. When loading into CNNParted, the framework adds
an Identity layer in the beginning of each CNN to consider evaluation of
executing all layers on the edge node.

ResNets can be configured at different levels of complexity. FCN ResNet
usually uses ResNet-50 or ResNet-101 configuration as backbone, achieving
91.4% or 91.7% pixel accuracy, respectively. In general, the network topology
consists of configuration independent head and tail layers and four Bottle-
neck blocks. The latter contains a certain amount of residual blocks, which
is determined by the configuration. In contrast, the network head is built
of a large convolution and max pool to reduce the dimensions, and a batch
normalization layer whereas the tail consists of two CONV layers with batch
normalization. As already mentioned, since partitioning in between residual
layers is not beneficial, the submodules of the Bottleneck layers are not con-
sidered as potential partitioning points in CNNParted. Hence, this results in
25 partitioning points for FCN ResNet-50 determined by the DNN Analyzer.
Furthermore, if the maximum output shape at the split point is restricted to
a feature map with 450,000 elements, 10 possible configurations remain.

In a similar fashion, potential partitioning points are determined for
GoogLeNet. It consists of multiple Inception modules which provide mul-
tiple paths between the layers, with different convolution filter sizes. Hence,
partitioning within these modules is not beneficial. Apart from the Incep-
tion modules, the network architecture includes simple CONV, pooling and
dense layers. For GoogLeNet, the DNN Analyzer determines 19 partitioning
points. If the maximum output shape at the split point is restricted to a fea-
ture map with 200,000 elements, CNNParted finds 13 possible partitioning
points.

Finally, SqueezeNet V1.1 has been designed towards a small memory foot-
print containing a very low amount of parameters. The basic building block
of SqueezeNet is the Fire module which performs efficient feature extraction
implementing concurrent 1x1 and 3x3 CONV layers. With a CONV layer at
the beginning and end as well as pooling operations before each Fire module,
SqueezeNet V1.1 offers 17 partitioning points. Assuming a maximum output
shape of 150,000 elements in the feature map, this results in 8 potential split
points.
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4.2. CNNParted Runtime Analysis

The integration of CNNParted into hardware/software co-design work-
flows is only feasible if the evaluation of multiple partitioning points is not
overly time-consuming. By providing good estimates for latency and energy
consumption, fast simulation enables a broad exploration of the design space
to determine suitable system architectures. Therefore, the framework may
add only a marginal overhead to the integrated tools for analyzing CNN
layers and potential partitioning points. In the following, we analyze the
runtime of both parts, determining beneficial partitioning points of a given
CNN and evaluation of these in terms of energy consumption and latency.
For this, we ran each simulation at least 10 time to ensure certain reliability
of the results. Since the link evaluation is based on a mathematical model,
estimating relevant metrics takes about a millisecond for all configurations
and is therefore neglected.

Table 1: Median runtime and standard deviation of DNN Analyzer on a CPU and a GPU
to analyze the model architecture for three different CNNs out of 30 runs.

Architecture
AMD EPYC NVIDIA RTX

7702P A6000

FCN ResNet-50
2081.84 ms 108.88 ms

(σ = 32.78 ms) (σ = 0.90 ms)

GoogLeNet
372.22 ms 100.46 ms

(σ = 14.09 ms) (σ = 0.76 ms)

SqueezeNet V1.1
246.10 ms 68.79 ms

(σ = 0.74 ms) (σ = 1.01 ms)

The median runtime of the DNN Analyzer, the first module of the pro-
posed framework, for the three CNN workloads is shown in Table 1. As
expected, since actual execution of the forward pass is performed to find
branches in the CNN architecture, the GPU outperforms the CPU. Nev-
ertheless, even the CPU-based system offers good performance for larger
models like the FCN ResNet-50 and only takes about 2.1 seconds to search
for potential partitioning points. Consequently, the results prove that the
chosen approach to search for possible split points works reasonably fast.

Following the workflow of CNNParted, after analyzing the CNN architec-
ture, the nodes are evaluated in terms of energy consumption and latency for
each partitioning point. Table 2 shows the simulation runtime of Timeloop
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for the two different hardware accelerators on both evaluation systems. Ob-
viously, since the Simba-like accelerator is more complex and therefore offers
a larger mapspace, the exploration takes more time than for the Eyeriss-like
accelerator.

Table 2: Median simulation time and standard deviation of two CPUs to evaluate all
CONV layers using Timeloop for three different CNN architectures and two hardware
accelerators out of 10 runs.

Architecture
Eyeriss-like Accelerator Simba-like Accelerator

Xeon W-2145 EPYC 7702P Xeon W-2145 EPYC 7702P

FCN ResNet-50
307.59 s 169.64 s 857.36 s 519.04 s

(σ = 2.62 s) (σ = 0.60 s) (σ = 7.32 s) (σ = 1.10 s)

GoogLeNet
302.34 s 161.03 s 563.02 s 329.67 s

(σ = 35.81 s) (σ = 0.49 s) (σ = 8.36 s) (σ = 0.98 s)

SqueezeNet V1.1
143.87 s 70.28 s 229.89 s 138.70 s

(σ = 1.61 s) (σ = 0.22 s) (σ = 6.99 s) (σ = 0.28 s)

The results are based on running Timeloop using 8 concurrent threads for
exploration. Consequently, slight runtime differences are observed between
the Intel Xeon W-2145 and the AMD EPYC 7702P for both accelerators.
However, we also ran simulations where 32 threads were executed in parallel.
Although Timeloop is able to find better mappings in terms of power con-
sumption and latency by using more threads, the runtime can be almost twice
as high. For FCN ResNet-50, the exploration based on Simba-like architec-
ture takes about 770 seconds, while for GoogLeNet we observe a runtime of
630 seconds. In contrast, we measured a slight improvement in simulation
runtime with SqueezeNet V1.1. This is due to the fact that Timeloop uses
these additional threads to explore even more possible mappings, which can
result in the victory condition being fulfilled much later. Overall, choosing
8 threads to explore energy-efficient mappings for a given accelerator is a
reasonable trade-off to achieve low simulation runtime.

The runtime of the measurement-based node evaluation clearly depends
on the performance of the hardware components deployed and the number
of concurrent threads for benchmarking. Hence, Table 3 shows the median
runtime to obtain latency of CNN inference for all partitioning points, where
PyTorch uses 8 threads on the Intel Xeon W-2145 and 32 threads on the AMD
EPYC 7702P. The benchmarking is performed 500 times to ensure a certain
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reliability of the results. Most importantly, compared to our previous work
where we measured a median runtime of 3320 seconds for the FCN ResNet-50
on a Jetson TX-2 for 1000 runs [6], we can achieve a significant improvement
in the overall simulation time with the reduced number of partitioning points.

Table 3: Median time and standard deviation to measure latency of all potential partitions
for different CNN architectures and two CPUs out of 10 runs. The measurement-based
node evaluation includes 500 runs for each element in the set of partitioned CNN models.
The Intel Xeon W-2145 uses 8 threads for benchmarking whereas the AMD EPYC 7702P
runs 32 concurrent threads.

Architecture
Partitioning Sensor Node Edge Node

points Xeon W-2145 EPYC 7702P Xeon W-2145 EPYC 7702P

FCN ResNet-50 10
342.42 s 294.97 s 367.95 s 322.85 s

(σ = 4.00 s) (σ = 7.08 s) (σ = 2.25 s) (σ = 6.72 s)

GoogLeNet 13
127.88 s 114.06 s 84.09 s 66.67 s

(σ = 0.70 s) (σ = 0.48 s) (σ = 0.77 s) (σ = 0.75 s)

SqueezeNet V1.1 8
25.46 s 24.88 s 15.51 s 16.49 s

(σ = 1.09 s) (σ = 0.79 s) (σ = 1.16 s) (σ = 0.39 s)

4.3. Experimental Results

Besides analyzing a given CNN architecture and identifying a set of po-
tential partitioning points to evaluate, CNNParted also outputs various met-
rics to support the design process. In the following, we therefore provide
insights into determining beneficial partitioning points and system configu-
rations based on the evaluation results of CNNParted.

4.3.1. Ethernet Link

The link is a critical part of the entire system, as it not only has to
transfer the data of a single application from the sensor to the edge node,
but also has to serve multiple processes at the same time. Hence, reducing
traffic is an important optimization criterion to allow multiple applications
to run simultaneously. In order to achieve lower link utilization, CNNParted
provides insights into the size of the output feature map of each possible
partitioning point. We will use SqueezeNet V1.1 topology and Gigabit EEE
with a configuration of σoff = 0.1 in the following to evaluate the impact of
the link to the entire system.
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Figure 4: SqueezeNet V1.1 evaluation results of each potential partitioning point for un-
constrained output feature map size regarding the link latency. The partitioning points
Conv2d: 2-1 and Fire: 2-4 require large bandwidth and are therefore disadvantageous.
In contrast, MaxPool2d: 2-9 is favorable in terms of latency if the entire CNN is not to
be processed in the sensor node alone.

As shown in Figure 4, when searching for a partitioning point that is
also beneficial in terms of the required link bandwidth, several split points
can already be sorted out from the very beginning. Especially the second
(Conv2D: 2-1 ) and third point(ReLu: 2-2 ) as well as the partitioning points
Fire: 2-5 and Fire: 2-6 require long time for transmitting the data. There-
fore, these should be avoided when optimizing towards reduced traffic on the
link.

Apart from bandwidth considerations, our experimental results for trans-
mitting 25 frames per second show significantly lower energy consumption for
EEE compared to conventional Ethernet, as expected, while the latency over-
head of EEE is only about 0.01 ms. Exemplary, energy consumed for sending
intermediate results after processing Fire: 2-11 is reduced from 0.74 mJ to
0.098 mJ.

4.3.2. Sensor Node Architecture

CNNParted not only aims to find suitable partitioning points in a static
system, but can also be used to explore different hardware architectures based
on a given workload. Thus, using the model-based approach for evaluation
also allows the framework to be used during the design phase of a System-
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on-Chip (SoC). In the following, we therefore investigate the performance of
each hardware accelerator for the GoogLeNet topology.

Figure 5 shows the estimated latency for each potential partitioning point
using one of the two hardware accelerators. Since the Simba-like architecture
is optimized towards performance and runs at 500 MHz, while the Eyeriss-like
accelerator is clocked at 200 MHz and optimized for low energy consumption,
the results are as expected. However, if power consumption is also taken into
account, the choice is no longer trivial.
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Figure 5: GoogLeNet evaluation results of each potential partitioning point using either
Eyeriss-like (clocked at 200 MHz) or Simba-like architecture (clocked at 500 MHz). Ob-
viously, since the clock frequencies are not equal, Simba-like accelerator can run inference
faster. Besides, it can be observed that the first layers up to the partitioning point Incep-
tion: 1-12 have the largest contribution to the latency.

Based on the estimated power that can be obtained from the simulation
results of CNNParted, the power consumption of these accelerators is about
200 mW for the Eyeriss-like architecture and about 650 mW for the Simba-
like accelerator, respectively. Thus, if the system allows the latency of the
Eyeriss-like architecture, but higher data throughput is required, a second
accelerator could be implemented to increase throughput without consum-
ing more power than a single Simba-like architecture. Moreover, from the
simulation results, we can deduce that especially the rear CONV layers in
GoogLeNet do not contribute much to the latency. Therefore, combining
both accelerators within the sensor node may be a feasible solution if the
SoC provides enough area. Consequently, it would be beneficial to process

23



the first CONV layers in the Simba-like accelerator while the remaining lay-
ers until the partitioning point can be handled by the eyeriss-like accelerator.
In this case, an advantageous data flow would be to infer the first CONV
layers in the Simba-like accelerator, while the remaining layers up to the par-
titioning point are processed by the Eyeriss-like accelerator. This approach
could thus enable high throughput and reduce overall power consumption
compared to running all layers on the Simba-like accelerator.

4.3.3. System Evaluation

As an extension of our previous work [6] evaluating CNNs for a system
consisting of a dedicated hardware accelerator integrated into the sensor and
an NVIDIA Jetson TX-2 GPU as the edge node, CNNParted allows model-
based evaluation in both parts of the system. CNNParted thus enables a
holistic, model-based evaluation of the hardware accelerators deployed in the
system as part of the hardware/software co-design. Below, we evaluate the
energy consumption and latency for GoogLeNet inference partitioning for a
system consisting of an Eyeriss-like SoC close to the sensor and a Simba-like
hardware accelerator in the central computing node. The results are shown
in Figure 6.

Looking at the overall energy consumption of the system, shown in Fig-
ure 6a, it can be seen that either partitioning right at the beginning or at
the end of the network is best. These points also offer beneficial results
in terms of latency and required link bandwidth, respectively. In between,
there is a point of interest with the partitioning point MaxPool2d: 1-14 due
to its low bandwidth requirements. Compared to the transmission of pure
raw data, this point offers a bandwidth reduction of almost 73 %. However,
it suffers from a relatively high latency, as depicted in Figure 6b, therefore
MaxPool2d: 1-14 should only be selected if this is not an important optimiza-
tion criterion. MaxPool2d: 1-5 offers a good workload distribution, since the
difference in latency between the two nodes is the lowest of all the partition-
ing points, except for the discarded ones. In particular, MaxPool2d: 1-2 and
BasicConv2d: 1-3 offer low overall latency but exceed the link constraint of
200,000 elements in the feature map. However, both layers output a feature
map with only 704 elements above the user-defined limit as stated before,
clearly demonstrating the need for careful constraint definition. Neverthe-
less, the comparatively quite high load on the link when partitioning at these
points (+33 % compared to transmitting raw data) or at MaxPool2d: 1-5 can
be problematic in some use cases. Finally, a good trade-off between required
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Figure 6: GoogLeNet evaluation results of each possible partitioning point using an
Eyeriss-like architecture clocked at 200 MHz in the sensor and a Simba-like architecture
clocked at 500 MHz in the edge node. If minimal latency is required, the network has
to be executed entirely on the edge node. Partitioning point Inception: 1-9 provides a
good trade-off in terms of power consumption, latency, required bandwidth and workload
distribution.

bandwidth, latency and energy consumption is provided by the partitioning
points MaxPool2d: 1-8 and Inception: 1-9.

In general, it can be observed that the partitioning of CNNs after a pool-
ing layer is beneficial because these can reduce the overall size of the feature
maps and thus the amount of data transferred. Moreover, since such layers
are not compute-intensive, sensor latency does not increase drastically, unlike
connection latency and energy consumption which may benefit significantly.
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4.3.4. Baseline Comparison

As mentioned in the state of the art analysis, there are tools such as
DeepCOD proposed by Yao et al. [17] that enable offloading DNN infer-
ence from a central compute node to near-sensor devices to reduce network
latency. For comparison with their presented results, we evaluate the FCN-
ResNet-50 in terms of latency and energy consumption for each potential
partitioning point. n the following, we focus on the first layers up to the Bot-
tleneck: 3-7, since the subsequent suitable partitioning points are not feasible
in the context of resource-constrained sensor nodes due to the large number
of layer parameters. The results for using a Simba-like hardware accelerator
architecture in the sensor node and an AMD EPYC 7702P core in the edge
node are shown in Figure 7.
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Figure 7: FCN-ResNet50 evaluation results of each possible partitioning point using an
Simba-like architecture clocked at 500 MHz in the sensor and an AMD EPYC 7702P in
the edge node. If low energy consumption and network latency is targeted, partitioning
point MaxPool2d: 2-4 provides a good trade-off.
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For finding a beneficial partitioning point DeepCOD takes inference la-
tency and accuracy into account. The latter is necessary, since the frame-
work adds an encoder-decoder structure to the DNN to further reduce the
required bandwidth for transmitting intermediate feature maps. However,
near-sensor platforms are often limited in their energy consumption. As can
be seen in Figure 7a, neglecting energy consumption when determining the
best partitioning point is therefore not reasonable. Especially in this case,
where latency is not impacted by choosing different partitioning points de-
pending on the system requirements of offloading DNN inference as shown
in Figure 7b, energy consumption becomes a major metric for determining
the best partitioning point. Apart from determining a beneficial partitioning
point, CNNParted, unlike DeepCOD and similar tools, does not insert ad-
ditional encoder-decoder structures into the DNN architecture and therefore
does not require training to achieve high network accuracy.

5. Conclusion

Efficient CNN inference partitioning in embedded systems for applica-
tions such as autonomous driving or assistive robotics requires a compre-
hensive hardware/software co-design. Therefore in this paper, we presented
CNNParted, an open source framework for hardware-aware design space ex-
ploration of CNN partitioning. Based on simulation and measurements, it
estimates latency and energy consumption for each potentially beneficial par-
titioning point supporting the system designer determining an optimal work-
load distribution between near sensor node and central compute platform.
Thereby, not only the hardware architecture deployed in the nodes is con-
sidered but also the impact of the link on the system. Hence, CNNParted
evaluates CNN inference partitioning considering the whole system architec-
ture with respect to the available link bandwidth.

The evaluation results presented proved the effectiveness of CNNParted
to find multiple points of interest for three, commonly used CNNs. Beyond
identifying beneficial partitioning points for FCN ResNet-50, GoogLeNet,
and SqueezeNet V1.1, we were also able to derive important metrics such as
latency and energy consumption for a holistic hardware/software co-design.

CNNParted has been designed to explore inference partitioning for a
given CNN considering the system hardware configuration and to support
the system design process. In the future, we plan to integrate it into Neu-
ral Architecture Search (NAS) to account for the system hardware setup in
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an earlier stage of application development. In addition, we further plan to
evaluate CNN partitioning using wireless links such as Bluetooth and FPGA-
accelerated inference in heterogeneous sensor systems.

Acknowledgment

This work was funded by the German Federal
Ministry of Education and Research (BMBF)
under grant number 16ME0454 (EMDRIVE).
The responsibility for the content of this pub-
lication lies with the authors.

References

[1] N. Fasfous, M.-R. Vemparala, A. Frickenstein, M. Badawy, F. Hund-
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