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Abstract

During interaction with today’s internet services and platform ecosystems,
consumer data is often harvested and shared without their consent; that is,
consumers seized to be the sovereigns of their own data with the proliferation
of the internet. Due to the rapid and abundant nature of interactions in today’s
platform ecosystems, manual consent management is impractical. To support
development of semi-automated solutions for reestablishing data sovereignty,
we investigate the use of policy definition languages as machine-readable and
enforceable mechanisms for fostering data sovereignty. We conducted a realist
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literature review of the capabilities of policy definition languages developed
for pertinent application scenarios (e.g., for access control in cloud comput-
ing). We consolidate extant literature into a framework of the chances and
challenges of leveraging policy definition languages as central building blocks
for data sovereignty in platform ecosystems.

Keywords

Policy languages • Data sovereignty • Digital platforms • Policy driven
management • Platform ecosystems

1 Introduction

By using a single internet application, consumers usually indirectly connect
themselves with a full ecosystem of third-party platforms [1–3]. For consumers,
platform applications are usually provided cheap or for free; instead of requiring
monetary fees, consumer data is harvested [4]. However, consumers gain little to
no insight into the storage, sharing, processing, and use of their data in platform
ecosystems [5, 6]. As it is today, consumers cease to be the sovereign of their
data once they start using an internet application, since they lose influence over
the flow of their information [4, 7]. Until consumers can influence the flow of
their information, their privacy demands will not be met [8] and a sustainable
data economy cannot be established [9].

The literature on data sovereignty is still evolving, predominantly driven by
sociological and politically oriented literature streams [10–12]. On a technical
level, little research investigates support for data sovereignty [13]. However, it is
important to emphasize the technical side of data sovereignty since, by 2025, six
billion consumers are expected to have a data interaction at least every eighteen
seconds [14, 15]. By then, it will be impossible for humans to manually decide
on consents for data sharing and handling.

To cope with the rapid digitalization, communication of consumer preferences
and policies for the use of their data needs to be, at least, semi-automated and
machine-enforceable. A far-spread solution for the fast handling of policies of
multiple parties is the use of machine-readable languages that specify policies
on a technical level to guide system components in their actions [16]. To avoid
ambiguity, we use the term policy definition language (PDL) for the language
and policy rule for the instantiation of a specific policy. Existing PDLs are quite
diverse and address a broad spectrum of different concepts in various domains.
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The quantity of available PDLs is not the issue; a sufficiently large portion
of PDLs seems to work well in their target domains [16, 17]. As we see it, the
more pressing challenge is to realize the chances and master the challenges of
combining PDLs in a sensible way to establish data sovereignty. Accordingly, the
intriguing question is why data sovereignty has not yet been established with
PDLs as central building blocks: PDLs could offer exactly the functionalities
consumers need for data sovereignty–they will say ‘NO!’ if the user wants them
to and they can do it fast.

The goal of our research is to understand the key considerations for the use
of PDLs as central building blocks for realizing data sovereignty in platform eco-
systems. Since there are most likely already too many PDLs, we prioritize the
state-of-the-art and extant solutions instead of adding language n + 1 to the ever-
expanding list of PDLs. Hence, our research question is: What are the challenges
and chances of using PDLs as a central building block for data sovereignty in
platform ecosystems?

To answer our research question, we conducted a comprehensive literature
review of PDLs [18, 19]. We harmonized extant quality criteria of PDLs and
performed a thematic analysis to assess the key considerations for using PDLs
to foster data sovereignty [20]. We organize our findings in abstract layers of
relevant development and operation stages of PDL-supported systems with data
sovereignty.

Our work contributes to the existing literature in two ways. First, we extend
extant research on data sovereignty by investigating a key technology. Second,
we contribute to the PDL literature by pointing out and synthesizing the desi-
red capabilities of PDLs for establishing data sovereignty. Regardless of the
field of application, PDLs are characterized by common concepts, thus, our fin-
dings support development and review of PDLs also beyond the data sovereignty
context.

2 Information Flow Governance and Data Sovereignty

2.1 Policy-BasedManagement

Policy-based Management (PBM) emerged as computer networks grew in size
and participants. To allow for flexible and dynamic adjustment of system behavior,
policies were introduced to specify the conditions under which a set of predefi-
ned operations or actions can be invoked to provide desired functionality [21].
Policies allow to change the behavior of system components without changing or
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reimplementing the mechanisms that execute the actions, due to the separation
of management and mechanisms [22]. This is accomplished through specification
of high-level requirements that are refined into low-level policies which are more
related to the actual domain or device the policy applies to [16]. Today, PBM is
used in multiple domains because it is faster and less error-prone than traditional,
manual system management [16]. Dependent on its goals and development sta-
tus, a PDL might include components beyond the language itself, for instance, a
model for the deployment of policy rules, a policy execution engine and a policy
decision point that intercept requests and validate them against policy rules, and
monitoring and quality ensuring components [23, 24].

2.2 A Brief History of PDLs

For over two decades, PDLs for different application scenarios were developed,
leading to a rich body of PDLs for different application scenarios. One of these
scenarios is the use of PDLs to influence consumers’ privacy perceptions, PDLs
can represent a company’s privacy practices, inform the company about consumer
preferences for data handling, and adjust company practices to consumer prefe-
rences [25]. Privacy-focused PDLs did not find widespread adoption because they
are either too complicated or too simplistic to cope with consumers’ privacy pre-
ferences [26, 27]. Overall, the development of privacy PDLs shows a stronger
focus on data controllers than consumers [26]. Due to the ability of some privacy
PDLs to restrict access to resources, comparisons with security PDLs are common
[28]. Security PDLs are specialized on access control rules [16] and less common
on usage control rules, due to harder system requirements [29]. The capabilities
of access control languages are especially important in large applications [16].
In large applications, a fast retrieval of policy rules, written in a standard format
with formal foundations to specify event-based rules, role-based access control,
and obligations are desired properties of a PDL [16]. Besides access control in
large applications, security PDLs can support network management [16]. Related
to security applications is the use of PDLs for trust negotiation between strangers
over the internet, where the handling of credentials is a key concern [30–32].

Tim Berners-Lee’s vision of a semantic web [33] spurred the search and deve-
lopment of PDLs for the specification of (access control) rules in multi-agent
systems on the semantic web [34, 35]. Famous PDLs in this context are KAoS
and Rei, which utilize ontologies as a knowledge base to reason about policy
rules. No PDL has a clear edge in all situations [34]. PDLs for data protection
in the semantic web have shortcomings in addressing the principle of minimal
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information disclosure and the control of data after disclosure [35]. PDLs sui-
ted for data protection need to be able to specify obligations, time constraints,
and to be formalizable [36]. Fulfilling all these criteria still poses a challenge for
most PDLs. Other studied PDL application areas are their suitability in service-
oriented systems [23] and their capabilities for access control, privacy policies
and preferences, transparency, data trading, and service level agreements [17].
However, PDLs are not necessarily bound to an application area; Ponder [37]
and A-PPL [38] are, for instance, holistic PDLs. In the technical context of
data sovereignty, usage control architectures for business ecosystems, designed
to encompass traditional access control, were studied [13]. Albeit PDLs are part
of the investigated architectures and data sovereignty is addressed, this work dif-
fers from our research. We focus on one part of the architecture because PDLs
are a very relevant technology suitable for (re-)establishing data sovereignty for
individuals and not only for organizations.

2.3 Data Sovereignty

There are several, interchangeably used, concepts of digital sovereignty [39] that
share notions of independence, control, and autonomy [10]. The essential dis-
tinction in data sovereignty concepts is who is seen as the sovereign. States are
the most commonly mentioned data sovereigns, as they strive to control the data
generated or passing through their national internet infrastructures [11]. Other
definitions see data sovereignty as self-determined data use by companies and
individuals [13, 40] or focus on individuals and society as a whole along with
individuals’ ability to have comprehensive knowledge on data flows [41]. For
individual consumers, this translates into the ability to articulate, monitor, and
enforce how to handle their data [7]. Our research builds on a consumer-centered
definition of data sovereignty. Consumers should have the freedom to change the
platform and migrate their data whenever desired.

However, full control of one’s data and full understanding of the involved
mechanisms is not practical in modern platform ecosystems. We instead define
data sovereignty as consumers’ ability to determine what information is and is
not shared, influence the flow of their data/information, trace data flows across the
involved platforms, and check for compliance with their preferences. PDLs appear
to be a feasible technology to address these requirements since the governance of
information flows is their key strength.
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3 Study Design

To answer our research question, we conducted a realist literature review [19]. To
reduce out of scope search results and narrow down the vast literature on PBM,
we chose a snowballing approach [18]. A preliminary search was conducted to
compile a starting set of surveys, taxonomies, typologies, and reviews targeting
PDLs. Relevant literature was identified through iterative and purposive forward
and backward search [42, 43]. We included conceptual and empirical scienti-
fic papers and technical reports. Preferred snowballing objects were all kinds of
literature performing quality appraisals or providing requirements for PDLs. Non-
English sources and sources with a sole focus on technical means for connecting
platforms, technical mechanisms to enforce policies, or user behavior were exclu-
ded. In contrast to extant studies, we rather stay on an abstract level and put
a strong emphasis on the capabilities and open issues of PDLs that one could
interpret as requirements for building a new PDL for data sovereignty.

To establish an overview of the capabilities of extant PDLs, a thematic ana-
lysis was performed [20]. After familiarization with the identified literature, an
initial coding of PDL features was performed in parallel with a harmonization
of terminology and concepts. After refinement of the codes, themes represen-
ting multiple codes were derived, iteratively refined, and named. We based our
themes and codes on the full spectrum of PDLs, leading to results that were
too abstract to address data sovereignty. Thus, we conducted an extra refinement
step to compress and filter our findings by performing another thematic analysis
[20]. A code was included if a direct (e.g., a prohibition operation) or indirect
(e.g., policy rules leaking information) (dis-)advantage for consumer’s data sover-
eignty was present and labeled as chance or challenge accordingly. We excluded
codes with little fit to data sovereignty despite their technical relevance for PDLs
in general (e.g., trigger paradigms for policy rules). The second thematic ana-
lysis yielded overarching themes forming our model’s layers and grouping the
remaining themes to inform the key considerations for using PDLs to design and
operate PDL-supported systems allowing for data sovereignty.

4 Results

The ability of consumers to use a PDL to say ‘NO!’ and to regain data sovereignty,
requires a system concept that can represent such rules while ensuring the security
of the system. Finally, policy rules can be entered and enforced at runtime. Table 1
offers an overview of the key considerations in these three layers.
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Tab.1 Layers where PDLs directly or indirectly support consumer data sovereignty

Layer Key Considerations Decisions to be made

Concept Policy rules for data sovereignty What policy rules supported by extant
PDLs are useful to protect data
sovereignty?

Syntax and semantics How to represent policy rules in the
system?

Supported operations What operations should the PDL
support to implement data sovereignty
rules?

Security Access control How to ensure that not everyone can
access shared data?

Usage control How to ensure appropriate use after
access?

Protecting policies How to protect the information in
policy rules?

Runtime Usability How easy is it to specify and assess
policy rules?

Storage and deployment of policy rules How to associate a policy rule with
the corresponding data?

4.1 The Concept Layer

The concept layer deals with conceptual decisions to decide what kind of policy
rules are important, how to represent rules in the system, and what operations
need to be expressed in the rules.

4.1.1 Policy Rules for Data Sovereignty
PDLs have been used for over two decades to communicate privacy expectati-
ons of consumers and match them with company practices [44]. The first privacy
policy language was P3P, which was designed to tackle online privacy concerns
of consumers that arise due to difficulties in obtaining information on the privacy
practices of websites [45]. Consumers could match P3P rules with the related
preference PDLs APPEL-P3P and XPref to avoid websites with P3P policy rules
that mismatched their privacy preferences, data use consents, or disclosure con-
ditions [27, 46]. Despite P3P’s abandonment in 2018, provision of information
on the privacy practices of a company [45] is still relevant for modern PDLs to
address data protection [17, 36, 47]. Modern PDLs do not only consider purposes
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for data collection, data use, and processing, but also rules for data anonymization
[47], location of processing [38, 48], and data retention times that specify how
long data should reside at a location [36, 47, 49]. Additionally, it is beneficial
for data protection when PDLs (e.g., AAL/A-PPL) already support accountability
and auditing [17, 38, 48]. Data protection PDLs are not limited to companies, for
instance, the preference language YaPPL is used to formulate consumers’ data
protection requirements in IoT contexts [50]. Ideally, the company and consu-
mer side is addressed in system design to realize a semi-automated exchange of
consents [27, 44, 46, 51].

However, a few challenges remain. A rule for retention times must, for
instance, go beyond the data itself and delete it out of log files without impe-
ding system performance [49]. Since platform ecosystems are built to facilitate
data exchange, secondary data use poses a risk for data sovereignty. Only a few
PDLs are designed to support auditing, handle secondary data use, facilitate data
trading, or support tracing of data flows [17]. The ability of consumers to trace the
provenance of their data within and across platform ecosystems is one prerequi-
site to achieve data sovereignty, while auditing is necessary to ensure compliance
with policy rules. Here, the challenge lies in invoking rights and claims after the
data has been anonymized and transferred across multiple parties [47]. So far,
LPL is the only proposed PDL that addresses these requirements. Extant litera-
ture shows that a few PDL proposals address these challenges and that solutions
can be found. Chances arise from further adapting and circulating these solutions
and combining them with the years of scientific knowledge published on PDLs
and associated possibilities for rule specification in the privacy and data protection
context. This can result in PDLs allowing to formulate rules for machine-readable
exchange of consent.

4.1.2 Syntax and Semantics
Policy rules predominantly follow a declarative paradigm. They state constraints
on operations and boundaries but do not describe how the system has to satisfy
these constraints. From the different options to write down policy rules (e.g., via
an own syntax or functional languages), standardized data description languages
are often used [e.g., XML or JSON, 27, 46] and use of such languages is a com-
monly found PDL quality criteria in the literature. While XML is predominantly
used, more recent PDLs tend to support JSON due to its less verbose notation
and lower storage consumption [50, 52]. The semantics of a PDL can be based
on mathematical formalisms [e.g., mathematical logic by an ex ante or post hoc
formalization, 16] or on ontologies [e.g., the PDL KaOS, 34, 53]. Ontologies
are the foundation of the semantic web and provide computers with access to a
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structured collection of information, relations between concepts, and can include
inference rules to perform automated reasoning [33]. Such semantics allow for a
better analysis of the policy rules [16, 54] without needing the PDL [53], since
mathematical formalisms [30, 32] and ontologies [34] allow investigation and alte-
ration of rules independent of the particular implementation of a PDL. However,
it is more difficult to implement PDLs with a mathematical formalism [54].

Depending on the syntax and semantics, PDLs show design properties that
make them ideal candidates for communicating consent to heterogeneous par-
ties, which constitutes a chance for implementing data sovereignty. PDLs were
designed to facilitate interplay and dynamic changes to system components
through commonly understandable rules that emphasize ‘what to do’ and not ‘how
to do’ something [21, 22]. PDLs build upon XML or other standard notations
that are used beyond the PDL context and allow for readability by machines and
humans [16]. Formalisms can help to avoid ambiguities in the reasoning process
and yield useful properties based on the underlying logical system [e.g., monoto-
nicity, 30–32]. Understanding data handling is an important part for establishing
data sovereignty [7, 41] and can be fostered by ontology-based PDLs [34]. Such
PDLs can help consumers in their decision-making as they offer them a chance
to understand their data’s properties and, more importantly, relationships between
their data. Moreover, ontologies are helpful to understand relationships between
policy rules, which improves system analysis and error handling capabilities.

4.1.3 Supported Operations
After considering how to represent policy rules in computer systems, we take a
deeper look at the of content of rules; in particular, at two operations that are
especially useful for implementing data sovereignty: prohibitions and obligati-
ons. Prohibitions are negative authorization policies to explicitly state forbidden
actions [37]. Despite sounding simple, prohibitions are not part of every PDL
as they can create conflicts, rule violations, or wrong attestations of rights and
increase the complexity of policy analysis, but this can be mitigated with standard
error-detection techniques [24 at 9.1.7, 37]. Obligations represent a more complex
operation. In the PDL-context an obligation is an action that must be performed
when certain events occur [37, 49]. That is, the ability of a PDL to trigger actions
prior to, during, or after data access [16, 55]: Pre-obligations are actions that the
requester must perform before access [49, 55]. For instance, handling of payment
requirements before enabling access to resources in digital rights management
[DRM, 55] or enabling provisional authorizations [56]. Provisional authorizations
are feedback-mechanisms that refer to the issued access request. For instance, the
binary return message ‘access denied’ could be changed into the more informative
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provisional authorization message ‘provide a valid certificate to gain access’ [56].
Peri(ongoing)-obligations need to be performed during use; otherwise, access will
be revoked [55]. For instance, logging of access (attempts), performed actions, or
error messages during the session [55]. Post-obligations are the most common
obligations and specify actions that need to be performed after access [55]. Post-
obligations can be used to support policy rules that cover legal requirements, for
instance, data retention times, usage conditions, and notifications [36, 49, 55].

Considering both operations in PDL design is a chance for (re-)establishing
data sovereignty for consumers. Prohibitions are a high-level and intuitive opera-
tion to specify actions users disapprove of [37], are included in modern preference
languages [e.g., YaPPL, 50], and are the operation that enables consumers to say
‘NO’. The different types of obligations constitute multiple chances for implemen-
ting data sovereignty or to foster platform economy. Provisional authorizations are
beneficial for all users as they offer suggestions, explanations, and decision sup-
port in contrast to PDLs that just reply with uninformative binary error messages
[25, 28, 32, 48, 56]. Obligations are important for sensitive data [e.g., in health
IT, 55] or to implement data protection rules. However, not every PDL supports
obligations to protect the data of consumers [36]. The first challenge is to specify
legal obligations (‘liabilities’) as obligations in a policy rule since the gap between
convoluted legal language and clear PDLs needs to be bridged [49]. The second
challenge is to design and implement a system that can handle and enforce dif-
ferent obligation types [55, 57]. The policy enforcement point must, for instance,
understand obligations and act accordingly [28] while being consistent with con-
clusions of the policy decision point [55]. Sophisticated obligation rules that can
be used in practical applications are still an open issue in current research [57].

4.2 The Security-Layer

For unprotected data, all claims to data sovereignty are in vain as they can
be simply ignored. To restrict unwanted leakage or manipulation of data, secu-
rity mechanisms are required. While security is a vast field, we outline the key
considerations for PDLs.

4.2.1 Access Control
PDLs for access control are part of access control systems for many years and are
predominantly specified and executed on the company side [16]. They are used
to express rules to authorize the actions a requester or other participating party
can perform with resources [28, 37]. Before authorization, requesters must verify
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their claimed identity, for instance, by providing evidence in form of a digital
certificate [30, 31, 58]. What evidence is needed and how to submit it should be
stated in policy rules. The logic behind the access control process and its policy
rules are specified by access control schemes, which are usually based on roles
or attributes [16, 52], dependent on application requirements.

For many years, PDLs have been successfully used to specify policy rules in
access control systems [e.g., XACML for over 15 years, 24]. This provides a
great chance for the implementation of data sovereignty as rules can be stated
and communicated to restrict access to consumer data.

4.2.2 Usage Control
To state how sensitive data should be handled by the receiving party while
allowing for dynamic changes of permissions, traditional access control is encom-
passed by usage control [59]. Variations of usage control that make extensive use
of obligations in their policy rules are used to protect the full lifecycle of data in
different applications [13, 29, 59, 60]. Usage control rules can, for instance, be
expressed in the PDL OSL, a formalized language that is translatable into two
common DRM-PDLs to use their enforcement mechanisms [61].

Usage control and data provenance tracking work well together [62], thereby,
providing a chance with respect to controlling and tracking data flows. Approa-
ches for implementing data sovereignty [13, 60] can build on extant usage control
technologies [e.g., LUCON, 63] provided, for instance, by the International Data
Spaces (IDS) initiative [40, 64]. Challenges of PDLs for usage control, besides the
specification of suitable policy rules, are, especially, conflict resolution between
rules [65], harder requirements for the rest of the system [29], and requirements
for cryptographically trusted soft- or hardware systems [66]. Usage control is
a promising chance for establishing data sovereignty, but recent developments
tend to focus on the business-to-business context and need to be modified for the
consumer-to-business context.

4.2.3 Sensitive Policies and Credentials
A policy rule, written in a PDL, might contain information, for instance, on cre-
dentials or processes, that can be considered sensitive and needs to be handled and
released with care [30, 31, 35, 56]. For instance, security policies aim to protect
the asset they are written for and do not necessarily protect the private credentials
to be inferred out of the policy rules [24 at 9.2.7]. Protection of sensitive rules can
be done during their specification or at runtime [30]. PDLs themselves can protect
sensitive policies by using policies about policies [metapolicies; 23, 56, 58] or by
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simply treating the policy rules like all other protected resources [35]. Additio-
nally, PDLs for ‘trust negotiation’ can be used when policy rules or credentials
cannot be fully disclosed at the beginning of an interaction [30, 32, 56, 67]. In
this context, ‘negotiation’ is a stateful step-by-step exchange of credentials and
partial results between two foreign parties that reason together about their distinct
policy rules until they reach an agreement or terminate the process [32, 56, 58].

Trust negotiations can help to minimize disclosure, foster interplay, and pro-
vide consumers with the ability to demand further evidence from the other party
before proceeding with the negotiation. The disadvantage is that the negotiation
of trust in large distributed systems is a challenge for most PDLs [67]. Overall,
the handling of sensitive policies can be considered a challenge for consumer pri-
vacy. Despite the existence of mechanisms to handle sensitive policies [31, 35],
the policy must first be considered as sensitive and the mechanisms (e.g., for trust
negotiation) must be implemented by administrators [24 at 9.2.7].

4.3 The Runtime-Layer

The focus of the runtime layer are the different stages for handling a policy rule,
from its instantiation to execution.

4.3.1 Usability
Policy rules are created and managed by users with different backgrounds and
skills. For instance, a logic-based language might require some literacy in mathe-
matical logic. In general, a PDL needs to be readable, writable, comprehensible,
and easily manageable for users with different experience levels to enable them
to express a policy rule quickly and easily [26, 27, 37, 47, 51, 56]. The users’
job in writing policies can be simplified by tools to read, write, modify, visualize,
and analyze policy rules. For instance, the PDL KaOS [53] offers a graphical user
interface for writing and applying policies and can load ontologies and check them
for conflicts [34]. Ponder offers a toolkit for administrative tasks and the analysis
of policy specifications and conflicts [34]. Especially for preference languages,
graphical tools should be available [17]. An early tool to support consumers was
Privacy Bird, a P3P user agent that indicated the fit between consumer preferences
and a website’s privacy policy with a color-changing icon with the option to let
the consumer gain more background information [68].

User-friendly tools do not exist for all PDLs [26, 54], but should be a key
consideration in system design since access to (refined) information is a prerequi-
site for an individual to (re-)establish data sovereignty [7, 41]. There are multiple
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chances [e.g., information provision, specification, analysis, 54] where tools can
be combined with PDLs (e.g., with XML bindings) to benefit consumers.

4.3.2 Storage and Deployment of Policy Rules
After policy rules are specified, they need to be deployed. This can be done
centrally via a policy repository or retrieval point [24] allowing for optimiza-
tion through specialized indexes [16]. The decentralized option is to stick policy
rules to cryptographically secured data [69]. Sticky policies are useful for data
protection rules [48]. What option to choose depends on the application.

While sticky policies appear useful for implementing data sovereignty in a
platform ecosystem, they face certain challenges with respect to different versi-
ons of policy rules, user roles, and jurisdictions [70]. Additionally, policy rules
can contain constraints what data should not be released together [35] or context-
dependent information [71]. There could be errors or ambiguities in the reasoning
about policy rules when related data is released independently of each other in
a platform ecosystem without a central component that checks the logical appli-
cability of policy rules. On the upside, the potential problems of sticky policies
can be mitigated by an ecosystem that includes such central component and/or
defines clear boundaries to avoid ambiguities for data in the ecosystems [e.g., by
LUCON or IDS components, 40, 63, 64]. Then, sticky policies are a chance to
realize data sovereignty by connecting consumer preferences with encrypted data.

5 Discussion

We identified the key considerations and corresponding chances and challenges
for using PDLs to support data sovereignty in platform ecosystems. On the con-
cept layer, extant PDL-research based on privacy and data protection offers a
valuable foundation to specify policy rules that support data sovereignty. Howe-
ver, we could not identify a PDL that addresses all challenges impeding data
sovereignty and PDLs for the consumer side (preference languages) are rather
underrepresented. The syntax and semantics of PDLs are ideal for communica-
ting consent in standardized human- and machine-readable formats that represent
rules and build upon a semantic foundation. Out of the supported operations,
prohibitions can be seen as a trade-off between security and practicability. Obli-
gations can be considered as the most valuable operation for protecting data, but
realizing and enforcing post-obligations in practice is challenging. Security in the
form of access control can be realized by well-established PDLs. While usage
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control is already considered valuable for establishing data sovereignty, it is com-
plex in implementation and does not primarily focus on the needs of consumers.
The protection of policy rules and credentials by classifying them as sensitive
and protecting them accordingly (e.g., by negotiations or metapolices) should be
part of security considerations. Good usability, especially for consumers, in form
of assessable and easy to specify policy rules can be fostered by tool support
or guidance material but is not included in every PDL. For the deployment and
association of policy rules with data, a central repository or sticky policies can be
used. To prevent the loss of context-sensitive information and relations between
data, both approaches should be combined.

It can be assumed that data ecosystems will grow in popularity. Therefore,
challenges, for instance, with secondary data use and provenance tracking, will
manifest even more often and more regularly in the future, which results in the
need for new mechanisms to protect data sovereignty. The identified key con-
siderations are informed by a plethora of distinct PDLs. One could interpret
these considerations as requirements for building a new PDL for data sover-
eignty. However, we see the development of a new holistic data sovereignty PDL
with skepticism since we encountered a vast amount of abandoned PDLs in our
literature review that were never used in practice. Due to the heterogeneous requi-
rements for establishing data sovereignty, we consider improving the interplay of
extant or new PDLs a more promising chance to implement data sovereignty
with PDLs than the development of yet another PDL; for instance, by transla-
ting between languages [e.g., OSL to DRM PDLs, 61], refining high-level PDLs
into more technical languages, or by creating bindings to established PDLs (e.g.,
XACML).

To address the problem of low adoption and high abandonment of PDLs, the
perspective of practitioners needs to be considered; otherwise, there is a risk that
PDLs suitable for (re-)establishing data sovereignty will never be used in practice.
For practitioners, the adoption of PDLs for data sovereignty can be beneficial to
demonstrate legal compliance, increase the usability of their platform ecosystem,
or improve the interplay of participating parties (e.g., provisional authorizations).
The adoption of PDLs in a data economy that is driven by a decentralized commu-
nity appears also promising. PDLs could help with the communication between
peers and data transfers (e.g., sticky policies), while the decentralized design
prevents clustering of data under the control of one authority. Thus benefitting
autonomy and data sovereignty.

Despite the various applications PDLs are used for, they are not a cure-all
technology. The purpose of PDLs is to specify rules that describe policies or prefe-
rences. Without a working enforcement mechanism, those rules can be ignored or
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bypassed. Since we did not focus on enforcement-mechanisms and also reviewed
PDLs in early design stages without implemented enforcement-mechanisms, some
of our identified chances might, for now, only exist in theory. Due to space
limitations, we had to focus on the most important considerations and exclude
other considerations that should not be neglected, for instance, interoperability,
extensibility, scalability, context-sensitivity, and some operations [e.g., filters or
delegations, 37]. Moreover, we focused on PDLs and did not address various other
technologies that might be suitable for implementing data sovereignty in platform
ecosystems. We could only scratch the surface for the well-studied research fields
of usability and security and their mechanisms, theories, and principles, which
are directly or indirectly connected with the reported key considerations.

In future research, we will further investigate ontologies as a representation of
knowledge to help consumers understand their data, relationships between their
data, and data provenance. Another promising research direction is the assessment
of what characteristics of distributed ledger technologies [DLT, 72, 73] could be
useful to enhance certain parts of data sovereignty, for instance, data provenance
or use of DLT as an enforcement mechanism for policy rules. To address pro-
venance tracking and secondary data use, the extension of extant systems, for
instance, with a usage control system, a suitable preference language, and tools to
support consumers seems helpful and promising to ensure free but safe movement
of consumer data.

6 Conclusions

We started our manuscript with the question whether PDLs can enable consumers
to let their computer say ‘NO!’ since this will become a necessity in the future.
To extend the literature on data sovereignty on a technical level, we conducted
a review of the old and vast field of PDLs. The identified key considerations
for using PDLs as central building blocks to implement data sovereignty indicate
certain challenges that need to be overcome. Still, solution strategies are already
offered in extant literature and by implementing them, the chances PDLs offer
for (re-)establishing data sovereignty outweigh the challenges they are facing.
By building our layer model, we contribute towards seizing these chances and
offer a building block for future PDL development and for the development of
technologies that (re-)establish data sovereignty for consumers. To conclude, the
answer to the question whether PDLs are a beneficial technology to (re-)establish
consumers’ data sovereignty is ‘YES!’.
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