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Abstract
This work presents results on the use of Information-Flow tools for the formal verification of algorithmic
fairness properties. The problem of enforcing secure information-flow was originally studied in the
context of information security: If secret information may “flow” through an algorithm in such a
way that it can influence the program’s output, we consider that to be insecure information-flow as
attackers could potentially observe (parts of) the secret. Due to its wide-spread use, there exist numerous
tools for analyzing secure information-flow properties. Recent work showed that there exists a strong
correspondence between secure information-flow and algorithmic fairness: If protected group attributes
are treated as secret program inputs, then secure information-flow means that these “secret” attributes
cannot influence the result of a program. We demonstrate that off-the-shelf tools for information-flow
can be used to formally analyze algorithmic fairness properties including established notions such as
(conditional) demographic parity as well as a new quantitative notion named fairness spread.
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1. Introduction

Information-Flow is a well-studied concept originally introduced for software security analysis
(see, e.g., [1, 2, 3, 4, 5, 6, 7, 8]). Consider a program 𝑃 that checks whether a user entered the
right password. 𝑃 ’s inputs are the correct password (high security status) as well as the user
entered password (low security status). A “bad” program that, for example, returns the full secret
password to the user would be said to contain insecure information-flow. In general, we say that
𝑃 contains insecure information-flow iff there exist two high security status values ℎ, ℎ′ and a
low security value 𝑙 such that 𝑃 returns different outputs for the inputs (ℎ, 𝑙) and (ℎ′, 𝑙). We
build upon previous work which observed similarities between the ideas in algorithmic fairness
and information-flow analysis [9] and show that there is a strong correspondence between
definitions in qualitative as well as quantitative information-flow and algorithmic fairness: By
treating protected attributes such as race, gender, or age as “secret” inputs, we can analyze their
influence on the program’s outcome. We demonstrate that many off-the-shelf qualitative and
quantitative information-flow tools can equally be used to verify algorithmic fairness properties
such as demographic parity or a newly introduced metric which we call Fairness Spread.
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2. Information-Flow and Demographic Parity

Qualitative Information-Flow. We demonstrate that information-flow provides an interest-
ing framework for the analysis of disparate treatment. To this end, we consider decision-making
programs 𝑃 which process a protected group attribute 𝐺 ∈ 𝒢 and an independently distributed
unprotected variable 𝑈 ∈ 𝒰 which can be comprised of a single value or a tuple of multiple
values. The program has an outcome 𝑑 ∈ 𝒟. By assigning 𝐺 to have high security status and
𝑈 to have low security status, we can use existing tools to check whether a given program
satisfies unconditional noninterference:

Definition 1 (Unconditional Noninterference (see e.g. [7])). A program 𝑃 satisfies unconditional
noninterference iff for all 𝑔1, 𝑔2 ∈ 𝒢 and for all 𝑢 ∈ 𝒰 it holds that 𝑃 (𝑔1, 𝑢) = 𝑃 (𝑔2, 𝑢).

It can be shown that if 𝑃 satisfies unconditional noninterference with respect to 𝐺 and 𝑈 it
also satisfies the fairness notion of demographic parity:

Lemma 2 (Unconditional Noninterference implies Demographic Parity). Let 𝑃 be a program and
let 𝐺,𝑈 be distributed arbitrarily, but independently. If 𝑃 satisfies unconditional noninterference,
then the outcome of 𝑃 satisfies demographic parity, i.e., for all 𝑑 ∈ 𝒟, 𝑔1, 𝑔2 ∈ 𝒢 it holds that
Pr [𝑃 (𝐺,𝑈) = 𝑑 | 𝐺 = 𝑔1] = Pr [𝑃 (𝐺,𝑈) = 𝑑 | 𝐺 = 𝑔2]

Note that the inverse is not the case which makes unconditional noninterference a strictly
stronger property. More refined flavors of information-flow which allow some level of infor-
mation leakage lead to other kinds of, more restricted, fairness guarantees. Information-flow
properties can be verified using off-the-shelf tools such as the deductive program verification
tool KeY [7] or the static analysis tool Joana [10, 11].

Quantitative Information-Flow. Quantitative Information-Flow (see e.g. [4]) transforms
the qualitative security analysis of software into a metric for a software’s security. In this
context, one important notion is the idea of Conditional Vulnerability:

Definition 3 (Conditional Vulnerability). For a program 𝑃 and random independent variables
𝐺,𝑈 , we define the Conditional Vulnerability 𝑉 of 𝐺 w.r.t. 𝑃 (𝐺,𝑈) and 𝑈 as follows:

𝑉 (𝐺 | 𝑃 (𝐺,𝑈) ,𝑈) =
∑︁
𝑢∈𝒰

∑︁
𝑑∈𝒟

max
𝑔∈𝒢

(Pr [𝐺 = 𝑔 | 𝑃 (𝐺,𝑈) = 𝑑,𝑈 = 𝑢] ·Pr [𝑃 (𝐺,𝑈) = 𝑑,𝑈 = 𝑢]) .

For binary classifiers (i.e., for |𝒟| = 2), our work shows that Conditional Vulnerability can
equally be used in the fairness context to compute a metric which we call Fairness Spread. For
programs 𝑃 with a binary outcome and 𝐺,𝑈 as before, the metric of Fairness Spread quantifies
the weighted disparity in treatment between the most advantaged and most disadvantaged
groups for each possible assignment of unprotected attributes, i.e.:∑︁

𝑢∈𝒰
Pr [𝑈 = 𝑢]

(︂
max

𝑔1,𝑔2∈𝒢
(Pr [𝑃 (𝐺,𝑈) = 1 | 𝐺 = 𝑔1,𝑈 = 𝑢]−Pr [𝑃 (𝐺,𝑈) = 1 | 𝐺 = 𝑔2,𝑈 = 𝑢])

)︂
.

This metric satisfies three desirable requirements for a metric: 1. The metric returns its minimum
(optimal) value if the program satisfies (un)conditional demographic parity. 2. A less fair program
has a higher value of the metric. 3. It can be measured using off-the-shelf tools (e.g. [12]).



1 bool hire(int gender, int race, int college_rank,
2 int experience) {
3 int score = college_rank+experience;
4 if (gender==0 && race == 0) {
5 score -= 360;
6 }
7 score*=experience*college_rank;
8 if (gender != 0) {
9 score -= 360*college_rank;

10 }
11 score /= college_rank;
12 if (score < 0) {
13 if (score == -358) {
14 score = (1 + 1) * 1;
15 } else if (score > - 358) {
16 score += 360;
17 } else {
18 score += 360*experience;
19 }
20 }
21 return score > T;
22 }

(a) A complicated score-based hiring algorithm.

1 bool credit(int gender, int amount){
2 if(gender==0) {
3 return (amount <= T);
4 } else {
5 return (amount > (10-T));
6 }
7 }

(b) An unfair credit algorithm.

0 2 4 6 8 10
0

0.5

1

T

𝑆
(𝐺

,𝑈
,𝑃

)

(c) Fairness Spread for different values of
T in Figure 1b

Figure 1: Examples of algorithms that can be examined through information-flow analyses

3. Exemplary Applications

As an exemplary application for information-flow analysis, consider the credit allocation algo-
rithm in Figure 1b which contains a threshold parameter T: Assuming a uniform, independent
distribution of gender and amount this program satisfies demographic parity for the param-
eter T set to T = 5, as then both groups are equally likely to obtain a credit. However, the
program could still be considered unfair as one group only gets small credits while the other
group only gets large credits. Indeed, for T ∈ [1, 9] this program does not satisfy unconditional
noninterference, and we can furthermore compute its Fairness Spread for differing values of T
using counterSharp [12] (Figure 1c). This allows us to compare the fairness of different variants
of the algorithm. For T = 0 and T = 10, the program does satisfy unconditional noninterference
and, thus, demographic parity as well. This can be verified using KeY [7].

One might argue that the program in Figure 1b is an overly simplified version of realistic
decision making procedures raising the question to which degree this analysis technique is
scalable to larger decision making programs. To this end, it is worth to mention that the
qualitative information-flow tool Joana [11, 10] is scalable to systems with up to 100k lines
of Java code and the quantitative counterSharp tool has been tested on systems with up to
1000 lines of C code [12]. This is possible due to the use of the approximate model counter
ApproxMC [13, 14] which allows the efficient counting of inputs satisfying given constraints
even for very large input domains.

As a concrete example, consider the program in Figure 1a: While the previous example
showed an obvious case of disparate treatment, this example is much more subtle: Initially,
the program does make use of the variables gender and race. However, the computation of



the final score is mostly unintelligible, which leaves the influence of the use of gender and
race unclear. Figure 1a admittedly is a fictional example, however, unintelligible and possibly
undocumented code is hardly an uncommon phenomenon in practice. For example, it may be
the case that an engineer constructed the algorithm who has since left the company without
documenting the reasoning behind the computation or the choice of the magic constant 360.
We can learn multiple lessons from this example: First, analyzing whether or not a certain
variable has influence on the outcome of a computation is not a trivial problem. In fact, assuming
a value range of 1 to 5 for the inputs college_rank and experience, the function hire
satisfies unconditional noninterference and could thus be considered a fair algorithm under
the definition of demographic parity. While a human will have a hard time seeing this directly
from the program code, interactive theorem proving tools can once again be used to formally
prove this property in KeY. Secondly, while tools for the information-flow-based analysis of
machine-learning systems are currently not available, we can allow for the use of values learned
by machine learning systems, e.g, the score threshold T which is a constant within the program
hire (line 20). This allows, for example, to prove a program fair for all possible values of
a machine learned threshold T and leaves room for a machine learning algorithm to learn
the optimal threshold value. Finally, our approach allows the analysis of both single group
attributes as well as mixtures of group attributes, e.g., the disparate treatment of individuals
with gender==0 && race == 0.

4. Future Work

As a next step we plan to analyze larger scale systems to prove or disprove fairness properties of
such systems. Our approach currently has two limitations: First, we assume the independence of
the protected attribute 𝐺 and 𝑈 . To this end, causal models or Bayesian networks may provide
a methodology to model important dependencies between 𝐺 and 𝑈 within the analyzed code.
Moreover, we can only analyze “classical” software currently. Therefore, we plan to develop
techniques for analyzing information-flow properties on machine learning models.
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