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Abstract

Fine-grained vehicle classification is an important task particularly for security
applications like searching for cars of suspects who abuse stolen license plates.
However, data privacy and the large number of existing car models render
it highly difficult to create a large up-to-date dataset for fine-grained vehicle
classification with surveillance images. While a large number of images of
vehicles are available in the web due to car selling sites, they have a perspective
which is vastly different to surveillance images. Domain adaptation is the
field of research that uses domain-wise inappropriate images for training of
classification models with the target of running accurate inference on images
of a different domain. Since the widely considered unsupervised and semi-
supervised domain adaptation settings are unrealistic for fine-grained vehicle
classification, we establish a baseline for cross-domain fine-grained vehicle
classification in a supervised partially zero-shot setting. Our results indicate
that existing domain adaptation methods like domain adversarial training and
triplet loss are still advantageous for this setting and we show the benefit of
distance-based classification for this task.
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1 Introduction

Fine-grained classification tasks like vehicle make and model recognition are
relying on large datasets for training. These are needed since the small inter-class
variance compared to the large intra-class variance are required to be properly
approximated by the learned model. While in the web, a large amount of images
for different cars are provided by e.g. car selling sites, fine-grained classification
is often applied in different domains. For example, vehicle make and model
recognition is useful for security applications like manhunt when applied to
cameras on highways which provide a surveillance perspective. However, for
these perspectives, the availability of data is scarce. The situation is worsened
by the high rate of car manufacturers proposing new vehicle models .

To approach the lack of data, domain adaptation methods can enable the use of
the large-scale availability of data of different domains like web-nature images to
perform tasks like classification in domains which have a limited availability of
data like surveillance. While domain adaptation has been widely approached [33,
45, 48, 22, 4, 25, 11] and also specifically for fine-grained classification [10, 31,
34, 35, 44] applications, an unsupervised or semi-supervised domain adaptation
setting is commonly assumed. In these settings, a large number of images is
present in the target domain for all classes but the labels aren’t present for any or
only a part of the images. However, for real-world use-cases, the assumption to
have data for all classes is hard to fulfill since it can only be assured if labels
would be present. Thus, we focus on a different domain adaptation setting: a
supervised partially zero-shot setting [38]. This setting assumes that for a large
number of base classes, images and labels are available for both domains while
for a small number of novel classes, images and labels are only available for the
source domain. For these novel classes, no images are available at all for the
target domain during training. However, the evaluation on these novel classes
with images from the target domain is the main focus of the setting.

Since the research for such a setting is rather small [32], we provide an extensive
evaluation of existing domain adaptation methods to find a good baseline for
further research. Besides the widely applied domain adversarial learning [8],
we explore the use of metric learning with a triplet loss which also has shown
advantages for classification across domains [20, 32].
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Based on these experiments, we found that a typical softmax classifier only
achieves a low classification accuracy for the novel classes. However, a domain
adversarial loss heavily increases the accuracy. A distance-based classifier with
a combination of a cross entropy loss and a triplet loss showed promising results
which can further be improved by the use of a domain adversarial loss resulting
in the overall best model.

In Section 2, existing works in the fields of fine-grained classification, cross-
domain classification and cross-domain fine-grained classification are introduced.
In Section 3.1, the evaluated methods are described and the evaluation results
are shown in Section 4. A conclusion of this work is given in Section 4.

2 Related work

In this chapter, an overview of the literature in the fields of fine-grained
classification and cross-domain classification as well as works which employ
cross-domain classification for fine-grained classification tasks is given.

2.1 Fine-grained classification

Various approaches have been used to improve the accuracy for fine-grained
classification. While all recent approaches share their basis of deep neural
networks, there are several different extensions and they can be structured
into the following categories. Part-based models first detect relevant regions
like specific parts of a vehicle before the crops of these parts are fed into a
convolutional neural network (CNN) [7, 15, 28, 41]. This reduces the feature
space to significant parts and thus, reduces the risk of overfitting. Bilinear
CNNs employ two networks to separate the localization and the extraction
of important features. The networks are combined by calculating the outer
product of both resulting feature vectors [23]. Several extensions have been
proposed to improve the accuracy and efficiency of bilinear CNNs [9, 19, 43].
Multiple authors employ multi-task learning by learning an auxiliary task
like predicting the viewpoint of the image that provides support for the main
task of fine-grained classification. The auxiliary task is performed only during
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training to improve the learned features [3] or also during inference to provide
the network with additional information [24, 29]. Hierarchical classification
exploits that fine-grained categories are usually defined on multiple layers, e.g.
make, model and year of a car. This technique was explored by training multiple
layers of the hierarchy in a round-robin manner [16] and by training cascaded
classifiers [2]. Metric learning has also been applied to improve the features
by minimizing intra-class variance and maximizing inter-class variance [17, 30,
42]. Temporal classification uses videos as input modality for fine-grained
object recognition [1, 46, 18] instead of single images as done by most works.
Webly-supervised classification gathers additional data from the web with
image databases like Flickr providing images with additional meta information
that can be used for defining labels [6, 39].

2.2 Cross-domain classification

Domain adaptation is usually employed if classification has to be done in a
domain for which a lack of data exists. The lack of data can be in the form of
missing images or missing annotations. Mostly an unsupervised scenario is
considered which contains abundant but unlabaled data for the target domain.
To approach a cross-domain setting, multiple methods have been proposed.
We follow the taxonomy of Wang and Deng [33] for the categorization of the
approaches. Discrepancy-based domain adaptation methods are based on
a criterion during fine-tuning to increase the accuracy for the target domain.
Proposed criteria are class-based [31, 45], statistic-based [48], architecture-
based [22] or geometry-based [4]. Adversarial-based domain adaptation
methods target a domain confusion of the trained network which disables the
possibility of exploiting the domain of an image for the classification decision.
This can be done by generative approaches which transform the appearance of a
source sample such that it can not be distinguished from the distribution of target
samples [25]. Non-generative approaches have also been explored by using
domain adversarial training with a domain classifier that is preceded by a gradient
reversal layer during training. This leads to features which are invariant in regard
to distinguishing the domains. Reconstruction-based domain adaptation
methods reconstruct samples from either domain to the other domain to create a
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domain-invariant representation. This has been explored by using a combination
of an encoder and a decoder [11] as well as using a Cycle-GAN [47] that keeps
semantic information intact by using a cycle-consistency constraint [14].

2.3 Cross-domain fine-grained classification

Some researchers have already addressed fine-grained classification in a cross-
domain setting. Gebru et al. [10] exploit the hierarchical nature of fine-grained
classification by adding an attribute consistency loss that enforces a matching of
coarse-grained attributes like vehicle types to the fine-grained category. With
the coarse-grained attribute prediction being a significantly easier task, it is more
domain invariant and thus, supports stabilizing the fine-grained prediction due to
the new consistency loss. Tzeng et al. [31] and Wang et al. [34] also exploit the
attribute and coarse-grained labels inherent to fine-grained classification tasks
to improve the domain adaptation. Wang et al. [35] extends adversarial domain-
level adaptation by a category-level domain alignment for semi-supervised
domain adaptation. Additionally, a part-wise classification to optimize the
fine-grained classification accuracy is introduced. Yu et al. [44] achieve a class
confusion by training separate class labels for each domain in a pre-training
phase and swapping the class labels in a fine-tuning phase with the target of
achieving domain confusion while compared to domain adversarial training,
keeping the class-separability of the features intact during the adaption process.

3 Methods

In this section, the evaluated methods are described. They can be mainly
divided by the type of classification. We evaluate a softmax classifier and a
distance-based classifier. As feature extracting backbone, we use ResNet-50 [12]
for both variants. On top of both variants, we evaluate the usage of domain
adversarial training [8] to improve the domain invariance. While only common
for distance-based classification, we evaluate a triplet loss [36] for both variants
due to the reported advantages in regards to cross-domain classification [21].
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3.1 Softmax classifier

The softmax classifier employs a fully-connected layer to predict as many
logits as number of classes and afterwards applies a softmax activation layer
to normalize the scores. On top of this output, a cross entropy loss is used to
calculate an error measurement.

Additionally, we evaluate the use of a domain adversarial head and an auxiliary
triplet loss to improve the domain invariance of the features. Both additions are
applied directly on the features of the backbone.

3.2 Distance-based classifier

For the distance-based classifier, during inference, we feed each preprocessed
image into the backbone network and calculate the distance between the feature
vector of the sample and a prototype feature vector for each class. We choose
the class as final prediction for which the distance has the lowest value. The
prototype is calculated as the mean of all training samples of a class from the
source domain. We also evaluated the use of a medoid instead of a mean but the
results indicated an advantage for the mean. Regarding the distance measure,
we evaluated the euclidean norm and the negative cosine similarity with the
results showing a clear advantage for the negative cosine similarity while the
euclidean norm usually prevented the network from converging properly. Since
the cosine similarity is originally a similarity instead of a distance measure, we
use the negative of the cosine similarity as distance measure. The classification
can be described by the following formulas:

pc = 1
|Xc|

∑
x∈Xc

f(x) (3.1)

c(x) = argmin
c∈C

− f(x) · pc

‖f(x)‖‖pc‖
(3.2)

where pc is the feature prototype for the class c, Xc is the set of training images
of a class c from the source domain, f is the backbone feature extractor, c(x) is
the predicted class for an image x and C is the set of known classes.
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During training, we apply a cross entropy loss with a softmax activation on top
of a fully-connected layer. Since the cross entropy loss tends to learn features
which are highly dependent on the domain, we use a triplet loss as additional loss
function that regularizes the network in regards to the domains. Additionally,
the triplet loss ensures that the chosen distance measure is appropriate for the
features during inference. After training, the fully-connected layer is dropped
and the extracted features are directly used as described above.

3.3 Domain adversarial training

Ganin et al. [8] proposed a domain adversarial training method. It applies
a simple domain classifier on top of the features extracted by the backbone
and inserts a gradient reversal layer between the network and the domain
classifier. The gradient reversal layer leads to learning features which are most
inappropriate for a classification of the domain and thus, the features are expected
to be invariant in regards to the domain. Therefore, the classification loss which
is applied in parallel will focus on learning features which are inherent to the
class instead of exploiting the domain.

For the domain classification head, we employ two hidden fully-connected layers
with 1024 channels with each being followed by a ReLU activation and a batch
normalization layer. A final fully-connected layer with a single output channel
which is followed by a sigmoid activation predicts the domain. A binary cross
entropy is applied as training loss for the domain classification.

The gradient reversal layer includes a gating that controls the influence of the
reversed gradient of the domain classification loss onto the main network. We
call this parameter λ. A λ of 1 means an unhindered influence while a λ of
0 means that the domain classification has no influence on the main network
at all. A good choice of λ might depend on the current state of training and
a pre-set value is probably not appropriate. Our results showed that the loss
coupling of λ proposed by Wiedemer et al. [37] was superior to a pre-set value
and an increasing schedule of λ as it was originally proposed for the domain
adversarial training [8]. The loss coupling sets λ for each iteration based on the
domain classification loss value of the previous iteration. The exact formula is
λi = exp(−Ld,i−1) with λi being the set λ for the iteration i and Ld,i−1 being
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the domain classification loss for iteration i− 1. This ensures that the domain
classification only has a strong influence on the main network if the loss is low
meaning that the domain classifier is able to classify the domain adequately.
In case of a high domain loss, the domain classifier is not able to classify the
domains properly and will not provide a good domain adversarial loss.

3.4 Triplet loss

A triplet loss [36] explicitly minimizes the distance of features of the same class
while maximizing the distance of features of different classes with respect to
a chosen distance measure. While the cross entropy loss also tends to show
a similar behavior, it only enforces a linear separability of classes which can
result in features of a single class still being spread in feature space. This can be
particularly dramatic for cross-domain scenarios for which the distribution of
images is different between training and inference. Thus, we apply a triplet loss
as additional loss that directly minimizes the distance of features of the same
class.

4 Experiments

We execute quantitative evaluations to find a good baseline for cross-domain
classification under a supervised partially zero-shot setting. First, the settings
of the comparisons are described. Afterwards, the results are discussed. The
comparisons include ablation studies for a softmax classifier, ablation studies
for a distance-based classifier and a comparison between both approaches.

4.1 Settings

The datasets used for the experiments are described first. Afterwards, the
evaluation metrics and training details are reported.
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4.1.1 Dataset

As dataset, we choose CompCars [40] which is one of the largest fine-grained
vehicle classification datasets available and consists of a web-nature part (Com-
pCars Web) and a surveillance-nature part (CompCars SV). The CompCars
Web has a predefined split of 16.016 training images and 14.939 test images.
The predefined split of the CompCars SV contains 31.148 training images and
13.333 test images.

While the CompCars Web is labeled according to the make, model and year of
a specific car, the CompCars SV is only labeled up to the model of a car and
lacks the year as annotation. Thus, we also only consider the model for all cars
in CompCars Web. This results in a total of 431 classes for CompCars Web and
a total of 281 classes for CompCars SV. We identify the intersection of both sets
of classes and use only these for our experiments. Thus, we consider a total
of 181 classes. Based on this set of classes, we create three different random
splits of base and novel classes with the base classes containing 90% and the
novel classes containing 10% of the classes. While during training, for the base
classes abundant labeled images are available in both domains, we restrict the
availability of data for the novel classes to the source domain of CompCars Web
and no images from CompCars SV are available for the novel classes. For each
experiment, a model is trained and evaluated on each split and the results are
averaged.

4.1.2 Evaluation metric

We use the F1 score on the CompCars SV as main metric for our experiments.
We report the class-wise F1 score averaged over the base and the novel classes
separately. Since our focus is on adding new classes to the classification, we
focus mainly on the F1 score of the novel classes. Due to images of all classes
being included in the test set, base classes still influence the score of the novel
classes and vice versa. This is sensible since a network only focused on the
prediction of novel classes should still be able to distinguish them from the total
of all base classes even when distinguishing the base classes might be of minor
importance.
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4.1.3 Training details

We choose SGD as optimizer with an initial learning rate of 0.04 and a learning
rate reduction by 10× is applied after 2500 iterations. We apply a momentum
of 0.9 and a weight decay of 10−4. The training is running for 12000 iterations
in total. A batch size of 512 per GPU with two GPUs is used. Each batch
contains 256 Web and 256 SV images. We evaluate after every 1000 iterations
and apply early-stopping by choosing the checkpoint with the highest F1 score
for novel classes on the CompCars SV images. The weights are initialized
from a model pre-trained on ImageNet. During training, for each image, a
crop spanning an area between 8% and 100% of the original image is taken
randomly and is resized to a size of 224×224 pixels afterwards. Additionally, a
random horizontal flip is applied with 50% probability. Afterwards, the image is
normalized using the mean and the standard deviation values of the pre-training
on ImageNet. For experiments with a triplet loss, we employ hard negative
mining [13] and a margin of 0.3 since preliminary experiments have shown
good results for this value.

4.2 Inference details

During evaluation, the images are resized such that the shorter side has 256
pixels while keeping the aspect ratio. Afterwards, a crop of size 224×224 pixels
is taken from the center of the resized image. The normalization is applied
similar to the training configuration.

4.3 Softmax classification

We evaluate a softmax classifier as the most common architecture for deep-
learning-based classification. Since softmax classifiers tend to heavily exploit
domains in the classification, we explore the use of domain adversarial training
and an auxiliary triplet loss to improve the domain invariance of the network.
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Adversarial training λ-schedule λ base value Base F1 Novel F1

No - - 95.4 43.0
Yes Constant 0.1 96.4 66.3
Yes Increasing 0.1 96.4 66.3
Yes Increasing 1.0 96.4 65.9
Yes Coupled 0.1 96.5 67.7
Yes Coupled 1.0 96.0 66.4

Table 4.1: Evaluation of different schedules for the λ parameter of the domain adversarial training.
The results indicate a clear advantage for the coupled schedule when focusing on the important
novel classes.

4.3.1 Domain adversarial training

Adversarial domain adaptation [8] is a widely applied approach for domain
adaptation. In order to find a strong baseline, we evaluate different schedules of
the λ parameter that controls the influence of the domain adversarial head onto
the main network. Besides a constant value and a widely applied monotonically
increasing schedule [8], the coupled schedule by Wiedemer et al. [37] is also
evaluated. The set λ base value describes the constant value for the constant
schedule, the maximum value for the increasing schedule and the highest possible
value (in case of zero domain classification loss) for the coupled schedule. The
results are shown in Table 4.1.

The adversarial training leads to a large improvement of the base F1 score but
particularly of the novel F1 score with all evaluated schedules for λ. While the
impact of the schedule for λ is negligible for the base F1 score, for the important
novel F1 score, the best results are achieved with the coupled schedule and a λ
base value of 0.1. Based on these results, we continue to use these settings for all
further experiments involving adversarial domain adaptation. The adversarial
training reduces the impact of the domain onto the features and thus, leads to
features of novel classes in the target domain being closer to features of the same
class in the source domain. Therefore, the samples of novel classes in the target
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Triplet loss Base F1 Novel F1

No 95.4 43.0
Yes 95.9 54.5

Table 4.2: Evaluation of a triplet loss as auxiliary loss for a softmax classifier. The results indicate
that an auxiliary triplet loss can improve the domain invariance of a softmax classifier.

domain are classified more accurately which in turn leads to less confusion with
base classes. Thus, also the base class accuracy is improved.

4.3.2 Auxiliary triplet loss

The triplet loss has shown to be more domain invariant than a pure cross entropy
loss. Thus, we evaluate the impact of an auxiliary triplet loss in Table 4.2. The
triplet loss uses the negative cosine similarity as distance measure. A training
with euclidean norm as distance measure did not converge properly since the
euclidean norm enforces a feature space that is not well suited for the cross
entropy loss. Thus, results for the euclidean norm are not reported.

The results show a clear advantage of the triplet loss for the accuracy of the
base as well as the novel classes. The increase is probably a result of the triplet
loss forcing a distance of close to zero in feature space for all samples of a class
and thus, reducing the possibility of a spread due to different domains. While
this only applies for the base classes in training, it probably also reduces the
distance of samples of the novel classes between both domains leading to the
improvement in the novel class accuracy. This improvement then leads to an
improvement in base class accuracy due to less confusion with novel classes
occurring.
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Distance measure Base F1 Novel F1

Euclidean norm 8.4 6.2
Negative cosine similarity 96.0 62.9

Table 4.3: Comparing distance measures for a distance-based classifier. The negative cosine
similarity shows a strong advantage with the euclidean norm showing poor results due to the cross
entropy loss not converging properly.

4.4 Distance-based classification

While CNNs are mostly combined with a logit-based classification head, distance-
based classification and metric learning provide a higher flexibility due to not
limiting the model to a specific set of classes during training.

4.4.1 Distance measure

For the distance-based classification, the choice of the distance measure is a
crucial parameter. Thus, we compare the use of an euclidean norm as well as
negative cosine similarity. The respective distance measure is applied for the
triplet loss as well as for the classification. The results of the comparison are
shown in Table 4.3. They indicate a strong advantage of the negative cosine
similarity while the training with the euclidean norm does not properly converge.
Particularly, the training of the triplet loss with an euclidean norm leads to a
non-decreasing cross entropy loss. The embedding induced by a triplet loss
with an euclidean norm seems to be incompatible with a logit-based softmax
classification and a cross entropy loss. Seemingly, the optimizer can not converge
to a proper embedding which suits both losses.

4.4.2 Prototype aggregation

For the classification, we aggregate all training samples from the source domain
to estimate a prototype for each class and choose the class whose prototype is
the closest to the input samples in terms of feature distance. For the aggregation
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Aggregation Base F1 Novel F1

Mean 96.0 62.9
Medoid 96.0 61.8

Table 4.4: Comparison of the estimation methods for the class prototype. Using the mean of the
train samples shows a significant advantage over using the medoid.

Domain adversarial training Base F1 Novel F1

No 96.0 62.9
Yes 96.3 69.8

Table 4.5: Evaluation of applying domain adversarial training with distance-based classification. The
results show that adversarial training can provide an advantage in combination with a distance-based
classifier.

of the samples, we evaluate a mean of the features and a medoid of the features.
The medoid is defined as the sample which has the smallest total distance to all
other samples. The results are shown in Table 4.4. While the difference on the
base classes is negligible, the mean aggregation shows a clear advantage over
the medoid for the novel classes.

4.4.3 Domain adversarial training

While the triplet loss already provides a strong improvement in terms of domain
invariance for distance-based classification, we evaluate if domain adversarial
training can still lead to an improved accuracy. Therefore, we apply domain
adversarial training with the best setting as in the previous ablation studies
additional to the cross entropy loss and the triplet loss we commonly use for
the distance-based classifier. The results are shown in Table 4.5 and indicate a
slight increase in terms of base class accuracy and a high increase in terms of
novel class accuracy.
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Method Base F1 Novel F1

Softmax classifier 95.4 43.0
Softmax classifier with adversarial training 96.5 67.7
Softmax classifier with triplet loss 95.9 54.5
Distance-based classifier 96.0 62.9
Distance-based classifier with adversarial training 96.3 69.8

Table 4.6: Comparison of softmax classifiers with and without domain regularization methods and
distance-based classification. The results show the advantage of distance-based classification for the
accuracy of the novel classes while the softmax classifier with domain adversarial training shows a
slight advantage for the base class accuracy.

4.5 Comparison of softmax classification and distance-based
classification

We compare softmax-based classification methods with and without domain
adaptation extensions to a distance-based classification method in Table 4.6.
For the softmax-based classification, a domain adversarial training as well as
an auxiliary triplet loss is evaluated to improve cross-domain classification
accuracy.

While the softmax classifier with the adversarial training shows the highest
accuracy for the base classes, the distance-based classifier combined with
a domain adversarial training follows closely behind and has a significant
advantage in terms of novel class accuracy compared to all evaluated distance-
based classifiers. Without adversarial training, the softmax classifier shows a
heavy drop in accuracy particularly of the novel classes. The triplet loss also
provides a large benefit for the softmax classifier. However, it still shows a large
accuracy gap when compared to the adversarial loss.
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5 Conclusion

In this work, different domain adaptation approaches were evaluated in a
supervised partially zero-shot setting for fine-grained vehicle classification to
employ web images as training data for classification on surveillance images.
The results show the importance of domain adversarial training to achieve
acceptable results with a softmax-based classifier. However, a distance-based
classifier employing a combination of a cross entropy loss and a triplet loss still
show competitive results which can still be improved by domain adversarial
training. This combination showed the overall best results for the classification
of the novel classes in our evaluation.

Evaluation of better backbones as modern vision transformers [26, 5] or state-of-
the-art convolutional network architectures [27] is up to future work. Other areas
of future research are improvements directly targeting the supervised partially
zero-shot setting which have not yet been evaluated for other settings.
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