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Abstract: With the development of depth cameras in the last decades, several cameras are able to acquire 3D information of 

the captured scenes, such as plenoptic camera and stereo camera system. Because of the differences in principle and 

construction of various depth cameras, different cameras own particular advantages and disadvantages. Therefore, a 

comprehensive and detailed comparison of different cameras is essential to select the right camera for the application. Our 

research compared the depth accuracy and stability of a stereo camera system and a plenoptic camera by monitoring the settling 

processes of various refuse-derived fuel particles in a drop shaft. The particles are detected at first using detection approaches, 

and the particle detections are subsequently associated in accordance with data association algorithms. The spatial particle 

trajectories are obtained by the tracking-by-detection approach, based on which the performances of the cameras are evaluated. 

 

Keywords: 3D Measurement, Plenoptic camera, Stereo camera system, Particle tracking-by-detection, Comparison of 3D 

sensors. 

 

 

1. Introduction 
 

The knowledge of 3D measurements is of 

significant importance in various applications, for 

instance, object localization and tracking. To achieve 

the 3D localization of objects, a 3D sensor is quite 

essential. With the development of measurement 

techniques, more and more sensors are able to acquire 

3D information concerning captured scenes, such as 

the time-of-flight (ToF) camera [1], the structured light 

camera [2], the stereo camera system [3], and the 

plenoptic camera [4]. Given the multiple potential 

options for 3D cameras, selecting an appropriate 

solution based on using the environment is of interest 

to a range of research communities. For instance, in 

[5], the consumer depth camera Microsoft Kinect with 

a novel depth imaging technique is compared to the 

state-of-the-art continuous wave amplitude modulation 

ToF cameras by a set of experimental setups for the 

purpose of evaluating the respective merits and 

drawbacks of the cameras. Further, Chiu et al. [6] 

compared 3D reconstruction results based on data 

collected by two different types of depth cameras (ToF 

and stereoscopic cameras) and commercial 3D 

scanning systems to determine the selection of the 

depth camera concerning the applications. 

As indicated by the review of the related works, the 

ToF camera, the structured light camera, and the stereo 

camera system have been widely researched regarding 

their availabilities of providing depth information. 

Notwithstanding, the research on plenoptic cameras 

based on the plenoptic function is still scarce, so there 

is insufficient information concerning comparison 

with other depth cameras. In addition, since the 

plenoptic camera has been developed in recent 

decades, several issues concerning the plenoptic 

camera remain problematic, e.g., incomplete 

corresponding data processing techniques and custom 

imaging hardware [7]. 

This study contributes to comparing a plenoptic 

camera and a stereo camera system in spatially 

tracking single refuse-derived fuel (RDF) particles in a 

drop shaft. These two camera systems were selected in 

accordance with use case addressed (experimental 

setup, depth, resolution, etc.) and are compared 

primarily in terms of depth accuracy. Moreover, the 

structured light camera and the ToF camera are 

basically not adequate for observing small particles 

(such as RDF particles), and therefore, only the stereo 

camera system and plenoptic camera are considered. 

First, the two cameras measure the depth of objects 

distributed equidistantly in the drop shaft. 

Subsequently, the motions of four RDF fractions in the 

drop shaft, viz., wood chips, PE-granule, paper shred, 

and confetti, are photographed separately. The 

captured images are then used to derive the 3D 

trajectory of each RDF particle by image processing 

techniques according to the tracking-by-detection 

principle. By comparing the 3D trajectories from the 

same object, the performances of cameras can be 

evaluated. 

This paper is structured as follows: in section 2, the 

experimental setup is illustrated. Section 3 briefly 

demonstrates the applied image processing approaches 

to detect and track particles. In section 4, the 
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corresponding results are discussed. Section 5 

concludes the paper. 

 

2. Experimental Setup 
 

Single RDF particles are transported to the upper 

part of the drop shaft and then fall through a tube into 

the drop shaft, as shown in Fig. 1. As a consequence of 

the extra distance provided by the tube, the particles 

are accelerated to their terminal velocities before the 

recording starts. In order to achieve a high contrast of 

the illuminated particle to the background, the inner 

wall of the drop shaft is painted black. With 18 LED 

modules, the lighting system, located at the top inlet of 

the drop shaft, is able to offer a total luminous flux of 

104,400 lm. Furthermore, a drawer with tilted panels is 

installed at the bottom of the drop shaft, which ensures 

one particle within a certain capture period. As 

schematically depicted in Fig. 1, the total distance 

between the top edge of the drawer and the location of 

the cameras is 4.8 m. While the plenoptic camera was 

fixed directly above the drop shaft, the two stereo 

cameras were mounted on each side above of the drop 

shaft. Table 1 lists the technical parameters of the 

utilized stereo camera system and the plenoptic 

camera. 

 

 
 

Fig. 1. Schematic of the drop shaft (left) and the utilized 

two depth camera systems (right). 

 

The stereo camera system was calibrated with a 

checkerboard in accordance with the calibration 

method recommended in [8]. Additionally, the 

intrinsic and extrinsic parameters entailed for the 

subsequent stereo rectification were also determined. 

Meanwhile, the plenoptic camera was calibrated based 

on the principles demonstrated in [9]. 
 

Table 1. Technical details of 3D cameras utilized  

in the study. 

 

 Stereo camera Plenoptic camera 

Manufacturer Baumer Raytrix 

Model VLXT-28 M.I R12 

Principles of 

depth 

measurement 

Stereoscopic 

camera 

Light-field 

technique 

Image 

resolution 
1920 ×1464 px 2048 × 1536 px 

Max. frame 

rate 
500 fps 330 fps 

 

RDF contains a broad range of fractions, and four 

representative fractions, namely wood chips, confetti, 

paper shreds, and polyethylene (PE) granules, as 

shown in Figure 2 were selected for the particular 

experiment. The particles' actual sizes can be roughly 

estimated according to the 1 cm scale at the bottom 

right of the figure. Additionally, Table 2 lists the 3D 

dimensions of the fuel fractions. In the following, the 

paper presents the comparison of the depth cameras 

concerning the experiments with the depicted four 

fractions. 

 

 

 
 

Fig. 2. Various RDF fractions applied in the experiments. 

(a) Wood chips. (b) Confetti. (c) Paper shreds. (d) PE 

granules. [10] 

 
Table 2. Physical properties of the experimented RDF 

fractions 

 

Fraction Form 
Length 

(mm) 

Width 

(mm) 

Thickness 

(mm) 

Wood 

chips 
Cuboid 5-10 4-7 1 

Confetti 
Round 

flake 
6 6 0.104 

Paper 

shred 

Long 

flake 
25-35 6 0.104 

PE 

granule 

Round 

plate 
4 4 2 

 

 

3. Image Processing Approaches 
 

The spatial trajectory of each single RDF particle 

is derived based on the principle of tracking-by-

detection, which identifies objects at first and 

associates the detections into trajectories afterward. 

Since the measurements refer to single particle 

tracking-by-detection, the detection and tracking 

process are relatively uncomplicated. The particles are 

identified by virtue of binarization and then associated 

temporally. The available image processing 

approaches for multiple particle tracking-by-detection 
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using the plenoptic camera are presented in [11], which 

include a novel combined detection method and a data 

association approach using a linear Kalman filter with 

the 2.5D global nearest neighbor approach. The same 

image processing procedure can also be used on the 

stereo camera system. Notwithstanding, as a 

consequence of the higher depth accuracy provided by 

the stereo camera system, the processing might be 

refined accordingly. 

 

 

4. Results and Discussion 
 

First, in order to obtain an initial estimate of the 

accuracy of the two cameras, both cameras measured 

the distance to a calibration object simultaneously, 

where the object was placed at six different depth 

positions. For each captured image, plenty of pixels 

belonging to the object can be captured. Hereby, we 

recognize a mean depth as the representing depth of the 

object. Fig. 3 shows the depths of the calibration object 

with different ground truth depths measured by both 

camera systems, where 200 measured depth points of 

each ground truth depth are selected and displayed in 

the figure. Additionally, Fig. 4 presents the comparison 

result by a boxplot to point out the measured median 

distance and its corresponding distribution over time. 

The zero point is defined as the upper edge of the drop 

shaft scaffold, which is 4.8 m to the bottom. As 

revealed by the figure, the stereo camera system 

delivers median measured distances smaller than the 

ground truth values, whereas the plenoptic camera 

system measures the distances that are first smaller and 

then larger than the true values. Moreover, the 

measurement deviation of the stereo camera system 

tends to increase as the measurement distance 

increases. Comparatively, the measurement error of 

the plenoptic camera decreases at first, roughly 

minimized at around 3 m to 4 m, and then boosts. 

Compared to 4 m, where the median measurement 

deviates from the ground truth value by only 48 mm, 

the error at 4.8 m reaches 470 mm. Overall, the stereo 

camera shows superior stability and accuracy in 

measuring the distance of non-moving objects 

compared to the plenoptic camera. 

In addition to comparing the differences between 

the two depth cameras in measuring fixed calibration 

objects, the cameras are also compared for measuring 

continuously varying depths of the calibration object, 

as schematically depicted in Fig. 5. The varying 

distance is measured five times, and the resulting five 

trajectories are shown in the figure. Generally, the 

distance changes measured by the two cameras are 

comparable. As revealed in Fig. 5, the measurements 

of the plenoptic camera are accompanied by more 

significant fluctuations, especially at the beginning and 

the end. Since the drop shaft is 4.8 m high, the 

trajectory should end up fluctuating slightly at 4.8 m. 

Therefore, we can deduce a larger measured value of 

the plenoptic camera at 4.8 m, which indicates an 

agreement with the statement provided in Fig. 4. 

 

 
(a) Stereo camera system 

 
(b) Plenoptic camera system 

 

Fig. 3. Measured depth of the calibration object with 

different ground truth depths. The horizontal coordinate is 

the frame number, and the vertical coordinate represents the 

measured distance. 

 

 

 
(a) 

 
(b) 

 

Fig. 4. Boxplot of measured depth. The horizontal coordinate 

is the actual distance of the object, and the vertical coordinate 

represents the measured distance. (a) Measured distance of 

the stereo camera system. The S refers to the stereo camera, 

and the blue number is the median of the measured value. (b) 

Measured distance of the plenoptic camera system. The P 

stands for the measured value of the plenoptic camera, and 

the green number is the corresponding temporal median. 
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(a) Stereo camera system 

 
(b) Plenoptic camera system 

 

Fig. 5. Measured continuously increasing drop distance with 

relation to fall time. The horizontal coordinate is the fall time, 

and the vertical coordinate represents the drop distance. 

 

As a result of completing the comparison of 

measuring the distance of fixed objects and 

continuously increasing distances, an initial 

impression of the accuracy of the two cameras is 

obtained. Thereafter, the trajectories of various RDF 

particles derived by the two cameras are also 

compared. For each fraction, ten particles were 

dropped, detected, and tracked. For clarity, only one 

trajectory of each fraction is presented in Fig. 6. 

Because the two cameras were triggered 

asynchronously and their captured ranges differed, 

time differences exist between the captured 

corresponding trajectories. In order to achieve a visual 

comparison of the trajectories' similarities, the 

trajectories captured by the plenoptic camera are 

delayed by a certain amount of time. For the purpose 

of determining the time, the average value of the first 

ten captured depths by the plenoptic camera is 

computed. Subsequently, the depth value that is closest 

to the average value on the captured trajectory 

belonging to the stereo camera system is searched, and 

the corresponding time is the delay time. Apparently, 

the plenoptic camera provides a longer measured depth 

range, especially when tracking smaller particles such 

as confetti and plastics. As far as stability is concerned, 

the fluctuations of the trajectories with respect to all 

fractions provided by the plenoptic camera are much 

more substantial than those of the stereo camera 

system, as also revealed in the previous experiments. 

The measurement fluctuations of the plenoptic camera 

are more considerable than the stereo camera system 

for measuring both stationary and moving objects. 

Moreover, the fluctuations of measuring small objects 

are even more significant, which is not conducive to 

object tracking. Although the trajectories provided by 

the stereo camera system fluctuate more slightly, small 

particles can be detected and tracked longer by the 

plenoptic camera. 

 

 

 
(a) Wood 

 
(b) Confetti 

 
(c) Paper shred 

 
(d) PE granule 

 

Fig. 6. Examples of drop distance with relation to fall time 

of various particle fractions. The horizontal coordinate is the 

fall time, and the vertical coordinate represents the drop 

distance. 

 

 

In addition, the point-based similarity of the 

resulting trajectories of each particle is computed 

according to dynamic time warping [12], which aims 

to find the warping path between two trajectories with 

the smallest warping cost. Dynamic time warping can 

compute the similarity of two time series (e.g., the 

time-depth trajectory), especially for time series with 

different lengths and frame rates. Dynamic time 

warping warps and distorts the time series 

automatically (i.e., localized scaling on the time axis) 
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so that the two signals are as consistent as possible to 

obtain the maximum similarity. Supposing two time 

series Q and C with respective lengths n and m, the 

value of the ith frame from Q is denoted as qi and the 

value of the jth frame from C as cj afterward. To align 

these two series, a matrix of the dimension n×m is 

constructed with matrix elements (i, j) denoting the 

Euclidean distance between the two points qi and cj. 

The smaller the distance, the higher the similarity. 

Dynamic time warping finds the minimum of the sum 

of the Euclidean distances and recognizes the sum as 

the warping cost. The dynamic time warping takes the 

time shift into consideration and is thus superior to 

simply computing the Euclidean distance between the 

corresponding trajectories. Fig. 7 gives an example of 

the distance between two trajectories (obtained 

signals) using dynamic time warping. The figure above 

depicts the originally measured distances of the two 

cameras, and the bottom figure presents the 

comparison of the distances using dynamic time 

warping. The outcome of the comparison is the sum of 

the Euclidean distances between corresponding points. 

 

 

 
 

Fig. 7. Schematic of the point-based similarity utilizing 

dynamic time warping. The horizontal coordinate is the 

captured frame, and the vertical coordinate represents the 

measured drop distance. 

 

 

Table 3 illustrates the computed median distances 

of the fractions in accordance with dynamic time 

warping. The bottom row of Table 3 indicates the 

distance normalized by the number of frames. As 

presented in Fig. 7, the trajectory is automatically 

patched according to the initial or termination value 

after the shifting to ensure the same length, which 

gives rise to more considerable distances. Therefore, 

the larger the time difference between the two 

trajectories, the further the resulting distance will be. 

As shown in Table 3, wood chip has shorter matching 

distance as a consequence of its regular and rapid 

movement. Compared to woos chip, confetti and paper 

shred have a larger windward area and greater wind 

resistance. As a result, their falling motions tend to be 

more irregular and slower, leading to longer trajectory 

distances. This can also be indicated by the trajectory 

instances in Fig. 6. Although PE also triggers regular 

movement, the difference existing in the captured 

range of the two cameras results in a large standardized 

warping distance. 

Table 3. Median distances of the fractions in mm using 

dynamic time warping. 

 

Fraction 
Wood 

chips 
Confetti 

Paper 

shred 

PE 

granule 

Distance 101212 420171 644593 159781 

Standardized 

distance 
241.55 325.32 323.21 491.20 

 

5. Conclusions 
 

The study compared two different 3D 

cameras, viz., a stereo camera system and a plenoptic 

camera, preliminarily with respect to their depth 

accuracy and stability in measuring the depth of fixed 

calibration objects, continuously varying depths, and 

tracking various single RDF fractions in a drop shaft. 

Concerning measuring the depth of fixed objects, the 

two cameras are able to provide comparable depth 

accuracy. The accuracy of the stereo camera decreases 

with increasing distance, whereas the measurement 

deviation of the plenoptic camera is nonlinear, which 

decreases at first and then rises. Additionally, the 

plenoptic camera measures the depth with the presence 

of a considerable variation, which shows a negative 

impact on the tracking process. The same statement 

can also be deduced when measuring the continuously 

varying depths. Generally, the two cameras deliver 

falling distances with a high agreement between each 

other. Nevertheless, the depth stability provided by the 

stereo camera is superior. When comparing the 

cameras in tracking fuel particles, the point-based 

matching distance using dynamic time warping is 

introduced to illustrate the similarity between the 

measured depth trajectories. The distances of the 

fractions with regular and rapid motions, e.g., wood 

chips and PE granules, are significantly shorter than 

those with long-time motions. Furthermore, with the 

plenotpic camera, the small particles are longer visible. 

Hence, we can infer a longer observation of the small 

particles with the plenoptic camera. 

To conclude, the stereo camera system and the 

plenoptic camera could provide comparable depth 

accuracy. In this regard, the stereo camera system 

shows a slight advantage. However, the measurement 

stability of the stereo camera system is far superior to 

the plenoptic camera. Since the measured depth of the 

plenoptic camera is accompanied by considerable 

fluctuations, their impacts on further tracking 

processes can not be ignored. In several cases, more 

sophisticated tracking approaches or post-processing 

are essential to deal with the depth fluctuations caused 

by the plenoptic camera. On condition that the issues 

caused by fluctuations can be tackled, the plenoptic 

camera can replace the stereo camera system in 

situations, where the stereo camera system can not be 

applied, such as only one opening is available. 
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