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Abstract 
 
 
Global warming and climate change, caused by greenhouse gases (GHG) released into the 
atmosphere by human activities, are becoming one of the world’s most crucial issues. Carbon 
dioxide (CO2) is the primary emitted greenhouse gas, produced mostly from the usage of fossil 
fuels. The daily increase in the global energy demand and the promising potential of converting and 
using the captured emitted CO2 to value-added products and chemicals (e.g., methanol) resulted in 
a vast amount of inventions and investigations on this topic. Methanol is the simplest alcohol and 
one of the valuable converted products of the CO2 conversion process, which can be used as 
renewable energy, fuels, etc. In industry, methanol is synthesized through heterogeneous catalytic 
reactions utilizing Cu-based catalysts, promoted or unpromoted nanoparticles (NPs) on support 
materials. Theoretical and computational methods of modelling heterogeneous catalytic reactions, 
done mostly by applying density functional theory (DFT) methods, are one example of benefiting 
from computer-aided material designing. However, investigating this procedure is challenging as 
the difference in the size scale of the study systems between the experiments and theoretical works 
are different. DFT is perfectly capable of handling systems consisting of a few hundred atoms, 
which contrasts with real systems with thousands of atoms. 
 
In this thesis, by applying cost-efficient and, at the same time, highly accurate computational 
models, some critical challenges regarding the procedure of converting CO2 to methanol, such as 
the catalyst’s particle size and shape effect, support effect, and applications of trends in catalytic 
reactions, were investigated. The utilization of DFT provided a fundamental understanding of the 
properties of the transition metal (TM) catalysts, with sizes ranging from 0.5 nm to 3.6 nm, using 
their fixed geometries and the adsorption energies of the intermediates related to methanol synthesis 
as descriptors. In addition, after confirming the reliability of the proposed models for different 
transition metals,  the influence of the supports, inert (graphene) and oxide (magnesium oxide 
(MgO)), on the properties of NPs, through adsorption studies with different sizes and shapes was 
determined. 
 
Moreover, the development of the models mentioned paved the way toward finding the trends in 
catalytic reactions through linear scaling relationships between the adsorption energies of the 
intermediates involved in methanol synthesis. In addition to the linear scaling relationships in the 
adsorption energies, the important role of geometrical and electronic effects affecting these relations 
is also demonstrated. 
 
Finally, the origin of the copper particle size effect, which plays a significant role in CO2 
hydrogenation to methanol and its competitor reverse water gas shift reaction (RWGS), is 
demonstrated as the reaction being clearly structure sensitive and providing a new guideline in 
designing of novel catalysts for methanol synthesis from CO2.
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Zusammenfassung 
 
 
Die globale Erwärmung und der Klimawandel, die durch die vom Menschen in die Atmosphäre 
freigesetzten Treibhausgase (THG) verursacht werden, sind zu einem der wichtigsten Themen der 
Welt geworden. Kohlendioxid (CO2) ist das wichtigste emittierte Treibhausgas, das hauptsächlich 
durch die Nutzung fossiler Brennstoffe entsteht. Der täglich steigende weltweite Energiebedarf und 
das vielversprechende Potenzial der Umwandlung und Nutzung des abgeschiedenen CO2 in 
Produkte und Chemikalien mit hohem Mehrwert (z. B. Methanol) haben zu einer Vielzahl von 
Erfindungen und Untersuchungen zu diesem Thema geführt. Methanol ist der einfachste Alkohol 
und eines der wertvollsten umgewandelten Produkte des CO2-Umwandlungsprozesses, das als 
erneuerbare Energie, Treibstoff usw. verwendet werden kann. In der Industrie wird Methanol durch 
heterogene katalytische Reaktionen unter Verwendung von Katalysatoren auf Cu-Basis, 
geförderten oder ungeförderten Nanopartikeln (NPs) auf Trägermaterialien synthetisiert. 
Theoretische und computergestützte Methoden zur Modellierung heterogener katalytischer 
Reaktionen, die meist mit Hilfe der Dichtefunktionaltheorie (DFT) durchgeführt werden, sind ein 
Beispiel dafür, wie man vom computergestützten Materialdesign profitieren kann. Die 
Untersuchung dieses Verfahrens stellt jedoch eine Herausforderung dar, da sich die Größenordnung 
der untersuchten Systeme zwischen den Experimenten und den theoretischen Arbeiten 
unterscheidet. Die DFT ist durchaus in der Lage, Systeme mit einigen hundert Atomen zu 
handhaben, was im Gegensatz zu realen Systemen mit Tausenden von Atomen steht. 

In dieser Arbeit wurden durch die Anwendung kosteneffizienter und gleichzeitig hochpräziser 
Berechnungsmodelle einige kritische Herausforderungen im Zusammenhang mit der Umwandlung 
von CO2 in Methanol untersucht, wie z. B. der Effekt der Partikelgröße und -form des Katalysators, 
der Effekt des Trägers und die Anwendung von Trends in katalytischen Reaktionen. Der Einsatz 
von DFT ermöglichte ein grundlegendes Verständnis der Eigenschaften der Übergangsmetall 
(TM)-Katalysatoren mit einer Größe von 0,5 nm bis 3,6 nm, wobei ihre festen Geometrien und die 
Adsorptionsenergien der Zwischenprodukte der Methanolsynthese als Deskriptoren verwendet 
wurden. Nachdem die Zuverlässigkeit der vorgeschlagenen Modelle für verschiedene 
Übergangsmetalle bestätigt wurde, wurde außerdem der Einfluss der Träger, inert (Graphen) und 
Oxid (Magnesiumoxid (MgO)), auf die Eigenschaften der NPs durch Adsorptionsstudien mit 
verschiedenen Größen und Formen bestimmt. 

Darüber hinaus ebnete die Entwicklung der genannten Modelle den Weg zur Ermittlung der Trends 
in den katalytischen Reaktionen durch lineare Skalierungsbeziehungen zwischen den 
Adsorptionsenergien der an der Methanolsynthese beteiligten Zwischenprodukte. Neben den 
linearen Skalierungsbeziehungen bei den Adsorptionsenergien wird auch die wichtige Rolle von 
geometrischen und elektronischen Effekten aufgezeigt, die diese Beziehungen beeinflussen. 



 iv 

Schließlich wird der Ursprung des Kupferpartikelgrößeneffekts, der bei der CO2-Hydrierung zu 
Methanol und der damit konkurrierenden umgekehrten Wassergasverschiebungsreaktion (RWGS) 
eine wichtige Rolle spielt, aufgezeigt, da die Reaktion eindeutig strukturabhängig ist und einen 
neuen Leitfaden für die Entwicklung neuartiger Katalysatoren für die Methanolsynthese aus CO2 
darstellt.
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1 Introduction 

1.1 Challenges of CO2 Emission 

Global warming, climate change, greenhouse gases, CO2 emission, carbon neutrality, fossil fuels, 
etc., include all the terms that have been frequently heard in recent years and decades. Growing 
consumption of fossil fuels resulted in increased CO2 concentration in the atmosphere, which has 
made it a worldwide concern. Realizing this issue united politicians, scientists, businesses, and 
social media to pursue possible solutions for it in an engagement movement. For instance, as a 
consequence of the motivative talks and activities of Al Gore and the Intergovernmental Panel on 
Climate Change (IPCC), who won the Nobel Peace prize in 2007, the increase of public engagement 
with the adoption of the Paris Agreement[1] and the protesting movements of young generations, 
were observed. 

Global warming is caused by heat-trapping greenhouse gases (GHG), such as carbon dioxide (CO2), 
methane (CH4), and nitrous oxide (N2O), which are produced by daily human activities. As shown 
in Figure 1.1, the level of CO2 concentration in the atmosphere, based on recent studies, reached 
the highest level of 418.90 ppm in July 2022, which is more than doubled in eight glacial periods 
(800,000 years). 

 
 

Figure 1.1. Left: Mean carbon dioxide measured at Mauna Loa Observatory, Hawaii. The red line 
illustrates the monthly mean values and the black line illustrate the correction for the average seasonal 
cycle. The credit of the image is for NOAA ESRL Global Monitoring Division, Boulder, Colorado, USA 
(http://esrl.noaa.gov/gmd/).[2] Right: The long-term global atmospheric concentrations of CO2 (in ppm) in 
the past 800,000 years. The plot is on the basis of comparing the atmospheric samples contained in ice 
cores with recent direct measurements.[3] The graph is provide by National Oceanic and Atmospheric 
Administration (NOAA) (https://gml.noaa.gov/ccgg/trends/global.html) 

Figure 1.1 depicts the amount of CO2 present in the atmosphere in the past few decades and the 
past 800,000 years until 2022.[2-4] As can be seen, the CO2 level fluctuated between the ice ages 
and warmer interglacial periods (200 ppm to 280 ppm) till 1950, when it reached 300 ppm, and 

http://esrl.noaa.gov/gmd/
https://gml.noaa.gov/ccgg/trends/global.html
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today it is reaching the record of 420 ppm. It indicates the influence of the Industrial Revolution 
and the increase of burning fossil fuels on the level of atmospheric CO2.[5]  

Contrary to what the public might assume, climate change and CO2 emission are not recent concerns 
and known threats to the human future. In the early work of Joseph Fourier (French mathematician 
and physicist), in 1824, the possible influence of atmospheric gases on increasing the earth’s 
temperature was shown.[6] His postulate was further investigated and followed by other scientists 
worldwide until 1856, when the studies of an American scientist Eunice Foote began innovative 
topics on the potential impacts of CO2 on global climate warming. Since her studies were presented 
only at the AAAS annual meeting[7] in Albany, New York, in 1856 and not published as formal 
publications, the credit for recognizing these concepts is given to John Tyndall. He published a 
series of papers regarding this topic. He indicated that, compared to oxygen and nitrogen, which 
constitute the bulk of the atmosphere, CO2, water vapor, and hydrocarbon gases, such as methane, 
were highly efficient in absorbing radiant energy. He further postulated the possible impact on 
climate as the result of changes in the concentrations of those gases.[8-9] All of the mentioned studies 
were confirmed and authenticated by the Swedish physical chemist Svante Arrhenius in 1896, who 
explored the greenhouse effect on climate change and identified CO2 as the key to the increase of 
the earth’s temperature.[10] Scientific studies were carried out on this topic. Until the threatening 
effect of using fossil fuels and releasing CO2 into the atmosphere was addressed and warned to the 
public in a short paragraph-long report in the Rodney & Otamatea Times newspaper in 1912 (110 
years ago) with the headline “Coal Consumption Affecting Climate”. In that report, a yearly burning 
of 2 billion tons of coal in the world, which resulted in releasing of 7 billion tons of CO2 into the 
atmosphere, was mentioned. In addition, a blanket-like effect of the air on the earth, which results 
in the earth’s temperature rise and its considerable impact on the future, was anticipated.[11] 

Since the early scientific studies on issues related to climate change and global warming and 
considering the urgent attention to the daily rise of the concentration of greenhouse gases, especially 
CO2, the number of scientific published papers on this topic have arisen remarkably. Figure 1.2 
indicates the increase of interest in published papers acquired from a search in the Web of Science 
database[12] with the keyword of “climate change” from 1985 to date (July, 2022). A total number 
of published papers of 449,925 was obtained.  
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Figure 1.2. The number of published documents (449,925) published each year from 1985 to 2022, obtained 
from the website of Web of Science[12] using the keyword “climate change”. 

 
An urgent need to mitigate CO2 emissions is essential. CO2, nowadays, can be reduced in three 
ways capturing and storage, control of its emission, and chemically conversion and utilization. 
 

1.2 Methanol 
Methanol (methyl alcohol), the volatile, colorless liquid (under standard conditions), is the simplest 
organic alcohol and was isolated for the first time in 1661.[13] Before its industrial production 
process, it was obtained from the pyrolysis of wood (yield of 10-20L per ton of wood) and 
charcoal[14] and used mainly as lamp oil and burning fuels. Thanks to feasible industrial production 
process, methanol plays an important role as a basic chemical and fuel in the world to date, with a 
global demand of millions of tons per year.[15]  
Contrary to NOX and SOX species, which emit harmful emissions, methanol is environment-friendly 
fuel and has less harmful emissions upon its combustion.[16-17] Moreover, the scientific community 
has widely accepted replacing petroleum derivatives with the methanol economy.[18] 
 
As seen from Figure 1.3, the annual methanol production shows steady growth globally and is 
projected to be 6% per year till 2023, which is projected to reach 109 million tons.[19]  
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Figure 1.3. Worldwide production of methanol (millions of tons) between 2013 and (forecasted) 2025. The 
asterisks show forecasts.[19] Reproduced from Ref[15] with permission from Springer Nature, copyright 2022. 

A significant amount of methanol (about 80%) is converted to chemicals, such as formaldehyde, 
fuels, methyl-tert-butylether (MTBE), and acetic acid. As shown in Figure 1.4, the major amount 
of methanol is converted to formaldehyde, which produces many commodity products. MTBE is 
also used, in modern countries, as the replacement for organolead compounds. The other part of the 
converted methanol (about 23%) is used to produce fuels and solvents. The direct utilization of 
methanol as a fuel is still under investigation and is believed to increase the methanol demand in 
the future. 

 

Figure 1.4. Methanol’s world consumption in 2019[19]. Reproduced from Ref[15] with permission from 
Springer Nature, copyright 2022. 

 
Typically, methanol is produced from natural gas or coal. However, it can be produced from 
sustainable sources, such as biomass, wood, or hydrogenation of captured CO2 using wind/solar-
derived hydrogen. Methanol, in contrast to hydrogen, has fewer difficulties in storing, transporting, 
and handling as an energy carrier. This brings the necessity of knowing the procedures to produce 
methanol and its challenges, as will be discussed further. 
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.1.3 CO and CO2 Hydrogenation 

The high consumption of fossil fuels and their limited natural resource urges the need to explore 
new energy production methods. The captured CO2 can be utilized to produce value-added fuels 
and chemicals via the catalytic process.[20] For example, methanol can be synthesized from the 
catalytic hydrogenation reaction (hydrogen used as a reagent) of captured CO2.[21] 
The following will discuss the selectivity of the reaction pathways, the nature of active sites, and 
the reaction mechanism. 
 
1.3.1 Selectivity 

Methanol synthesis can follow each of the following procedures: from CO2 hydrogenation (see 
equation (1.1)), the reverse water-gas shift reaction (RWGS) (see equation (1.2)), or formation from 
CO and H2 (see equation (1.3)):[22] 
 

 (1.1) 

 (1.2) 

 (1.3) 

The abovementioned equations show that the methanol synthesis from CO and CO2 hydrogenation 
(exothermic) is thermodynamically more favorable at relatively lower temperatures. 
In the industrial procedure to produce methanol from synthesis gas mixtures (H2, CO, CO2), 
Cu/ZnO/Al2O3 catalyst at the reaction temperature of 230-300 °C and pressure of 50-120 atm is 
used.[23] Selectivity of the reaction mechanism concerning CO and CO2 is one of the challenges in 
methanol synthesis. It has been known that CO is the main carbon source for synthesizing methanol 
using Cu/ZnO catalysts for many years.[24-26] After the 18CO2, 14CO, and 

14CO2 isotopic labeling 
experiments, both CO and CO2 were determined to produce methanol, by which the CO2 
hydrogenation pathway at 220 °C and 250 °C was defined as the primary pathway.[27-28] DFT 
calculations suggested that about 75% of the methanol synthesis occurred via the CO2 
hydrogenation pathway and CO2 is the dominant carbon source.[23] Although the isotope tracing 
experiments at 240 °C later confirmed this finding, the carbon source shift from CO2 to CO at lower 
temperatures (160 °C) was also reported.[29] Considering that the CO2 hydrogenation at high 
conversion is suppressed because of water formation, it is generally accepted that CO2, generated 
by water-gas shift (WGS) reaction (see equation (1.4)), is the main carbon source in the process 
and converts to methanol afterward. 
 

 (1.4) 

The consumption of water produced during methanol synthesis is beneficial for the catalyst’s 
stability. To optimize the methanol selectivity and to prevent the rapid degradation of catalyst, it is 
crucial to avoid the undesired competitive reverse water-gas shift (RWGS) reaction and the extra 
water formed as its by-product. 

CO2 + 3H2 CH3OH + H2O ∆H298K = −49.5 kJ mol−1

CO2 + H2 CO + H2O ∆H298K = +41.1 kJ mol−1

CO + 2H2 CH3OH ∆H298K = −90.6 kJ mol−1

CO + H2O CO2 + H2
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Despite the debates on the selectivity of the reaction pathways in methanol synthesis, discussing 
the reaction pathways and the nature of active sites is worthwhile. 

1.3.2 Active Sites and Mechanism 

Although industrial methanol synthesis has been known for almost 100 years, several questions 
regarding its mechanism are still unanswered.[30] Since methanol synthesis is a structure-sensitive 
reaction, the choice of the model surface is profoundly essential. On the other hand, the nature of 
the active site of the copper catalyst in the reaction mechanism of industrial methanol synthesis is 
not entirely understood yet and is still under debate. It has been reported, by Grabow et al., that 
Cu(111), which is a thermodynamically stable facet and primarily will be exposed by Cu particles 
in the methanol synthesis condition (reducing condition), is the stable facet for catalytic methanol 
synthesis.[23]  
In another study, it was suggested that defects could affect the copper surface activity. In the 
mentioned study, by Behrens et al., on the industrial synthesis of methanol from the hydrogenation 
of CO2, using flat Cu(111), stepped Cu(211), and stepped CuZn(211) surfaces, the activity order of 
CuZn(211) > Cu(211) > Cu(111) was reported. From their results, it can be gained that the high 
activity of the Cu active site depends on the presence of steps at the surface and Zn at the stepped 
surface.[31]  
The synthesis of methanol through hydrogenation of CO or CO2 occurs via a series of bond forming 
and bond breaking processes with the intermediates HCOO, HCO, HCOOH, H2COOH, H2CO and 
CH3O on the catalyst.[23] The formate pathway (via formate intermediate) and RWGS reaction 
(followed by CO hydrogenation to methanol with formyl (HCO) and formaldehyde (HCHO) 
intermediates), are the mostly accepted industrial reaction mechanisms for CO2 hydrogenation. The 
schematic of the two pathways is illustrated in Figure 1.5. 
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Figure 1.5. Reaction pathways of methanol synthesis from CO2 hydrogenation using Cu-based catalysts.[32] 
(adapted from References[33-34] ) 

The methanol production via the formate pathway from CO2 hydrogenation is followed by the 
reaction of CO2 with hydrogen atoms to form intermediates, such as formate (HCOO*), 
dioxomethylene (H2COO*), formaldehyde (H2CO*) and methoxy (CH3O*).[35] The formate 
pathway has been proposed, by several studies, for CO2 hydrogenation reaction using Cu[36-38], Zn[30, 

39-40], and Pd[41-42] catalysts. Another reaction mechanism in methanol synthesis from CO2 
hydrogenation is the reverse-water-gas shift reaction (RWGS). Based on this mechanism, CO* is 
produced from CO2 hydrogenation via carboxyl (COOH*) intermediate. Afterward, CO* further 
hydrogenates to form formyl (HCO*), formaldehyde (H2CO*), and methoxy (CH3O*) 
intermediates, and at the end, methanol is produced.[43]  

As methanol synthesis, as well as many other important industrial reactions, benefits and, is based 
on heterogeneous catalysis and catalysts, the definition of heterogeneous catalysis and catalysts will 
be introduced in the following. 

 
1.4 Heterogeneous Catalysis 

The phenomenon by which chemical reactions are accelerated using catalysts is called catalysis. 
Catalysis is the fundament of the chemical industries. A suitable catalyst can, thermodynamically, 
enhance the rate of a reaction rather than the position of the thermodynamic equilibrium. Catalysts 
are primarily composed of solids. There are three classes of catalysts: enzymatic, homogeneous, 
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and heterogeneous. As this thesis focuses on the development of heterogeneous catalysts, this class 
of catalysts will be discussed here. 

In heterogeneous catalysis, the catalyst, solid material, is in a different phase from the 
reactants/products in the reaction. It enables it to be easily separated from the produced products. 
Reactants (adsorbates) temporarily adsorb on the surface of catalysts, and the catalytic reaction 
takes place at the reaction mixture and the catalyst surface (at the active sites) interface. Transition 
metals, reducible- and non-reducible oxides, zeolites, and metal-organic frameworks (MOFs) are 
different classes of heterogeneous catalysts.  

Due to the high price of the catalyst metals (e.g., Pt, Pd, Au, etc.), they are employed in nanoscales, 
i.e., the nanoparticle metal catalysts supported on inert materials or metal oxides (e.g., Al2O3, TiO2, 
etc.). Thus, designing highly active and selective heterogeneous catalysts is very important. 

1.4.1 Computational Design of Heterogeneous Catalysts 

Investigations and understanding of catalytic systems' mechanisms and atomic-scale details to 
develop new (optimized) catalysts accompanied by obtaining trends and predictions of the 
reactivity of the systems are feasible through computational methods in catalysis. Besides providing 
accurate and fast descriptions and predictions for the catalytic systems of interest, the aim of using 
such theoretical techniques is to simulate and provide information about the properties which are 
challenging, costly, or even impossible to obtain through the experiments. The close and direct 
contact and connection between the experimental and computational approaches enhance both 
sides. The discovery of catalysts accelerates benefiting from the accurate predictions provided by 
computational modelling of the systems. One of the most standard tools in the core of computational 
heterogeneous catalysis is the density functional theory (DFT) method (discussed in Chapter 2) to 
simulate the study systems, which can provide accurate results.[44-47]  

Although the  DFT is very useful for discovering heterogeneous catalysis on transition metal 
surfaces, it is utilizable for a limited number of systems. It can’t be used for all interesting 
adsorption systems (large systems). Thus there is a need for simple models that can reasonably 
estimate bond energies and strength of an adsorbate-surface bond in investigating (large) systems. 
A model was developed to determine the adsorption energy of hydrogenation or dehydrogenation 
reaction energies of organic molecules on transition metal surfaces, accompanied by a scaling 
model. The results of the developed model were in agreement with the results of the full DFT 
calculations, which showed that the model could describe the absolute magnitude and trends in 
reaction energies. Furthermore, it was demonstrated that by generalizing the scaling relations, the 
adsorption energy of any hydrogenated species could be used, instead of the reactant (e.g., CO2), as 
the reference.[48]  
As an example of using such scaling relations in reducing CO2 to methanol reaction, an approach 
of reducing the number of energy parameters from 16 to 1 was theoretically performed. The scaling 
relations between the adsorption energies, and transition-state energies with the adsorption energy 
of oxygen for all of the hydrogenated forms of CO2, on different metal surfaces were found. The 
results provided a complete map of all relevant energies in methanol synthesis according to only 
oxygen adsorption energy. The comparisons between oxygen adsorption energy values obtained for 
different transition metals (Cu, Ni, Pd) surfaces and zinc-doped copper step surfaces are plotted in 
the volcano plot of Figure 1.6. The difference between the activity of Cu-Zn and the intermetallic 
compounds is probably due to the lower number of active sites in the former catalyst. While nickel 
and palladium bind oxygen strongly and weakly, the elemental copper functions better than the 
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other two metals. Moreover, the developed one-descriptor model could predict an activity close to 
the optimum of the mixed-metal system Ni-Ga.[49] 
 

 

Figure 1.6. Theoretical activity volcano plot for CO2 hydrogenation to methanol. Turnover frequency (TOF) 
is plotted against relative oxygen adsorption energy (relative to Cu(211)). Calculated oxygen adsorptions on 
the stepped 211 surfaces of copper, nickel, and palladium are depicted as open black circles, and Cu + Zn, in 
orange. ∆EO for Ni-Ga intermetallic compounds is shown in red. Solid circles illustrate nickel-rich sites, 
hollow circles gallium-rich sites, and half-open circles mixed sites. The reaction condition simulated are 500 
K, 1 bar, and a CO2:H2 ratio 1:3. Reproduced from Ref[50] with permission from Springer Nature, copyright 
2014. 

Industrial catalysts, used in heterogeneous catalytic reactions, are typically metal nanoparticles 
(with sizes ranging from 3–20 nm) supported on inert or metal oxide supports.[51] Conventionally, 
the computational modelling method of such catalysts is to simulate reactions on infinite surface 
metal slabs of different facets, which correspond to the surfaces of larger nanoparticles.[52] 
However, despite providing helpful comprehension of the systems, these models cannot capture 
some complexities of real nanoparticle catalysts.[53] Particle size-, shape effects, as well as the effect 
of supports are neglected in the extended surface models. Here the modelling of real nanoparticle 
catalysts, as well as the influences of their size, shape, and support, will be discussed. 

1.4.2 Nanoparticles in Catalysis 

In catalysis, metal catalysts' structure-reactivity depends on their geometric and electronic 
properties, such as their size, morphology, chemical composition, and higher surface-to-volume 
ratio.[54] They build an intermediate geometrical class of materials between the solid state of matter 
and molecular-like structures. The existence of a larger number of active sites available on the 
surfaces of nanostructured catalysts, due to their higher surface-to-volume ratio caused by the 
reduction of their size, makes them more efficient than crystal surfaces. Conventionally, 
nanoclusters are composed of few atoms to hundreds of atoms, and their behavior is more similar 
to molecules than bulk matter.[55] Despite the importance of the metal clusters in catalysis and 
technological applications[56], they are not well-designed models for describing the catalysts used 
in real industrial catalytic reactions, which have sizes ranging from 3 to 20 nm on average.[51, 57] 
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Despite this fact, theoretically, it is crucial to build models of nanoparticle catalysts to study their 
properties in high levels of methods such as DFT while keeping the computational costs at a 
reasonable and reachable limit. 

Nanoparticles (NPs) have various applications in different fields of study, such as in energy 
conversion and storage, chemical industries, and environmental technology.[58-59] NPs provide a 
large number of surface adsorption sites per catalyst’s loading (their higher surface-to-volume ratio) 
that discriminates them from solid state matters in terms of activity (ideal for catalysis applications). 
Some unique properties of NPs, such as finite-size (defined as energetically competitive isomers) 
and electronic effects, bring about special catalytic properties. For instance, gold nanoparticles 
exhibit an intense activity towards a given reaction, despite gold being a highly inert metal.[60] 
Therefore, it is essential to extensively consider the unique effects of/on the metal nanoparticles.  

1.4.3 Particle Size and Shape Effect 

Controlling the size and shape of the nanoparticles, which can ensure an appropriate surface-to-
volume ratio and increase the active sites, to enhance the activity, selectivity, and durability of the 
catalyst in catalytic reactions is extremely important. 
As mentioned in the previous section, the existence of a finite-size effect is one of the challenges. 
This challenge can, sometimes, lead to strong deviations between the behavior of smaller clusters 
or particles with the bulk-like systems, known as “quantum size effects” (QSE).[61-62] Moreover, the 
selectivity and activity of the NP catalysts, depending on how they interact with adsorbates, will 
alter according to the changes of their size and morphology. Consequently, the number and type of 
adsorption sites and the active facets changes. 
The alteration of the surface structures of the metal NPs with sizes between 2 nm to 10 nm due to 
the change of the fraction of surface atoms forming different adsorption sites is expected in catalytic 
reactions.[63-66] In agreement with this fact, the strong particle size effect of the metal particles with 
sizes ranging between 2 nm to 10 nm on the activity and selectivity of some catalytic reactions, 
such as methanation, Fischer-Tropsch synthesis, ammonia synthesis, and methanol synthesis has 
been found.[67-73]  
In methanol synthesis from CO and CO2 hydrogenation, sensitivity or insensitivity of the reaction 
towards the structure of the copper surface has been debated for decades.[74] However, the structure-
sensitivity of industrial-relevant methanol synthesis using an industrial copper catalyst, regardless 
of the presence or absence of ZnO or Zn-silicate promoters, was proved. As shown in Figure 1.7, 
for copper NPs smaller than 8 nm, a significant decrease in surface-specific activity is observable. 
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Figure 1.7. The surface-specific activity (TOF) for methanol synthesis after 2-10 hours on stream at 260 °C 
and 40 bar against catalyst’s particle size. Catalyst are: copper containing, that is, Cu/SiO2, 
Cu/(functionalized)SiO2 and Cu/C (red), containing Cu/Zn-silicate, that is, CuZn/SiO2 (green), and 
containing Cu/ZnO, that is, Cu/ZnO(/Al2O3) and CuZn/C (blue). Error bars indicate the s.d. in the methanol 
synthesis activity (35%).[73]  

There is a big difference between the number of theoretical studies of the adsorption properties of 
large systems (close to the bulk limit) and the small metal particles. As an example of the large 
systems studied, it was suggested, by Rösch et al., that the bulk limit was reached for unrelaxed big 
clusters (260 atoms palladium particle). 

As another example, the adsorption energy calculations for CO and O on gold nanoparticles ranging 
from 13 to 1415 atoms (0.8-3.7 nm) with massively parallel computing on 32,768 cores proved that 
the bulk surface properties were obtained for clusters larger than 560 atoms. Furthermore, finite-
size effects for clusters less than 560 atoms and quantum-size effects for the smallest clusters were 
observed.[61]  
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a)

 

b)

 

Figure 1.8. (a) All closed shell cuboctahedral gold particles up to 1,415 atoms shells[75-81]. The two adsorption 
sites for the two adsorbates are shown (O fcc site or edge site on the 561 atom cluster and CO top site on the 
923 atom cluster, as close to the center of the edge/facet as possible). (b) Calculated CO and O adsorption 
energies on the (111) facet and at the edge of fixed-geometry clusters against the cluster size. The adsorption 
energies for (111) and (211) slab surface calculations are shown as horizontal lines. Reproduced from Ref[61] 
with permission from Springer Nature, copyright 2011. 

 
To measure the electronic effects of the pure clusters with respect to the variation of their sizes and 
to determine the effects of coupling to the lattice, the clusters were relaxed with and without the 
presence of the adsorbate, respectively. As can be seen from Figure 1.8 (b), the adsorption energies 
are dependent on the size of the clusters in fixed-geometry structures. Generally, it could be gained 
that the smaller the particle, the stronger the adsorption will be, except in the case of Au55, which 
was found, both experimentally and theoretically, to be unreactive towards oxygen. 

These effects were confirmed later, by Li et al., by studying the catalytic properties of fixed free-
standing platinum metal clusters ranging from 13 to 1415 atoms. It was reported that the adsorption 
energies of clusters with 147 Pt atoms and above were similar to the values obtained from the related 
infinite surface.[82]  

 

1.4.4 Support Effect 

Most industrial catalytic reactions are based on supported metal nanoparticle catalysts. The high 
surface free energy of metals[83] can be reduced by dispersing on the high surface area of supports. 
It is known that the properties of the support, such as reactivity, available surface area, etc., impact 
the metal particle size, charge, and morphology, providing special active sites over the metal-
support boundary[84]. Consequently, this can have influences on the metal nanoparticles' catalytic 
properties. The morphology of the support materials is important in enhancing the performance and 
stability of any metal NP catalyst.[85-86] The supports in heterogeneous catalysis can be carbon[73], 
carbon nanofibers[87], zeolites[88], alumina[89], and metal oxides such as TiO2

[90]  

The presence of support significantly influences most of the catalytic reactions. For example, it has 
been reported that the rate of water-gas shift reaction (WGS) rises around an order of magnitude 
per mole of Au catalyst by using TiO2 support instead of Al2O3.[91]  
In a recent study, it has been revealed that in the WGS reaction using a gold nanowire, the activation 
barrier of water decreased from ~2 eV on a clean Au(111) surface to ~0.75 eV at Au supported on 
MgO(100).[92]  
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Another study demonstrated the key role of zirconia (ZrO2) support on methanol synthesis by CO2 
hydrogenation. The investigated model consisted of supported copper particles (Cu38) on zirconia. 
The adsorption energies on the modelled metal oxide supported catalyst were compared to the 
results obtained with pure Cu(111) surface and zirconia slab model. 

 

Figure 1.9. a–c) Optimized structures of CO2 adsorbed on Cu(111) (a), on (monoclinic) m-ZrO2 (1̅11) (b), 
and at the interface between copper and zirconia (c). The Bader charge on CO2 molecules are shown. d–f) 
Possible structures of intermediates at the interface between copper and zirconia: CO* and O* (d), 
carboxylate COOH* (e), and formate HCOO* (f). Activation barriers and formation enthalpy from adsorbed 
CO2+H2 are given in kJ mol−1. Atom key: zirconium (cyan), oxygen (red), copper (orange), carbon (gray), 
hydrogen (white).[93] 

As can be seen from Figure 1.9, while CO2 does not adsorb on Cu(111) surface and binds to the 
zirconia surface as carbonate, by adopting a bent structure, it adsorbs on the interface between 
copper and zirconia (Figure 1.9 a-c). The transformation of CO2 to CO, carboxyl, and formate on 
the interface between copper and zirconia are depicted in Figure 1.9 (d)-(f). It was concluded that 
for the conversion of formate, which was the main intermediate of the reaction, to methanol, the 
use of Cu/ZrO2 is crucial.[93] 

 
 
 1.5 Scope of the Thesis 

This thesis aims to investigate some important and under debate factors influencing the performance 
and properties of transition metals catalysts, which can consequently affect the catalytic reactions. 
As an example of such factors, particle size and shape effects and the effect of support can be 
pointed out. While heterogeneous catalysis is mainly based on transition metal nanoparticles, it is 
important to study and understand their intrinsic properties and external factors on their 
performance. However, because the size scale of the catalysts investigated in reality (experimental 
studies) and computationally (mostly based on DFT calculations) are much different, developing 
computational models and methods to accurately predict the systems' properties is crucially 
important. At the same time, lowering the consumption of computing resources also possesses great 
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importance. This thesis focused on developing such cost-efficient models of nanoparticles and 
investigating the factors mentioned before on their performance in important catalytic reactions, 
such as methanol synthesis from CO and CO2 hydrogenation. 

The contents of this thesis can be summarized as follows: 

• Chapter 3, Particle Size Effect in Coinage Metals: Here the models of copper, silver and 
gold clusters and nanoparticles with different sizes were modelled. The accuracy of the 
fixed-geometry models, by means of intrinsic properties as well as oxygen adsorption 
energy, were compared with the relaxation of the structures. Proving the good performance 
of the modelled systems. Also the particle size effect as well the quantum size effect were 
investigated. 

▪ This chapter is based on the publication: Hakimioun, A.H., Dietze, E.M., 
Vandegehuchte, B., Curulla-Ferré, D., Joos, L., Plessow, P. N., Studt, F. Catalysis 
Letters 151, 3165–3169 (2021). 

 
• Chapter 4, Particle Size Effect in other Transition Metals: The utilized models of the 

particles in the previous chapter were used for the first three elements of groups 9 and 10 
of the periodic table of elements to study their particle size effect on the adsorption energy 
of oxygen atom as a probe atom. Furthermore, the obtained results were compared to the 
ones of coinage metals. 

▪ This chapter is based on the publication: Hakimioun, A.H., Kaźmierczak, K., 
Vandegehuchte, B., Curulla-Ferré, D., Plessow, P. N., Studt, F., in preparation. 

 
• Chapter 5, Metal-Support Interactions in Heterogeneous Catalysis: Here the influence of 

non-reducible oxidic support (magnesium oxide (MgO)) on the properties of copper 
particles of different sizes and shapes was investigated. In addition, the effects of the 
particle’s size and shape were studied. It was emphasized that the support could represent 
some influence only at the adsorption positions at the direct interface between the support 
and the particle. The comparison between these factors proved the higher effect of the 
particle size than the other two factors. 

▪ This chapter is based on the publication: Hakimioun, A.H., Kaźmierczak, K., 
Vandegehuchte, B., Curulla-Ferré, D., Plessow, P. N., Studt, F. ACS omega 8, 11 
(2023): 10591-10599. 

 
• Chapter 6, Scaling Relations in Adsorption Energies: In this chapter, the adsorption 

energies of different intermediates involved in the catalytic CO2 hydrogenation reaction to 
methanol using the cost-efficient models of copper particles (studied in Chapter 3) were 
calculated. The trends in the adsorption energies, as well as the influence of the particle 
size were shown. In addition, the impact of spin polarization on the obtained results is 
discussed. 

▪ This chapter is based on the publication: Hakimioun, A.H., Kaźmierczak, K., 
Vandegehuchte, B., Curulla-Ferré, D., Plessow, P. N., Studt, F., in preparation. 

 
• Chapter 7, Particle Size Effect in CO2 Hydrogenation: This chapter identifies the influence 

of particle size of copper catalysts on the selectivity of CO2 hydrogenation reaction toward 
the production of methanol. A combination of DFT and experimental methods (carried out 
by performed by Laura Barberis and Nienke L. Visser, both at Utrecht university) were 
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applied to shed light on one of the most debated topics in the copper-based catalytic reaction 
of CO2 hydrogenation, proving the structure sensitivity of the reaction. 

▪ This chapter is based on the publication: Barberis, L., Hakimioun, A.H., Plessow, 
P.N., Visser, N.L., Stewart, J.A., Vandegehuchte, B., Studt, F., de Jongh, P. 
Nanoscale 14, 37 (2022): 13551-13560.
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2 Theoretical Methods 

 
2.1 Introduction 

Computational modeling and simulation of materials have benefited from the computers' 
developments over time, resulting in the appearance of more applicable softwares that can 
significantly help develop and refine the materials and their handling. Thus, it is important to 
understand definitions of the terms ‘model’ and ‘simulation’. 

A' model' is used to idealize the real behavior of a system by, for instance, approximately describing 
it depending on some empirical and/or physical deductions. Models usually arise from a set of 
concepts transferred into mathematical relations to calculate quantities or behaviors.  

The ‘simulation’, on a modelled system is utilized to study the influences of external forces and 
constraints on it. Therefore, it is essential to know that the simulations are based on models. The 
accuracy of the simulations of the real system models depends on several factors, such as the 
simulation methods used. 

In general, Computational Materials Science (CMS), applying computer-based modeling and 
simulation of materials, can help understand and predict materials' behavior. However, the 
predictions, the models' accuracy, and the outcomes of the calculations can be validated by 
experiments on real systems. A strong tie between the theory and the experiment could make the 
CMS methods more robust and reliable. At the same time, by investigating phenomena that cannot 
be reached and observed by experiments, CMS can provide a deeper understanding of a materials 
system. 

A large range of lengths of the systems and time scales are among the challenges in modelling and 
simulation of materials. The length scales of the studying systems can vary from nanometers scale 
to the meters scale of structures. Consequently, the time scales also vary between the ranges of 
femtoseconds to the decades. Based on this fact, not a single technique can be used to study all the 
different scales; thus, appropriate methods (ranging from structural mechanics to quantum 
mechanics) are used to study specific physical phenomena for given ranges of time and length 
scales. 

At the length scales ranging from 1 Å (10-10 m) to 100 microns (10-4 m) the behavior of the materials 
is dominated by atomic bonding. Thus, to study the underlying electronic structure of the atomic 
bonding and calculate the distribution of electrons of the constituent atoms, utilizing quantum 
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mechanics is required. In this chapter, a brief theory basic of the employed methods in the thesis 
will be introduced.[94] 

In the following, a brief introduction of conventional DFT using plane wave functions and some 
additional key concepts based on Refs[94-98], will be discussed.  

  
 

2.2 Quantum Mechanics of Multi-Atomic Systems (Nanoparticles and 
Surfaces) 

The origin of quantum mechanics can be traced back to the beginning of the twentieth century and 
the failure of classical physics in predicting and describing microscopic phenomena (e.g., 
photoelectric effect, black-body radiation, etc.). The quantum mechanical treatments of all 
electronic structures of materials are based on the Schrödinger equation. The description of the 
motion of nuclei and electrons and the interactions in their stationary states can be represented by 
the time-dependent Schrödinger equation: 

 𝑖ℏ
𝜕
𝜕𝑡  Ψ(𝑟, 𝑡) = (

−ℏ
2𝑚 𝛻2 + 𝑉(𝑟, 𝑡)) Ψ(𝑟, 𝑡) = (�̂� + �̂�)Ψ(𝑟, 𝑡) = �̂�(𝑟, 𝑡)Ψ(𝑟, 𝑡) (2.1) 

where Ĥ is the Hamiltonian operator, Ψ is the wave function, a description for the system’s state, i 
is the imaginary number unit,  ℏ is the reduced form of Planck constant (ℏ = ℎ/2𝜋), t is the time, 
r is the vector of position including all the positions of particles in the system, 𝛻 is the spatial 
differential operator, m is the particle’s mass. The system’s energy can be found from the operation 
of the Hamiltonian operator (divided into the potential operator V̂ and the kinetic operator T̂ 
components). In the cases where the potential is constant or has a slower variation with time, the 
Hamiltonian is assumed to be time-independent, and the Schrödinger equation can be written as: 

 Ψ(𝑟, 𝑡) = Ψ(𝑟) ∙ exp (
−𝑖𝐸𝑡

ℏ ) (2.2) 

E is the system’s energy calculated from the operations on the wave function. 

The energy of a multi-atomic system (consisting of nuclei and electrons with vector positions of R 
and r, respectively), primarily investigated in computational chemistry using quantum mechanics, 
can be found applying the time-independent Hamiltonian on the wave function Ψ(r, R). The 
Hamiltonian for a system of N electrons and M nuclei is depicted as: 
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 (2.3) 

where MA is the ratio between the masses of nucleus (A) and an electron, 𝑍𝐴 the atomic number of 
nucleus. The first and second terms in Eq. (2.3) correspond to the operators for the kinetic energies 
of the electrons (Te) and of the nuclei (TN), respectively. The coulomb attraction between nuclei 
and electrons (VNe) is represented in the third term and the fourth and fifth terms illustrate the 
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potential energies caused by the repulsion between electrons (Vee) and between nuclei (VNN), 
respectively. Thus, the equation 2.3 can be summarized as: 

Ĥ = �̂�𝑒 + �̂�𝑁 + �̂�𝑁𝑒 + �̂�𝑒𝑒 + �̂�𝑁𝑁 (2.4) 

With regards to the fact that the mass of nucleus is much heavier (about 1800 times) than of the 
electron, the electron moves with orders of magnitude faster than the nucleus. Thus, using the Born-
Oppenheimer approximation, the electrons can move in their field while the nuclei are considered 
as static particles. In computational chemistry, the Born-Oppenheimer approximation is a key 
principle. Therefore, the solution to the Schrödinger equation for a multi-atomic system would be 
simplified as the kinetic energy of the nuclei can be neglected, and also, the term for the nuclei 
repulsion becomes constant. The equation (2.3) can be simplified, and the electronic Hamiltonian 
will be depicted as: 
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𝑁
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 (2.5) 

Thus, the electronic Schrödinger equation including the electronic Hamiltonian operator and wave 
function which is dependent on the coordinates of the nuclei R and of the electrons r will be: 

 [�̂�𝑒 + �̂�𝑒𝑒 + �̂�𝑒𝑁]Ψ𝑒𝑙𝑒𝑐(r, {R}) = 𝐸𝑒Ψ𝑒𝑙𝑒𝑐(r, {R}) (2.6) 

which {𝑹} shows the parametrical dependence of the electronic wave function on R. Therefore, the 
total energy of the system can be derived by the summation of Eelec and Enuclei. 

 

2.3 Density Functional Theory (DFT) 

2.3.1 Hohenberg-Kohn Theorems 

Many different classes of methods to find variational solutions for the equation (2.5) are available. 
Among them, density functional theory (DFT) provides a promising way to study the ground state 
physical properties of multi-atomic systems at their lowest energy configurations by considering 
their electronic densities 𝜌(𝑟) in 3 dimensions rather than the wave function. DFT, which is used 
vastly in computational materials science studies, e.g., catalysis, was presented from the first model 
in 1927 by Thomas and Fermi[94]. DFT is constructed based on the two theorems of Hohenberg and 
Kohn[99] in which the electrons in the system move by the influence of an external potential 𝜐𝑒𝑥𝑡 . 
Their first theorem states that the external potential and, consequently, the total energy is a unique 
functional (function of a function) of the electron density (see equation (2.7)). 

𝐸[𝜌(𝑟)] = ∫ 𝜌(r)𝜐𝑒𝑥𝑡(r)𝑑𝑟 + 𝐹[𝜌(𝑟)] (2.7) 

where 𝐸[𝜌(𝑟)] is the energy functional, 𝜐𝑒𝑥𝑡 = −𝑍/r (where Z  is the nuclear charge), 𝐹[𝜌(𝑟)] 
is the universal functional of the electron density (electronic contributions 𝑇[𝜌]  +  𝑉[𝜌]). In other 
words, the energy of interaction between all the electrons and the nucleus can be found from the
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 integral of 𝜌(r) as a function of r, the distance between the electron and nucleus, times the 
electrostatic potential (external potential) of an electron and nucleus at the distance r  between them. 
Their second theorem states that the ground state electronic density is the density that minimizes 
the energy functional. 

2.3.2 Kohn-Sham Scheme 

Although the two theorems of HK were powerful, they could not provide a method of computing 
the ground state density of systems of interest. To solve this issue, in 1965, Kohn and Sham 
introduced the so-called Kohn-Sham (KS) theory by changing the many-body problem into a 
system with N non-interacting particles. Based on their developed model system, non-interacting 
electrons move by the influence of an external effective potential which results in the energy of the 
system minimizing the ground state, which is identical to the many-body interacting system.  

𝜐𝐾𝑆−𝐷𝐹𝑇(r) = 𝜐𝑒𝑥𝑡(r) + 𝜐𝐶𝑜𝑢𝑙(r) + 𝜐𝑋𝐶(r) (2.8) 

where 𝜐𝐾𝑆−𝐷𝐹𝑇(r) is the Kohn-Sham potential, 𝜐𝑒𝑥𝑡(r) is the external potential, 𝜐𝐶𝑜𝑢𝑙(r) is the 
Coulomb potential and the 𝜐𝑋𝐶(r) is the exchange-correlation potential which is derived from the 
functional derivative of the 𝜐𝑋𝐶(r): 

𝜐𝑋𝐶(r) =  
𝛿𝐸𝑋𝐶

𝐾𝑆

𝛿𝜌(r) (2.8) 

The ground state energy functional is determined by: 

𝐸𝐾𝑆−𝐷𝐹𝑇[𝜌] = 𝑇𝑆[𝜌] + 𝐸𝑁𝑒[𝜌] +  𝐽[𝜌] + 𝐸𝑋𝐶[𝜌] (2.9) 

The equation (2.8) is divided into known and unknown parts. The kinetic energy of non-interacting 
electrons 𝑇𝑆[𝜌], the classical Coulomb electron-electron interaction energy 𝐽[𝜌], and the attraction 
energy between the nuclei and electrons 𝐸𝑁𝑒[𝜌] constitute the known part and the unknown part is 
the so-called exchange-correlation term 𝐸𝑋𝐶[𝜌], which summarizes all the corrections between the 
kinetic and Coulomb energies and the correct calculated values. The kinetic energy of the non-
interacting system is given by: 

𝑇𝑆[𝜌] = −
1
2 ∑ ∇2

𝑁

𝑖

𝜙𝑖(r) (2.10) 

where 𝜙𝑖(r) are the so-called Kohn-Sham orbitals and are the eigenfunctions of the following 
eigensystem equation: 

(−
1
2 ∇2 + 𝜐𝐾𝑆−𝐷𝐹𝑇(r)) 𝜙𝑖(r) = 𝜀𝑖𝜙𝑖(r) (2.11) 

As 𝜀𝑖  are the KS-orbital energies non-interacting single electron wave function. The electron 
density of a N electrons system is then assumed by KS as a sum of one-electron KS-orbitals:
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𝜌(r) = ∑ 𝜙𝑖
2(r)

𝑁

𝑖

 (2.12) 

It must be noted that the KS-orbitals are obtained from mathematical approaches, and their energies 
have no direct physical meaning (except HOMO level). The KS-potential is dependent on the 
density, and to reach convergence in the electron density, a self-consistency procedure in solving 
the equation (2.11) is needed. 

2.3.3 Exchange-Correlation Functionals 

In equation (2.9), the term 𝐸𝑋𝐶[𝜌] representing the exchange-correlation (XC) functional is the 
only unknown quantity, which includes all the corrections to the approximate KS-Hamiltonian. The 
𝐸𝑋𝐶[𝜌] is usually constructed from the sum of exchange and correlation functionals: 

𝐸𝑋𝐶 =  𝐸𝑋 + 𝐸𝐶  (2.13) 

Due to its unknown form, a significant area for DFT studies has been designated to develop and 
test the accuracy and related computational cost of approximations of the XC functionals. The 
available long list of approximated XC functionals with different complexities brings about the vital 
delicacy of choosing the right XC functional in the computational studies of the systems. The more 
sophisticated approximation methods increase the accuracy of the results obtained from DFT and, 
on the other hand, increase the computational cost. The “Jacob’s ladder”, proposed by Perdew[100] 
provides a vivid illustration of the relation between the accuracy of XC functional and the 
computational cost (see Figure 2.1). According to the scheme, functionals are sorted from the 
Hartree approximation (earth) to the exact approximation of XC functional (heaven of chemical 
accuracy). In addition, based on the nature of approximations, the functionals are categorized into 
empirical and non-empirical. In the former category, the functionals are generated based on the 
fitting obtained from experimental results of atomic properties. Hence, only physical rules and 
theories constitute the latter category. 
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Figure 2.1. Illustration of Jacob’s Ladder of DFT accuracy. Reproduced from Ref[101] with permission from 
Springer Nature, copyright 2020. 

The so-called Local Density Approximation (LDA), introduced by Kohn and Sham, is the oldest 
and simplest approximation.[102-104] In this approximation, the XC-energy density is approximated 
with the XC-energy density of the homogeneous electron gas model with the same density as the 
local density of the system of study. 

𝐸𝑋𝐶
𝐿𝐷𝐴[𝜌] =  ∫ 𝜌(r)𝜀𝑋𝐶(r)𝑑r (2.14) 

where 𝜀𝑋𝐶  is the exchange-correlation energy function for electron density 𝜌(r). The exchange 
expression is exactly known analytically (see equation (2.15)) and the correlation part can be fitted 
to more accurate quantum mechanical simulations (e.g., Quantum Monte-Carlo (QMC) 
simulations). 

𝜀𝑋𝐶(r) = −
3
4 (

3𝜋(r)
𝜋 )

1
3

 (2.15) 

Local theories are still among the most common corrections applied to exchange-correlation energy 
function. However, these corrections are not only based on the local values of the electron density
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but also the local value of the gradient of the local density. These classes of XC functionals, widely 
used in DFT that increase the accuracy, complexity, and computational cost, are designated as 
generalized gradient approximations (GGA). It is represented as the general form of: 

𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌] =  ∫ 𝜌(r)𝜀𝑋𝐶(𝜌, ∇𝜌)𝑑r (2.16) 

where ∇𝜌(r) is the gradient of electron density. The GGA functionals, which sit on the second rung 
of Jacob’s ladder, are the second generation XC functionals and exhibit better results than LDA for 
studies of different properties, for instance, geometry optimizations and the energies of the ground 
states of atoms and molecules. A vast number of GGA functionals have been developed and are 
available to date, which provides more options for theoreticians to investigate their different 
systems of interest. Among them, Perdew and Wang (PW91)[105], Perdew-Burke-Enzerhof 
(PBE)[106], BLYP[105, 107-108] are the most common functionals. 

The meta-GGA functionals (e.g., TPSS[109]), sitting on the next ladder rung, were developed by 
including the second derivative of the density and kinetic energy densities with respect to space. 
They have shown better performance than LDA and GGA functionals in studies of molecular 
properties in the gas phase.[110-113] 

By adding the “exact exchange” contribution, obtained from the calculations using Hartree-Fock 
(HF), to the DFT exchange and correlation to reduce the self-interaction (interaction of an electron 
with itself) error, the hybrid functionals were developed. They constitute the fourth generation of 
the XC functionals, and B3LYP (with 20% HF exchange)[114-116] and PBE0  (with 25% HF 
exchange)[117] are examples of such functional.  

 

 

2.3.4 Van-der-Waals (vdW) Interaction 

The van der Waals interactions (also known as London dispersion) are types of electron 
correlations. By definition, the van der Waals interaction includes the dipole-dipole (electrostatic 
interaction in a polar system), dipole-induced dipole (interaction between nonpolar and polar 
systems), and dispersion interactions. In a system where two atoms are very close, the van der 
Waals interactions are repulsive owing to the repelling forces between two electrons (with negative 
charges). The general equation of the van der Waals interactions between two atoms (A and B) 
is[118]: 

𝐸vdW(𝑟AB) = 𝐸repulsion(𝑟AB) −
CAB

(𝑟AB)6 (2.17) 

where 𝐸vdW is the van der Waals energy, the term  CAB is a constant, 𝑟AB is the distance between 
atom A and B and 𝐸repulsion is the repulsive energy. In DFT, most conventional GGA correlation 
functionals contain short-range correlations and long-range correlations, such as dispersion 
interactions, that are neglected. Depending on the functional used in DFT studies, dispersion 
corrections are applied differently. DFT symmetry-adapted perturbation theory (DFT-SAPT)[119] is 
one of the methods of incorporating dispersion interactions with KS-DFT by calculating only 
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intermolecular electron correlations. There are also developed vdW functionals that directly include 
dispersion corrections, e.g., ALL-functional or VV09-functional.[120-121]  

There are some kinds of semi-empirical dispersion corrections to the functionals in DFT (DFT-D1, 
DFT-D2, and DFT-D3)[122-124], which are generated by adding modifications to, e.g., GGA 
functionals. The dispersion-corrected DFT-D3 energies are defined as: 

𝐸DFT−D3 = 𝐸KS−DFT − 𝐸dispersion (2.18) 

where  𝐸dispersion is the dispersion correction obtained from the sum of two- and three body terms 
(𝐸  (2) and 𝐸  (3)). The two body is more important term and is given by: 

𝐸(2) = ∑ ∑ 𝑠𝑛
𝐶𝑛

𝐴𝐵

𝑟𝐴𝐵
𝑛

𝑛=6,8,10𝐴𝐵

𝑓𝑑,𝑛(𝑟𝐴𝐵) (2.19) 

with the term 𝐶𝑛
𝐴𝐵 being the averaged dispersion coefficients of order n=6,8,10,… for atom pair 

AB with the internuclear distance of 𝑟𝐴𝐵. 𝑠𝑛 are scaling factors (adjusted for 𝑛 > 6). To avoid near 
singularities for mid-range double-counting effects and to determine the dispersion correction’s 
range, damping functions 𝑓𝑑,𝑛 are applied. 

 

2.3.5 BEEF-vdW Functional  

Among the developed functionals, PBE[106] and RPBE[125] (mostly used for surface adsorption) are 
very popular. However, the non-local vdW interactions, like dispersion forces, are not included in 
these functionals. Consequently, throughout this thesis, the Bayesian Error Estimation Functional 
with vdW (BEEF-vdW) is employed as the main functional. The BEEF-vdW exchange-correlation 
functional reliably describes both the short- (covalent bonds) and long-range van der Waals 
interactions between molecules and surfaces[126]. The BEEF-vdW was chosen for its performance 
and correctly describing adsorption energies[127] and transition states of adsorbates on metal 
surfaces. The exchange energy density is defined as the exchange energy density of the uniform 
electron gas 𝜖𝑥

ℎ𝑜𝑚  and an exchange enhancement factor in a basis 𝑀𝑥 Legendre polynomials 

𝐸𝑥𝑐
𝐺𝐺𝐴[𝜌, ∇𝜌] = ∑ 𝑎𝑚

𝑚

∫ 𝜖𝑥
ℎ𝑜𝑚(𝜌)𝐵𝑚[𝑡(𝑠)] 𝑑r (2.20) 

with 𝑎𝑚 the expansion coefficients, 𝐵𝑚 the Legendre basis function of order 0 to 𝑀𝑥 − 1 in 𝑡(𝑠), 
a transformed reduced density gradient. 

To describe the effects of electron correlation, a linear combination of local Perdew-Wang[128] LDA 
correlation functional, semi-local Perdew-Burke-Ernzerhof (PBE)[129] correlation and a non-local 
correlation of vdW-DF2[130] type, were modelled. The general BEEF-vdW XC functional can be 
written as: 
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𝐸𝑥𝑐
BEEF−vdW = ∑ 𝑎𝑚

𝑀𝑥−1

𝑚=0

∫ 𝜖𝑥
𝐿𝐷𝐴𝐵𝑚[𝑡(𝑠)]𝑑r + αC𝐸𝐶

𝐿𝐷𝐴 + (1 − αC)𝐸𝐶
𝑃𝐵𝐸 + 𝐸𝐶

𝑁𝐿 (2.21) 

where αC are the correlation mixing parameter which are adjustable parameters and 𝐸𝐶
𝑁𝐿 is related 

to the nonlocal correlation. 

2.4 Plane waves and Basis set 

Basis sets are necessary compartments in practically solving the electronic Schrödinger equation. 
Typically, the wave function can be written as the sum of a set of functions (basis functions), 
denoted as the basis set. Gaussian, plane wave, Slater type orbitals, exponential, polynomial, 
numeric atomic orbitals, etc., are some types of basis functions. The Gaussian basis sets are based 
on the Linear-Combination-of-Atomic-Orbitals (LCAO) approach in which the molecular orbital 
𝜓𝑖 is described as the linear combination of one-electron functions  𝜙𝜇 (basis set), of Slater[131] or 
Gaussian[132] type: 

𝜓𝑖(𝑟𝑗) = ∑ 𝐶𝑖𝜇𝜙𝜇(𝑟𝑗)
𝜇

 (2.22) 

The choice of basis set is dependent on the required accuracy as well as the computational cost. The 
choice of the wave function also depends on the type of system of study. For the periodic systems, 
e.g., extended surfaces, the plane wave basis sets have usually been used.   

2.4.1 Bloch’s Theorem 

Since the structures of the crystal lattices and surface systems are periodic, the external potential 
and the electronic structure will also be periodic. Thus, the theoretical solution for the periodic 
systems is based on Bloch’s theorem[133]. According to Bloch’s theorem, all the solutions to the 
Schrödinger equation for a periodic potential must be continuous throughout the space. In other 
words, the wave function for an electron can be defined as a product of the lattice periodicity 
𝑢(𝒌, 𝒓 + 𝑹) = 𝑢(𝒌, 𝒓), and a plane wave exp (𝑖𝒌 ∙ 𝒓): 

𝜓(𝒌, 𝒓) = exp(𝑖𝒌 ∙ 𝒓) ∙ 𝑢(𝒌, 𝒓) (2.23) 

with 𝑹, 𝒓, 𝒌 and 𝑢(𝒓) being the direct lattice-, position- and wave vectors and lattice-periodic 
factor, respectively. Plane waves are set of functions which satisfy Bloch’s theorem condition as 
the result of expansion of lattice periodic term with a reciprocal lattice vector 𝑮. 

𝜓𝑗(𝒌, 𝒓) = ∑ 𝐶𝑗,𝒌,𝑮 ∙ exp(𝑖(𝒌 + 𝑮)𝒓)
𝑮

 (2.24) 

where 𝐶𝑗,𝒌,𝑮  are the expanding coefficients and the lowest energy solutions can be reached by 
varying these coefficients. Practically, a finite number of plane waves can be used, which is 
sufficient owing to the existence of only discrete G due to the lattice periodicity, and the coefficients 
of small kinetic energy are usually the most significant.[118] Thus, truncating the basis set to a finite 
number of plane waves can be a practical solution, which is defined by the kinetic cutoff energy. 
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𝐸𝑐𝑢𝑡−𝑜𝑓𝑓 =
ℏ2

2𝑚
|𝑮𝑚𝑎𝑥|2 (2.25) 

The accuracy of the plane wave basis set can be systematically enhanced by increasing the cutoff 
energy.  

 

2.4.2 Pseudopotentials and Projector Augmented Wave Methods 

Although plane waves can sufficiently describe the delocalized electrons, they do not have the same 
performance for the wave functions with large curvature, e.g., the core region of an atom, and the 
wave function oscillates rapidly. Very high cut-off energy would be necessarily used, which 
increases the computational cost to solve this issue. Moreover, in contrast to the valence electrons, 
which are involved in most chemical bondings, the core electrons usually do not contribute to 
chemical bonds (especially for heavy elements). Therefore, the core electrons are described using 
pseudopotentials, in which by using plane waves, only valence electrons are modelled. The 
disadvantage of this approach is that the core electrons are not considered. 

Another method in which all the electrons are considered is known as the “Projector Augmented 
Wave (PAW)” method.[134-135] In this approach, the all-electron wave function is described as a 
smooth pseudo wave function for the valence electrons and the local basis set expansion for the 
nuclei region (denoted as an augmented sphere) around each atom. 

 

 2.5 Thermodynamics of Catalytic Reactions 

In order to find a connection between the catalytic reactions occurring in the real reaction conditions 
(high pressures and/or temperatures and longer times to reach steady-state conditions) and the 
atomic scales (lower temperature 0 K and femtosecond time-scales), constructing the kinetic model 
by applying some approximations are necessary. These corrections to the potential energy obtained 
from an electronic structure calculation (optimization of the structure) are provided by 
thermodynamics (vibrational frequency calculations). By computing the partition function, the 
thermodynamic properties, such as entropy (S), and Gibbs free energy (G), can be obtained. The 
total partition function 𝑞𝑡𝑜𝑡𝑎𝑙  can be represented by the combination of translational, rotational, and 
vibrational modes related to thermal molecular motions:[136] 

𝑞𝑡𝑜𝑡𝑎𝑙 = 𝑞𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛 × 𝑞𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 × 𝑞𝑣𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛  (2.26) 

where  𝑞𝑡𝑜𝑡𝑎𝑙 is the total partition function that breaks down into the contributions of translational, 
rotational, and vibrational modes. 

In this thesis, regarding the necessity of describing the behavior of gas molecules both in the gas 
phase and on the surface, which results in different partition functions, two different approaches; 
ideal gas approximation (for gas phase molecules) and harmonic approximation (for adsorbates on 
the surfaces) were employed. 
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2.5.1 Ideal Gas Assumption 

To describe molecules in 3D space, degree of freedom (DOF) (3N coordinates, where N refers to 
the number of atoms) is needed. It can be separated into translational, rotational, and vibrational 
components. The translational partition function can be calculated as: 

𝑞𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛 = (
2𝜋𝑚𝑘B𝑇

ℎ2 )
3
2

𝑉 (2.27) 

with 𝑚 being the mass, 𝑘𝐵 the Boltzmann constant, ℎ the Planck constant and 𝑉 the volume. 

Since the monoatomic gas molecules have no rotational mode of motion, the other gases have two 
or more, depending on whether they have linear or non-linear configurations. The diatomic and 
polyatomic gas molecules (homonuclear/heteronuclear) are treated differently in the calculations of 
rotational partition functions. The rotational partition function for a diatomic gas molecule can be 
written as: 

𝑞𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 =
8𝜋2𝐼𝑘B𝑇

𝜎ℎ2  (2.28) 

with 𝜎 = 1 the symmetry factor for the heteronuclear diatomic gas molecules and 𝜎 = 2 for 
homonuclear ones and 𝐼 being the moment of inertia. The rotational partition function for the non-
linear polyatomic gas species is defined as: 

𝑞𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 = (
1
𝜎) (

8𝜋3𝑘B𝑇
ℎ2 )

3
2

𝐼𝑥
1/2𝐼𝑦

1/2𝐼𝑧
1/2 (2.29) 

The remaining degrees of freedom are related to the vibrational modes of motion, for which the 
vibrational partition function is represented as: 

𝑞𝑣𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 = ∏ (
1

1 − 𝑒−𝛽ℎ𝑐𝜈𝑖
)

3𝑁𝑎𝑡𝑜𝑚𝑠−6

𝑖=1

 (2.30) 

where 3𝑁𝑎𝑡𝑜𝑚𝑠 − 6 represents the remaining degrees of freedom for non-linear and 3𝑁𝑎𝑡𝑜𝑚𝑠 − 5 
for linear polyatomic gas molecules with N atoms, 𝑐 is the constant for the light’s speed and 𝜈𝑖  is 
the ith vibrational mode. As mentioned above, the thermodynamic properties can be obtained from 
the calculations of the partition functions. The ideal-gas enthalpy is one of those obtained 
properties, and it is shown in the equation below: 

𝐻(𝑇) = 𝐸𝑒𝑙𝑒𝑐 + 𝐸𝑍𝑃𝐸 + ∫ 𝐶𝑃𝑑𝑇
𝑇

0
 (2.31) 

where 𝐸𝑒𝑙𝑒𝑐  and 𝐸𝑍𝑃𝐸 are the electronic (ground state) energy and the zero-point energy (ZPE), 
respectively, and the integral over the heat capacity 𝐶𝑃  (only as a function of temperature and not 
pressure for ideal gas).
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The zero-point energy (ZPE) is expressed as: 

𝐸𝑍𝑃𝐸 =
1
2 ∑ ℎ𝑐𝜈𝑖

𝑁

𝑖

 (2.32) 

The entropy of ideal gas as a function of temperature and pressure can be calculated as: 

𝑆(𝑇, 𝑃) = 𝑆(𝑇, 𝑃°) − 𝑘B ln
𝑃
𝑃° (2.33) 

which can break into rotational, translational (at a reference pressure 𝑃°), electronic and vibrational 
components: 

𝑆(𝑇, 𝑃) = 𝑆𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛
° + 𝑆𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 + 𝑆𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐 + 𝑆𝑣𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 − 𝑘B ln

𝑃
𝑃° (2.34) 

where each of the components shown in equation (2.33) are calculated as below: 

𝑆𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛
° = 𝑘B {ln [(

2𝜋𝑚𝑘B𝑇
ℎ2 )

3/2 𝑘B𝑇
𝑃° ] +

5
2} (2.35) 

 

𝑆𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 = 𝑘B [ln (
8𝜋2𝐼𝑘B𝑇

𝜎ℎ2 ) + 1] , if linear                   (2.36) 

 

𝑆𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 = 𝑘B {ln [
√𝜋𝐼𝑥𝐼𝑦𝐼𝑧

𝜎 (
8𝜋2𝑘B𝑇

ℎ2 )
3/2

] +
3
2} , if non-linear             (2.37) 

 

𝑆𝑣𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 = 𝑘B ∑ [
𝜀𝑖

𝑘B𝑇(𝑒𝜀𝑖/𝑘B𝑇  − 1) − ln(1 − 𝑒−𝜀𝑖/𝑘B𝑇) ]
vib DOF 

𝑖

  (2.38) 

 

𝑆𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐 = 𝑘Bln [2 × (total spin) + 1]  (2.39) 

As the consequence of obtaining enthalpy and entropy the ideal-gas Gibbs free energy can be 
calculated from their combination: 

𝐺(𝑇, 𝑃) = 𝐻(𝑇) − 𝑇𝑆(𝑇, 𝑃)  (2.40) 
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2.5.2 Harmonic Approximation 

The translational and rotational modes for the strongly bounded adsorbates (e.g., CO, etc.) on 
catalytic surfaces are frustrated. Thus, the vibrational modes are the only possible degrees of 
freedom and are approximated as quantum harmonic oscillations. The properties, such as internal 
energy 𝑈 and entropy 𝑆(𝑇), which are related through the Helmholtz free energy (𝐹 = 𝑈 − 𝑇𝑆), 
can be calculated consequently. 

𝑈(𝑇) = 𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐 + 𝐸𝑍𝑃𝐸 + ∑
𝜀𝑖

𝑒𝜀𝑖/𝑘B𝑇  − 1

ℎ𝑎𝑟𝑚𝑜𝑛𝑖𝑐 𝐷𝑂𝐹

𝑖

  (2.41) 

 

𝑆 = 𝑘B ∑ [
𝜀𝑖

𝑘B𝑇(𝑒𝜀𝑖/𝑘B𝑇  − 1) − ln(1 − 𝑒−𝜀𝑖/𝑘B𝑇)]
ℎ𝑎𝑟𝑚𝑜𝑛𝑖𝑐 𝐷𝑂𝐹

𝑖

  (2.42) 

 

2.5.3 Energy Corrections for BEEF-vdW 

In comparison between the experimental and DFT results (using RPBE and BEEF-vdW exchange-
correlation functionals) in the studies related to CO and CO2 reduction[137-139], large errors in gas-
phase thermochemical reaction energies were observed. To solve this issue, a promising technique 
based on statistical sensitivity analysis to determine the origins of the errors and then apply 
systematic corrections has been applied.[137, 139] The outcome of such studies illustrated and 
quantified the poor performance of RPBE and BEEF-vdW in describing the gas phase molecules 
with OCO backbone (e.g., CO, HCOOH, CH3COOH, and HCOOCH3). Consequently, a correction 
on the order of ~0.5 eV was reported to be necessary to minimize the error in the calculated reaction 
energies.
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3 Particle Size Effect in Coinage Metals 

3.1 Introduction 

Transition metal nanoparticles are widely used in heterogenous catalysis for a broad variety of 
reactions ranging from hydrogenation to emission control, with nanoparticle sizes typically ranging 
from 3–20 nm.[140-142] While smaller particles have a higher specific surface area per gram of 
catalyst, they are often unstable and tend to sinter to larger particles during application.[143-144] 
Interestingly, it has been reported that smaller sizes lead not only to larger catalytic surface areas 
and higher concentrations of various surface terminations, but could also exhibit different catalytic 
properties. Perhaps the most striking example is given by gold nano- particles that have been shown 
to be highly active for CO oxidation while gold is otherwise not active at all.[145-147] These strong 
deviations of smaller clusters and particles from bulk-like behavior are often denoted as ‘quantum 
size effects’ and are due to the vanishing of the d-band into more localized, atomic-like d-states.[61-

62] The size effect has been investigated theoretically for gold[61, 148] and platinum[62] nanoparticles 
up to the size of 3.7 nm. The transition of the underlying electronic structure towards the bulk limit 
has been identified at around 2.5 nm at which point the adsorption energies of O and CO converge 
to the limit of extended surfaces accompanied by the formation of a d-band. Other studies of the 
effect of the particle size on adsorption energies included Pt[149-150] and Pd[151-152]. Apart from gold, 
copper and silver are highly interesting transition metals with applications in methanol synthesis,[74, 

153-154] the water–gas-shift reaction[155] and selective oxidation[156-157]. Particle size effects have also 
been identified for copper experimentally (e.g., for methanol synthesis),[158] but theoretical studies 
exist only for smaller copper clusters (<1 nm).[159-167] Similarly, experimental data for Ag 
demonstrated a strong size dependency for ethylene epoxidation[168-169], but only small Ag clusters 
have been studied theoretically to date.[170] 

3.2 Computational details 

For all DFT calculations, the BEEF-vdW[126] functional as implemented in the VASP[135, 171-174] 
program package in version 5.4.1 using the projector-augmented wave (PAW) method with 
standard PAW-potentials for the metal atoms and soft PAW-potentials[135, 173] for oxygen was used. 
For all calculations, a -centered k-point sampling and Gaussian smearing with a width of 0.1 eV 
was used. For the bulk lattice parameters (Table 3.1), a cut-off energy of 800 eV was used for the 
plane wave basis set and a 16×16×16 Monkhorst-Pack grid, but only to determine lattice constants. 
The gas phase atoms were calculated in their ground state spin state (doublet) with a vacuum of 15 
Å, 14 Å and 13 Å in x, y, z direction respectively. 
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Table 3.1. BEEF-vdW optimized lattice parameter a0 in Å and corresponding bulk chemical potential 𝜇𝑏𝑢𝑙𝑘 
in eV relative to the gas phase atom. 𝐸𝑏𝑢𝑙𝑘 in eV is the total energy of the bulk metal and 𝐸𝑎𝑡𝑜𝑚−𝑔𝑎𝑠  in eV 
the energy of the corresponding gas phase atom in the doublet spin state. 

Metal a0  𝜇bulk 𝐸atom−gas 𝐸bulk 

Cu 3.664 -3.02 2.38 -0.64 
Ag 4.206 -2.21 2.76 0.55 
Au 4.208 -2.70 2.45 -0.26 

 

The oxygen adsorption energy was calculated on a 4×4×4 (111) slab in the hcp and fcc position 
corresponding to a coverage of 1/16 monolayer of oxygen. The 2 bottom layers of the slab were 
kept frozen. The oxygen adsorption energy was calculated relative to 0.5 O2 in the gas phase. A 
4×4×1 k-point grid and a 350 eV energy cut-off was used. The distance between periodic images 
in z-direction is 18 Å. To calculate the distance of the oxygen atom to the metal surface as employed 
in the fixed atom nanoparticle calculations, a frozen (111) surface slab is chosen and the oxygen 
atom was relaxed in the fcc position. The distance between the oxygen atom and the metal atom 
underneath the oxygen atom is given in Table 3.2 for the hcp and fcc position respectively. 

Table 3.2. Distance between the adsorbed oxygen atom and the metal atom directly underneath in Å. 

Metal fcc position hcp position 

Cu 5.430 3.290 
Ag 6.190 3.775 
Au 6.205 3.810 

 

All structures were optimized until atomic forces were below 0.01 eV/Å. As surface reference, the 
fcc position close to the edge of a 3×3×4 (211) surface is chosen, because of the similarities in the 
coordination environment of the oxygen atom to the position used on the nanoparticles. For the 
(211) surface a 5×4×1 k-point grid was used. The used adsorption positions on the surfaces shown 
Figure 3.1 for the example of Cu. 

 

Figure 3.1. (a) Top view and unit cell of the used fcc hollow adsorption position on the (111) surface and (b) 
side view and top view of the used fcc hollow position on the (211) surface. Orange color represents Cu and 
black O. 
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The cuboctahedral nanoparticle structures are constructed using the cluster module of the atomic 
simulation environment (ASE) package[175] and the BEEF-vdW optimized bulk parameters as given 
in Table 3.1. A -centered 1×1×1 k-point grid and 350 eV as energy cut-off was used. The periodic 
images of the clusters are separated by 28 Å. Cu structures between 13 and 923 atoms were 
optimized until atomic forces were below 0.01 eV/Å. Single point calculations were performed for 
Cu, Ag and Au structures containing 13 to 1415 atoms. To calculate the oxygen adsorption energy, 
the oxygen was placed on the (111) facet at the fcc position closest to the corner. The distance was 
chosen according to the one on the fixed (111) surface slab. The distances are given in Table 3.2. 
In the case of the nanocluster containing 13 atoms, the oxygen was positioned on the hcp position 
of the (111) facet using again the derived distance from the fixed surface slab. 

For the investigation of the quantum size effect, for the example of Cu55 and Cu147, additional metal 
atoms were added to the (100) facets, starting with the ones furthest away from the adsorbed oxygen 
to keep a low surface energy and to change the adsorption environment of oxygen as little as 
possible. In the case of Cu55, as many atoms where added to form the truncated octahedral Cu79 and 
octahedral Cu85. The additional metal atoms kept the bulk Cu-Cu distance and are in positions 
according to the fcc lattice structure. Smaller clusters were created by removing atoms resulting in 
the lowest surface energy configuration with the additional constrain that the atoms should be 
removed furthest away from the adsorbed oxygen. On these modified nanoclusters single point 
calculations only were performed. For comparison the octahedral Cu44 was calculated as well as a 
set with removed atoms starting from octahedral Cu146. 

 

3.3 Intrinsic Properties of the Particles 

The effect of structure optimization for Cu for the mean Cu-Cu distance 〈𝑑Cu−Cu〉 and the chemical 
potential relative to the Cu bulk chemical potential is shown in Figure 3.2 similar to Dietze et al.[176] 
Fitting the slope in Figure 1.2b with a linear function gives, 𝑠Cu = 2.46 eV , which is smaller than 
the one derived by Dietze et al.  (𝑠Cu

PBE−D3 = 3.76 eV) for similar type of clusters. This is due to 
the use of a different functional (PBE-D3) as compared to the BEEF-vdW functional used in this 
work, which results in a different cohesive energy (-3.99 eV vs. -3.02 eV) likely also surface 
energies, which are directly related to the effective parameter 𝑠Cu. 
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Figure 3.2. (a) Mean Cu-Cu distance 〈𝑑𝐶𝑢−𝐶𝑢〉 in Å of the relaxed nanoparticles and (b) chemical potential 
𝜇𝐶𝑢 relative to the bulk chemical potential of bulk Cu, 𝜇𝐶𝑢

𝑏𝑢𝑙𝑘, both as function of the number of atoms to the 
power of -1/3, 𝑁𝑎𝑡𝑜𝑚𝑠

−1/3  (lower abscissa). The upper abscissa shows the corresponding number of atoms, Natoms. 
Cu13 was excluded from the fit. 

For visualization, the diameter of the various clusters was derived from spherical particles:  

𝑑 = (
6 𝑉𝑎𝑡𝑜𝑚 ∙ 𝑁𝑎𝑡𝑜𝑚

𝜋 )
1/3

  (3.1) 

with Vatom derived from the mass and density of the corresponding metal as given in Table 3.3. 

Table 3.3. Atom mass[177] m[178] in u, density[179] ⍴ in g/cm3 and corresponding atomic volume Vatom in Å3 of 
Cu, Ag and Au. 

Metal m [u] ⍴ [g/cm3] Vatom [Å3] 

Cu 63.546 8.96 11.777 
Ag 107.868 10.49 17.075 
Au 196.966 19.30 16.947 

 

In addition, the strain effect on the adsorption energy of oxygen was studied using a 4×4×4 Cu(111) 
slab with 4 layers of which the two bottom ones were frozen to the strained bulk lattice constant.
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The oxygen was always placed on the fcc site. The results are shown in Figure 3.3. It can be seen 
that applying strain to the surface results in an increase in the oxygen adsorption energy for 
compression and decrease for lattice expansion.[180] The effect of surface compression for 2% is 
larger (∆= 0.138 eV) as the effect of expansion (∆= 0.045 eV), but in principle surface strain has 
only a small impact on the oxygen adsorption on the Cu (111) surface. 

 

Figure 3.3. Effect of lattice strain on the oxygen adsorption energy. The dotted black line shows the 
adsorption energy with zero strain and the red line is the linear fit (𝑦 = 𝑎 ∙ 𝑥 + 𝑏) of the data with 𝑎 = −0.05 
eV/% and 𝑏 =  −1.88 eV.  

 

3.4 Verification of the Model 

Herein the effect of particle size for all three coinage metals, Cu, Ag and Au using density functional 
theory (DFT) calculations was investigated. As particles that are relevant for catalysis are typically 
larger than 1 nm for Cu[73], Ag[181] [77] and Au[145], the particle size effects including these sizes have 
been focused in this work. While particles are mostly supported in heterogeneous catalysis, free 
standing particles were studied. This has the advantage of decoupling particle size effects from 
perturbations of a particular support in addition to being computationally more feasible. It has been 
noted, therefore, that a direct comparison with experiments would need to account for metal-support 
interactions in addition to size effects. Herein the oxygen adsorption energy, that has been shown 
to be a key descriptor in the hydrogenation of CO2 to methanol,[50] using cuboctahedral 
nanoparticles ranging from 13 to 1415 atoms (0.7–3.5 nm in diameter, see Figure 1.4) has been 
investigated. The clusters are chosen such that the size effect while maintaining the shape of the 
cluster and the adsorption site of the oxygen could be systematically investigated. The BEEF-vdW 
functional[126] was employed to calculate the oxygen adsorption energy on the fcc adsorption 
position closest to the corner of the (111) facet of the nanoparticles such that the adsorption site is 
the same for all particles with the exception of M13, as shown in the insets in Figure 3.4. For Cu, 
the effect of geometry optimization is studied explicitly. For free standing metal Cu clusters ranging 
from 13 to 923 atoms, a linear relation between the mean Cu-Cu distance, the chemical potential 
which is approximated by the average energy per atom, and the number of atoms to the power of -
1/3 (see Figure 3.2) is observed, similarly to what has been found for other metals[150, 170, 176, 182-188].
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Figure 3.4. Adsorption energy of oxygen (relative to ½ gas phase O2) on various fully optimized (black filled 
circles) and unrelaxed (red empty squares) Cu nanoparticles as a function of the number of atoms within the 
nanoparticles (Natoms). The upper abscissa gives the corresponding nanoparticle diameter in nm derived from 
spherical particles (see section 3.3). The surface limit of the relaxed nanoparticles is given as black dotted 
line and the corresponding limit for the fixed geometry as red dotted line as calculated for adsorption on the 
fcc site of a Cu(211) slab with a coverage of 1/9. As insets, all Cu nanoparticles with adsorbed oxygen (black) 
are shown. 

Figure 3.4 shows the adsorption energy of an oxygen atom on the Cu clusters with increasing size. 
The filled black circles show the results of the optimized structures. It can be seen that the 
adsorption energy converges to the limit of the Cu(211) surface for Cu309 and larger. As previously 
seen for Au55, Cu55 shows a comparatively weak adsorption energy for oxygen. Comparing these 
results to single point calculations, using the Cu bulk lattice constant and the copper-oxygen 
distance obtained from Cu(111) surface calculations, it can be seen that all adsorption energies are 
shifted to higher values by approximately 0.1 eV. Keeping in mind that the accuracy of the BEEF-
vdW functional with respect to adsorption energies on transition metal surfaces is around 0.2 eV,[127] 
the constant shift implies that the effect of strain is small and similar for all clusters, which can be 
also seen in Figure 3.3 which plots the adsorption energy of oxygen on strained Cu(111) surfaces. 
This is in agreement with Kleis et al.[189] and Li et al.[62] [3], who found that trends in adsorption 
energies are similar for relaxed and unrelaxed clusters for Au and Pt. As was shown before by 
Mavrikakis et al.[180] and others[190-192], the overall effect of strain is usually linear for up to 3% 
deviation[193] from the lattice constant. 
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3.5 Particle Size Effect  

Figure 3.5 compares the oxygen adsorption energy on unrelaxed Cu, Ag and Au nanoparticles, 
showing that for the 309-atomic cluster adsorption energies are converged to within about 0.2 eV. 
Interestingly, all three coinage metals follow the exact same trend, that is (1) strong adsorption on 
M13, (2) weakest adsorption on M55, (3) again stronger binding on M147 and (4) slow convergence 
from M309 and M561 towards the bulk limit. Overall, there is a systematic offset between the binding 
energies of a given cluster for the three metals, with binding energies generally decreasing from Cu 
over Ag to Au.  

 

Figure 3.5. Adsorption energy of oxygen (relative to ½ gas phase O2) on unrelaxed Cu, Ag and Au 
nanoparticles versus the number of atoms. The upper abscissa shows the corresponding nanoparticle diameter. 
The lines are the surface limit for adsorption on the fcc-site on the fixed 211-slab of the corresponding metal. 

 

3.6 Quantum Size Effect (QSE) 

Li et al.[82] argued that quantum size effects play a significant role for platinum clusters below 2 
nm. This has been attributed to a change from a broad d-band to more discrete d-states, as the extent 
of orbital overlap of individual atoms decreases.  

So far, in this study only geometric closed-shell cuboctahedral clusters[194] were included, which 
can be generated by sequentially adding coordination shells starting from a single atom, resulting 
in a monotonic increase of cluster sizes by increments of about 0.4–0.5 nm. In order to investigate 
the size effect for smaller variations in more detail, Cu nanoparticles ranging from 44 to 200 atoms 
as shown in Figure 1.6a were investigated. These clusters have been derived from cuboctahedral 
Cu55, octahedral Cu146, and cuboctahedral Cu147 by adding or removing atoms to or from the fcc 
lattice positions to create stable intermediate clusters. In particular, the atoms with lowest 
coordination number were removed first or atoms were added so that the added atom has the highest
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possible coordination number. In case of different options for adding or removing atoms with the 
same coordination number, the site associated with the largest vertical distance from the top facet 
was chosen to minimize the direct influence on the oxygen adsorption site. For example, for 
cuboctahedral particles, atoms were first added to the fcc(100) sites towards the formation of 
octahedral particles. It can be seen that the oxygen adsorption energy varies strongly with the 
number of atoms and is oscillating for every 20–40 atoms. This can be explained by the so-called 
“electronic magic numbers” occurring for 58, 92 and 138 electrons, where closed-shell 
configurations are reached for spherical jellium clusters.[188] For the electronic configuration of 
coinage metals (d10s1), considering only the single s-electron per atom, particularly stable clusters 
are thus reached for cluster sizes Natoms = 58, 92, and 138, e.g., cluster sizes with the number of 
atoms equal to the number of electrons in the closed-shell jellium configurations. Larsen et al.[195] 
have shown that for Cu, Ag and Au, clusters are particularly stable around these numbers and 
demonstrated that Au clusters show an increased oxygen adsorption energy. Here also a similar 
behavior in the oxygen adsorption energy for Cu has been observed, which shows a maximum close 
to these electronic magic numbers. Quantum size effects (QSEs) do hence play a key role for small 
Cu clusters where the oxygen adsorption energies change quite drastically with the addition or 
removal of a few copper atoms. Note also that the weak adsorption of Cu55 as well as the rather 
strong adsorption of Cu147 are close to the corresponding minimum and maximum. The drastic 
change in oxygen adsorption also means that for example Cu147 has a strong adsorption of about 
2.1 eV, but that this is reduced by 0.4 eV when going to Cu140. Atomically precise control of the 
particle size and size distribution would therefore be necessary if one wanted to adjust the oxygen 
binding energies within a narrow range. Interestingly, the behavior is very similar for Ag and Au, 
that follow the trends in oxygen chemisorption energies observed for copper in the 50–200 atoms 
range. As shown in Figure 3.6b, the stability of the metal clusters follows the usual increasing trend 
with cluster size, further highlighting the difficulties in precise cluster synthesis and stabilization in 
the reported range. Synthesis techniques such as wet impregnation or colloidal synthesis are 
presently not able to achieve such a high atom specificity[196] and further improvement is needed 
for the future design and preparation of nanoparticles.
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Figure 3.6. a: Oxygen adsorption energy (relative to ½ O2 in the gas phase) on various Cu, Ag and Au fixed 
geometry nanoparticles as a function of particle size. b: Chemical potential 𝜇𝑀 relative to the bulk chemical 
potential of M, 𝜇𝐶𝑀

𝑏𝑢𝑙𝑘  for M = Cu, Ag, Au as function of the number of atoms. The filled black circles 
correspond to the M55 cuboctahedral cluster, the M79 truncated octahedral and the M85 octahedral cluster 
respectively. The filled red circle corresponds to the M147 cuboctahedral cluster. The filled blue squares 
correspond to the octahedral M146 and truncated octahedral M140 clusters. The open circles and open squares 
correspond to clusters that can be derived from the parent clusters described above by adding or removing 
atoms in bulk fcc-positions. The insets show the atomic structure of oxygen adsorption (black atom) on 
octahedral Cu85 and truncated octahedral Cu79. 

3.7 Conclusion of the Chapter 

In summary, the effect of particle size on the adsorption energy of oxygen on the coinage metals 
Cu, Ag and Au has been investigated. It has been found that the effect of surface relaxation on 
oxygen adsorption is relatively small compared to the changes with particle size, thus allowing the 
use of less expensive single-point calculations and thus larger particles to capture the trends in 
adsorption energies. Interestingly, all three metals follow the exact same trend, where adsorption is 
strongest for M13, weakest for M55 and approaches smoothly the bulk limit for M309/M561. In 
contrast, changes are quite drastic for smaller clusters for which an increase or decrease by one 
atom in a copper cluster changes the oxygen adsorption energy by as much as 0.1 eV. While it is 
interesting to note that the exact same trend for all three coinage metals was found, future work will 
show how this relates for other transition metals as well as how support interactions impact the 
oxygen adsorption energy. In the next chapter, the particle size effect on other transition metal 
particles will be discussed.  
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This chapter is based on the publication: Hakimioun, A.H., Kaźmierczak, K., Vandegehuchte, B., 
Curulla-Ferré, D., Plessow, P. N., Studt, F., in preparation. 
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4 Particle Size Effect in other Transition Metals 

4.1 Introduction 

Supported nanoparticles (NPs) of late transition metals are used in wide range of catalytic 
reactions.[51, 57, 141, 197] Their reactivity is influenced by many factors, among them being e.g., the 
influence of the support as well as the shape and size of the nanoparticle.[198-199]  Typically, one aims 
for metallic particles with sizes in the nanometer scale (with sizes between 3 to 20 nm), as they 
have a high surface area per gram of catalyst, and are thus normally more active than catalysts 
having large particle sizes.[143-144] For extremely small particles, typically less than 2 nm or even in 
the sub-nanometer regime, quantum size effects have also been reported to play an important role 
on the particle's reactivity. For example, Au NPs catalysts have been reported to have a high 
catalytic activity for low-temperature CO oxidation despite the fact that gold itself is a chemically 
inert element.[145-147] These quantum size effects are characterized by properties that are different 
than those for larger metal particles. A distanced difference is the fact that very small particles do 
not form a d-band typically for metals, but are instead characterized by well-defined d-states as 
typical for single atoms. This in turn has been observed to alter adsorption energies of adsorbates 
on the particles, typically such that they bind adsorbates stronger than the same catalyst surface of 
larger particles. At a specific particle size, the electronic structures of the metallic nanoparticles 
turn to their metallic counterpart, and likewise the adsorption energies converge to the surfaces of 
bulk structures.[75, 150-152, 195] 
 

4.2 Computational details 
All DFT calculations were carried out using BEEF-vdW[126] functional implemented in VASP[171-

174] program package in version 5.4.1 and applying the projected-augmented wave (PAW) method. 
Standard PAW-potentials and soft PAW-potentials[135, 172] were used for the metal atoms and 
oxygen atom, respectively. A -centered k-point and Gaussian smearing (width of 0.1 eV) were 
used. The optimization of lattice constants (lattice parameters gathered in Table 4.1) of the bulk 
structures of all transition metals (TMs) was done using 800 eV cut-off energy of the plane wave 
basis set and a 16x16x16 Monkhorst-Pack grid. The energy of oxygen adsorption was calculated 
on a hcp and fcc positions of four-layered p(3x3) unit cell of fcc(111) slab (1/9 ML coverage of 
oxygen) where all the atoms were kept frozen. A cut-off energy of 350 eV and a 4x4x1 k-point grid 
was used. The reported oxygen adsorption energies are relative to 0.5 O2 in the gas phase. The 
fixed-geometries of metallic cuboctahedral nanoparticles were modelled with respect to the 
distance of atoms in their bulks and the distance of oxygen atom from the adsorption positions on 
the particles were obtained from the relaxation of oxygen atom on frozen slabs. The structures were
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constructed using the cluster module in the atomic simulation environment (ASE) python-based 
package[175]. The periodic images of the systems were distanced by 18 Å in z-direction. 
 

Table 4.1. Lattice parameters a0 in Å and corresponding chemical potential of bulk µbulk in eV relative to the 
gas phase atom. Eatom in eV is the energy of the corresponding single atom in the gas phase and Ebulk in eV is 
the total energy of the bulk metal. 

Metal a0 𝜇bulk 𝐸atom 𝐸bulk 

Co 3.534 -4.91 0.639 -4.27 
Rh 3.845 -5.69 1.44 -4.25 
Ir 3.883 -8.00 2.18 -5.82 
Ni 3.537 -4.38 1.85 -2.53 
Pd 3.976 -3.207 1.25 -1.95 
Pt 3.996 -5.12 1.99 -3.12 
Cu 3.664 -3.01 2.37 -0.64 
Ag 4.206 -2.21 2.76 0.55 
Au 4.208 -2.70 2.45 -0.26 

 

The calculated chemical potentials (𝜇𝑀𝑒𝑡𝑎𝑙) of the pure metallic nanoparticles (relative to the bulk 
chemical potential of metal, 𝜇𝑀𝑒𝑡𝑎𝑙

𝑏𝑢𝑙𝑘 ) as a function of the number of atoms to the power of -1/3 are 
depicted in Figure A.1. As can be seen, there are linear relations between the calculated chemical 
potentials, and the number of atoms. The growth of the size of the metallic NPs illustrates 
correlation with the stability of them, i.e., the bigger the size of the particle, the more stable it 
becomes. The difference in the stability of nanoparticles consist of different metals, is observable 
from the differences between the slopes of the fitted lines in each series. 
 

4.3 Particle Size Effect for Groups IX and X Elements 
In the previous work[200] particle size effects for coinage metals (Cu, Ag, and Au) using density 
functional theory (DFT) calculations of the adsorption energy of oxygen as a reactivity descriptor, 
were reported. Herein, that study is extended to groups IX (Co, Rh, Ir), and X (Ni, Pd, Pt). Earlier 
work on the size effect of copper NPs showed that one can utilize single point calculations without 
explicit geometry relaxations as these were yielding nearly identical results.[200-201] The same 
procedure of calculating single point energies as this allows to reduce the usage of computing 
resources tremendously, was applied (see Chapter 3). Cuboactahedral nanoparticles ranging from 
13 to 923 atoms (see Figure 4.1) which represent nanoparticles of sizes of approximately 0.7 to 3 
nm in diameter, depending on the transition metal, were used. Keeping the nanoparticle shape 
allows to study the size effect without changes of adsorption sites of oxygen. The oxygen 
chemisorption energy, which has been reported as a key descriptor in the hydrogenation of CO2 to 
methanol, was studied.[50]
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Figure 4.1. All metallic nanoparticles (M=Co, Rh, Ir, Ni, Pd, Pt, Cu, Ag and Au) studied, with adsorbed 
oxygen atom (in red) are shown. All particles have a cuboctahedral shape, the sizes ranging from 13 to 923 
atoms (app. 0.7-3 nm). 

In all the calculations the BEEF-vdW functional[126, 202] was applied in order to calculate the oxygen 
adsorption energy adsorbed on the fcc position of the (111) facet of the nanoparticles closest to the 
corner which was kept identical for all the metallic particles studied. For the M13 clusters, the hcp 
adsorption position of the (111) facet was used to model the adsorption. The results of the calculated 
oxygen adsorption energies of transition metals NPs of Co, Rh, Ir, Ni, Pd, and Pt as a function of 
their particle size are shown in Figure 4.2. The solid lines denote oxygen adsorption on the M(111) 
surface limit. Since Co and Ni NPs contain large spin, calculations were very demanding with 
respect to computational resources. Therefore, only particles up to 561 atoms (M561), have been 
converged, as evident from Figure 4.2. However, both Co and Ni reach the surface limit rather 
early on and it is not expected that this will change again for larger particles. 

For Co, Rh, and Ir it was observed that while the corresponding M13 NPs bind oxygen stronger by 
-3.71 eV, -3.27 eV, and -3.35 eV, respectively, already the M55 NPs reach the oxygen binding 
energies of the extended (111) surfaces. Interestingly, Rh147 and Ir147 bind oxygen a bit weaker by 
about -1.84 eV and -1.51 eV, respectively. A comparison of the NPs considered in this study with 
those of the coinage metals is depicted in Figure A.2. 

Ni, Pd and Pt NPs also show an increased oxygen adsorption energy for the small M13 cluster, being 
-3.29 eV for Ni, -1.77 eV for Pd and -1.74 eV for Pt. Oxygen adsorptions on both Ni55 and Pd55 are 
close to the extended surface limit and do not change with increasing NP size. For Pt a similar trend 
is observed with the exception that Pt55 has a slightly increased oxygen binding energy compared 
to the extended surface limit (-1.24 eV), such that this is first reached at Pt147 (app. 1.67 nm). The 
results obtained for Pt NPs are largely in line with those reported earlier.[83] 

M13 M55 M309M147 M561 M1415M923
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Figure 4.2. The calculated oxygen adsorption energies on the metallic NPs (𝐸𝑎𝑑𝑠(𝑂)) against the number of 
atoms in NPs (𝑁𝑎𝑡𝑜𝑚𝑠)(lower abscissa) and the corresponding diameter of the particles (in nm). The cobalt 
(Co), rhodium (Rh), iridium (Ir), nickel (Ni), palladium (Pd) and platinum (Pt) metals are shown in cyan, 
violet and grey,  green, purple, dark yellow colors circles. The horizontal lines correspond to the surface limits 
obtained from the oxygen adsorption energies calculated on fixed fcc(111) slabs of the corresponding metal. 
Adsorption energy of oxygen (relative to ½ gas phase O2) on unrelaxed metallic nanoparticles versus the 
number of atoms. The upper abscissa shows the corresponding nanoparticle diameter. 

4.4 Influence of Spin Polarization 
The calculations of the nanoparticles consisting of Ni and Co were carried out, including spin 
polarization. However, to study the influence of spin polarization on the total energies of the 
metallic NPs and the calculated oxygen adsorption energy, a comparison between the spin-polarized 
and non-spin-polarized systems was performed. Among the 3d, 4d, and 5d transition metals (with 
unfilled localized d-states), only 3d metals are known to form magnetic solids. However, the studies 
on 4d metal clusters reported nonzero magnetic moments for Pd and Rh clusters in the gas phase.[203] 
The calculated magnetic moments (B) (normalized to the number of atoms in their structures) of 
the spin-polarized cuboctahedral NPs are shown in Figure 4.3.
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Figure 4.3. The calculated magnetic moments (𝜇𝐵) (per atoms) of the metals relative to the number of atoms 
in the particles as a function of the number of metal atoms in the nanoparticles. The copper (Cu), silver (Ag), 
gold (Au), nickel (Ni), palladium (Pd), platinum (Pt), cobalt (Co), rhodium (Rh), and iridium (Ir) metals are 
shown in black, red, blue, green, purple, dark yellow, cyan, violet, and grey colors shapes. 

As can be observed from Figure 4.3 the magnetic moment (B) per atom of Rh13 is approximately 
three times higher than the Ni bulk. It contrasts with the fact that the bulk Rh is not ferromagnetic 
while the Ni bulk is ferromagnetic. The converging of the magnetic moments (B), per atom of 
metals, at different particle sizes for each elements is also observable in Figure 4.3. The oscillatory 
variation of the magnetic moments of Pd clusters with respect to the changes in their sizes was 
reported before.[204] In addition to the magnetic moments (B) calculations to study the size effect, 
a comparison between the oxygen adsorption energies calculated on both spin-polarized and non-
spin-polarized systems was also performed. The results of the calculated oxygen adsorption 
energies in both spin-polarized and non-spin-polarized systems as a function of the size of NPs are 
illustrated in Figure A.2. The figure reveals the slight effect of spin-polarization on oxygen 
adsorption energy. The calculated values of the magnetic moments of the pure metallic NPs and the 
O-adsorbed NPs, gathered in Table A.3, shows the stabilizing effect of oxygen adsorption on 
different transition metals NPs.
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4.5 Conclusion of the Chapter 
In conclusion, the particle size effect of the transition metals of groups IX, and X of the periodic 
table of elements by means of oxygen adsorption energy were investigated. It has been shown that 
by using less expensive single-point calculations on the well-defined fixed-geometry structures of 
the nanoparticles, the trends in adsorption energies can be captured. Reaching the bulk limits are 
observed at different particle sizes by changing the metal. M13 clusters, in all the studied cases, 
show higher reactivity toward the oxygen. The spin-polarization indicated a margin influence on 
the oxygen adsorption energy, where it disappears by the growth of the size of the nanoparticles. 

In the next chapter, the influence of support on the adsorption of oxygen atom on copper 
nanoparticles of different sizes and shapes will be discussed. 
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5 Metal-Support Interactions in Heterogeneous  
Catalysis 

5.1 Introduction 
Oxide supported transition metal particles constitute an important class of heterogeneous catalysts, 
being employed for reactions ranging from hydrogenation over oxidation to emission control.[205] 
The composition of such catalysts in terms of oxide and transition metal, greatly determines the 
interaction between metal particles and the support surface. This interaction additionally both 
depends on and dictates particle size and shape as well as the long term stability of the catalysts,[51, 

72, 206-212] with typical sizes of the transition metal particles used in industry being in the nanometer 
range, mostly somewhere in between 3-20 nm.[76] Importantly, the activity and selectivity of a 
catalyst often crucially depends on the exact nature of the particle – oxide interaction[93, 213-216], that, 
if it is strong, is often denoted as strong metal support interaction (SMSI).[217-223] There are multiple 
ways being discussed via which the oxide support can alter the catalytic function of the particle. 
Indirectly, through changing the shape and thus faceting of the nanoparticle[72, 224] or through an 
electronic interaction between the support and the particle, changing the electronic structure and 
thus d-band of the metal.[207, 225-228] Or directly, when the reaction occurs at the metal-support 
interface with the reactants and intermediates binding to both the transition metal and oxide 
support.[92, 229] While these phenomena offer a plethora of possibilities to enhance the performance 
of catalysts,[216] it also makes the identification of active sites and reaction mechanisms, and thus a 
knowledge-based improvement, difficult to achieve.  
Theoretical studies, mainly based on density functional theory (DFT) calculations, have found 
widespread application in the catalysis field as they are able to reveal the nature of the interaction 
of the transition metal with the reactants and intermediates. Furthermore, these calculations are now 
routinely used to compute transition state energies that can be directly linked to a catalysts activity 
and selectivity.[230-233] As the size of the real catalytic system is intractable for computations, these 
are typically performed using simple models of the active site. While small nanoparticles are 
subjected to quantum size effects[61-62, 234] traditional metal nanoparticles (NPs) with diameters 
larger than 3 nm are conveniently modeled using extended surfaces of the facets constituting the 
particle, thus greatly reducing the size of the system. These models do, however, not include support 
effects other than those on particle shape. To include also other support effects, more and more 
attempts is made for modelling of supported nanoparticles (NPs).[235-237] Due to the increasing 
computational demand with increasing particle size, these models typically consist of particles well 
below 3 nm, where they are subject to quantum size effects and might thus not be representative of 
the much larger catalytic system. 
An elegant way to circumvent these limitations has been found in so-called nanowire or nanorod 
models of the transition metal supported on the oxide of interest.[92, 238-239] Such an approach ensures 
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that the model mimics the behavior of large particles and is able to simulate the influence of the 
support while being computationally feasible. The accuracy of these models in representing the true 
interaction of large particles with oxide surfaces and the metal-support interaction, however, has 
not been fundamentally addressed to date.  
Herein, the influence of MgO support on copper, measured by changes in binding strength of an 
oxygen atom,  to evaluate the impact of parameters such as particle size and shape, and most 
importantly the effect of the interface have been studied. Using supported copper NPs with 
diameters up to 2.6 nm, their performance with nanowire models has been compared and an 
assessment of how well they can serve as models for metal-support interfaces has been made. 

5.2 Computational details 
All periodic DFT calculations were carried out using the Vienna ab-initio simulation package 
(VASP)[171-174] in version 5.4.1 and the functionalities of Atomic Simulation Environment (ASE)[175] 
python library, employing the Bayesian error functional with van der Waals corrections (BEEF-
vdW)[126] and the projector-augmented-wave (PAW)[135, 173] method with standard potentials for 
metal atoms, and soft PAW potentials for oxygen atoms. -centered k-point sampling was used in 
all calculations. Copper nanoparticles were computed at the -point. Copper nanowire model, a 
2x1x1 k-point was employed. The plane-wave kinetic energy cutoff was set to 350 eV for the 
calculations of the oxygen adsorption energy on systems including Cu NPs and nanowire (NW). A 
16x16x16 k-point sampling and a cut-off energy of 800 eV was used for the calculations of bulk 
Cu and MgO. All calculations used a Gaussian smearing with a width of 0.1 eV. The bulk lattice 
parameters were calculated to 3.664 Å and 4.262 Å for Cu and MgO, respectively, in good 
agreement with experimentally and theoretically reported values.[23, 240-243] During the optimization 
of the MgO supported Cu NPs and NW structures, the positions of Mg and O atoms were fixed 
(with respect to its lattice in the bulk), whereas the positions of all copper atoms were allowed to 
move until the forces of relaxed atoms converged to below 0.01 eV/Å. The distance between the 
copper nanoparticles and MgO support, which was used for the fixed-geometry models, was 
obtained from the relaxation of a 3-layered copper slab with a unit cell of (1x1) on a 2-layered MgO 
slab with the same unit cell size. 
The adsorption of oxygen atom was modelled on p(4x4) Cu(111) slab, to determine the reference 
oxygen chemisorption energy and the distance of the atom from the Cu atoms in fcc and hcp 
positions (used further for the adsorption on the fixed-geometry nanoparticles). The O was allowed 
to fully relax, while the Cu was kept frozen. The oxygen adsorption energy was calculated as 
follows: 

𝐸𝐴𝑑𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛 = 𝐸𝐶𝑢 𝑀𝑔𝑂+𝑂⁄ −  𝐸𝐶𝑢 𝑀𝑔𝑂⁄ − 𝐸𝑂 (5.1) 

where 𝐸𝐶𝑢 𝑀𝑔𝑂+𝑂⁄  stands for the total energy of oxygen atom adsorbed on MgO supported copper 
nanoparticle, 𝐸𝐶𝑢 𝑀𝑔𝑂⁄  for the total energy of MgO supported copper nanoparticle and 𝐸𝑂 for the 
energy of an oxygen atom (1/2 𝐸𝑂2). 
 

5.2.1 Cohesive Energy 

The stabilization effect of the magnesium oxide support on the copper nanoparticles is shown in 
Figure 5.1. A margin stabilizing effect of the support on the particles is observable. Cohesive 
energies were calculated using the following equation:
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𝐸𝐶𝑜ℎ𝑒𝑠𝑖𝑣𝑒 =
𝐸𝐶𝑢/𝑀𝑔𝑂 − 𝐸𝑀𝑔𝑂 − (𝑁 × 𝐸𝐶𝑢 𝑎𝑡𝑜𝑚)

𝑁
 (5.2) 

 
where 𝐸𝐶𝑢/𝑀𝑔𝑂 is the total energy of the MgO supported copper nanoparticle, 𝐸𝑀𝑔𝑂 is the energy 
of MgO, 𝑁 is the number of copper atoms in the system and 𝐸𝐶𝑢 𝑎𝑡𝑜𝑚 stands for the energy of a 
single copper atom (2.37 eV).  

 

Figure 5.1 Calculated cohesive energies (per number of copper surface atoms facing the oxide support) both 
for MgO- supported and unsupported fixed-geometry copper nanoparticles versus the number of copper 
atoms in particles. The solid circle, triangle and star shapes represent cuboctahedral, truncated octahedral and 
droplet model geometries of the studied nanoparticles, respectively. The hollow shapes indicate the 
unsupported particles. The dashed-line in the figure represent the cohesive energy of copper bulk on MgO 
(the model of the structure is described above). 

5.2.2 Optimum Distance between the Copper NPs on MgO 

In order to find a sufficient distance between the periodic images of MgO-supported Cu NPs that 
guarantees negligible interaction, test calculations of oxygen chemisorption energies were 
performed on some of the Cu NPs, by varying the distance between the clusters. The results are 
shown in Figure 5.2.
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Figure 5.2. Left: The calculated oxygen adsorption energies difference on fixed-geometries of Cu176 (top 
figure), Cu192 (middle figure) and Cu305 (bottom figure) nanoparticles with respect to the distance between 
the copper nanoparticles and their periodic images. The values shown in legends represent the distance of 
oxygen atom, adsorbed on particles, from the oxide surface in angstrom. All the oxygen chemisorption 
energies are referenced to the values obtained from the calculate values of the same systems on longest 
distance between the particles. The dashed lines represent the referenced value calculated for oxygen 
adsorption energy on copper nanoparticles supported on the specified size of the magnesium oxide (number 
of magnesium atoms in x- and y-directions). Right: from top to bottom the repeated (in x-direction) structures 
of Cu176, Cu192 and Cu305 supported on different sizes of MgO support. The distances between the particles 
with their periodic images are shown in figures (in blue color). 

As the results show, a small distance of 5 Å is sufficient and for computational efficiency, this 
separation was chosen. The possible interactions between the periodic images of Cu/MgO 
structures orthogonal to the surface were avoided by applying a vacuum of ~16 Å in the z-direction. 

The calculations of the oxygen chemisorption on different copper FCC-type surfaces (Cu(111), 
Cu(100), Cu(211), Cu(110) and Cu(321)) were performed using 4 layers of a Cu slab where 2 
bottom layers were fixed to the lattice of copper in the bulk. The copper atoms in the unconstrained 
layers were relaxed until their forces were smaller than 0.01 eV/Å. For the Cu(111) slab: a unit cell 
of (3x3) with the k-point grid of 4x4x1; for the Cu(100) slab: a unit cell of (4x4) with the k-point 
grid of 3x3x1; for the Cu(211) slab: a unit cell of (3x3) with the k-point grid of 5x4x1; for the 
Cu(110) slab: a unit cell of (2x2) with the k-point grid of 4x6x1; and for the Cu(321) slab: a unit 
cell of (3x3) with the k-point grid of 3x4x1 were used. For all of the surfaces the cut-off energy of 
450 eV was used. The oxygen adsorption energy was calculated relative to the energy of 1/2 O2 in 
the gas phase. For visualizing the structures shown, iRASPA[244] and VESTA[245] software were 
used. 
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5.3 Models of Cu/MgO Catalysts 
The choice of the copper magnesium oxide (Cu/MgO) system was motivated by related studies in 
methanol synthesis in which a route for methanol synthesis via CO hydrogenation, at milder 
conditions, by combining copper with basic oxide support (MgO), was proposed. It was shown that 
a synergy between the metal and oxide could result in the formation of active catalysts, such as 
Cu/MgO, for methanol production from CO/H2 pathway. The mentioned synergy is assigned with 
a bifunctional mechanism provided at the Cu/MgO interface and could be interrupted by the 
presence of CO2. Consequently, it was reported that the active Cu/MgO catalyst significantly 
impacted the increase of methanol productivity compared to the other supported catalysts.[229] 
The fact that MgO is a non-reducible support, and that both MgO(100) and Cu(100) have square 
unit cells, greatly simplifies the Cu/MgO model  construction. Herein, the investigations span from 
cluster sizes of 55 atoms (Cu55) to particles consisting of 561 atoms (Cu561) that are ~2.6 nm in 
diameter. These large particles require a tremendous computational capacity in DFT simulations, 
and therefore, approximate models using single-point energy calculations which greatly reduces 
this effort were applied. The oxygen binding energy was chosen as this is a simple enough 
descriptor that is sensitive to the underlying electronic structure of copper[200] and is often used to 
estimate the activity of copper as well as other transition metals for the hydrogenation of CO2 to 
methanol.[50] 
First the influence of magnesia on the intrinsic stability of the copper nanoparticles has been 
studied. The nanoparticles binding with their {100} facet to the MgO(100) shows stronger adhesion 
energies than the others which bind via {111} facets. This is caused by the difference in symmetries 
and alignments between the two interacting interfaces. 
This can be observed in Figure 5.3, which shows the structure of both Cu(100) and MgO(100). For 
a perfect match at the interface, an interfacial Cu atom would always be placed exactly on top of an 
oxygen atom. However, due to the fact that the MgO-lattice constant is 16% larger (lattice-
mismatch), this will be increasingly difficult for larger clusters. 
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Figure 5.3. Illustration of the interface models studied in this work. (a) shows the clean surfaces and b-c) 
interfaces that arise when using (b) a relaxed Cu192 particle  on MgO and (c) a Cu192 particle with atoms fixed 
in their bulk positions on top of MgO, where the atomic bulk positions have been scaled to match the lattice 
of Cu. For the top views, only one layer of Cu(100) is shown, in the case of interfaces, it is the interfacial 
layer.  

Two types of models are considered in this work: First of all, Cu clusters are fully relaxed on a two-
layer MgO(100)-slab, with the Mg and O atoms frozen in their bulk positions (see Figure 5.3b). 
Since this is computationally very demanding, a simplified model, where the Cu particles are also 
frozen with the atoms in their bulk positions, was furthermore explored. Due to the mentioned 
lattice mismatch, this simplified approach requires one lattice constant to be adjusted and it was 
chosen to scale the MgO lattice so that it matches that of Cu and keep Mg and O atoms again fixed 
in their (scaled) bulk positions, (see Figure 5.3c). The distance of the copper nanoparticles from 
the support was obtained from a calculation of a Cu(100) slab on MgO(100). 
The adhesion energy per copper surface atom that interacts with the MgO support (Eadhesion) is 
calculated by subtracting the energy of the free-standing Cu NPs (ECu) and that of the MgO slab 
(EMgO) from the energy of the supported Cu NPs (ECu/MgO) normalized through division by the 
number of copper atoms facing the oxide interface (n) (see equation 5.3). 
 

𝐸𝑎𝑑ℎ𝑒𝑠𝑖𝑜𝑛 =
𝐸𝐶𝑢/𝑀𝑔𝑂 − 𝐸𝐶𝑢 − 𝐸𝑀𝑔𝑂

𝑛
 (5.3) 

  

The results of the adhesion energies of Cu NPs are depicted in Figure 5.4. The solid circles and 
hollow shapes shown in Figure 5.4, represent the adhesion energies of the fixed-geometries (Cu 
bulk lattice constant, see Figure 5.3c) of copper nanoparticles adsorbing on lattice-matched MgO

dCu–Cu = 2.59 Å
dO–O = 3.01 Å

Cu relaxed on frozen MgO Cu frozen on frozen MgO

top viewtop view

dO–O  = 2.59 ÅdO–O  = 3.01 Å

side view
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(compressed by 16% to match the lattice of Cu in bulk) and relaxed Cu nanoparticles on MgO, 
respectively (see Figure 5.3b). The dashed line in Figure 5.4 at -0.21 eV shows the adhesion energy 
of a relaxed 3-layered (7x7) unit cell of Cu(100) slab on a 2-layered (6x6) unit cell of MgO(100) 
slab (constrained to the MgO lattice in bulk) and the other dashed line, at -0.46 eV, shows the 
adhesion energy of a relaxed 3-layered (1x1) unit cell of Cu(100) slab adsorbed on a 2-layered (1x1) 
unit cell of MgO(100) slab (compressed lattice to match with the copper lattice in the bulk). 

The relative binding energies decrease with increasing size of the nanoparticles because of larger 
lattice mismatch between the two interacting surfaces. Note that the fraction of interacting copper 
atoms decreases with particle size. Comparing the adhesion energies of the fully relaxed Cu55, Cu75 
and Cu192, interacting with the oxide support via their {100} and {111} surfaces (hollow circles and 
triangles, respectively), it is obvious that the copper nanoparticles bind stronger to the MgO(100) 
support via their {100} surface. Cu75 binds stronger than other Cu nanoparticles, which we 
speculate is due to the fact that its small {100} facet can more easily adopt to match the support. 
Among the series of the calculated fixed-geometries, the droplet models bind weaker to magnesia 
whereas the truncated octahedral Cu NPs bind stronger to the MgO(100) support. 

 

Figure 5.4. Adhesion energy of copper NPs supported by MgO per interacting surface copper atoms plotted 
against the total number of copper atoms in the nanoparticles. Solid and hollow shapes represent the fixed-
geometries and fully relaxed Cu NPs on MgO, respectively. Circle shapes are used to show the adhesion 
energies of copper NPs on the MgO via their Cu(100) facets and the triangle shapes are used for the adhesion 
of Cu NPs on MgO surface via their Cu(111) facets. Black, blue and red colors were used to differentiate the 
series of cuboctahedral (Cu55, Cu147, Cu309, and Cu561), truncated octahedral (Cu75, Cu176, Cu192, and Cu305) 
and droplet-like (Cu175, Cu252, Cu284, Cu371, and Cu480) nanoparticles, respectively. 

Due to the strong interaction of truncated octahedral copper nanoparticles with MgO, they have 
been used to introduce and validate simplified methodology against full geometry optimized 
systems in this study. Therefore, the oxygen adsorption energy on various adsorption positions on 
Cu75 and Cu192 truncated octahedral particles was calculated. These results are shown in Figure 
5.5a. The oxygen adsorption energies were calculated from full relaxation and single-point 
calculations of MgO supported copper nanoparticles and the adsorbate (oxygen atom). For single-
point calculations, the distance of the adsorbate from the adsorption position of the copper 
nanoparticles was taken from the relaxation of oxygen atoms adsorbed on FCC and HCP positions 
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on a frozen four-layered Cu(111) slab, where all Cu atoms were fixed at their bulk positions. In all 
cases the oxygen atom was adsorbed on FCC(111) facets of the Cu NPs. 

The differences of the oxygen adsorption energies between the supported and unsupported (free-
standing) fixed-geometries of Cu75 and Cu192 nanoparticles, are plotted against the same differences 
from the fully relaxed systems in Figure 5.5b. 

 

 

 

Figure 5.5. (a) Calculated adsorption energy of oxygen atom on Cu75 (black symbols) and Cu192 (blue 
symbols) both supported by magnesia (full symbols) and free-standing (hollow symbols) against the distance 
of adsorbate from the support. The triangle and circle points represent the optimized and fixed-geometry 
structures, respectively. (b) Parity plot of the difference of the oxygen adsorption energy between supported 
and free-standing fixed geometry of Cu75 and Cu192 against the same calculated energies of relaxed structures. 
The numbers on each of the points in the figure show the distance of the oxygen atom adsorbate from the 
magnesia support. The oxygen adsorption energy was calculated relative to the energy of 1/2O2 in the gas 
phase. 

As can be seen from Figure 5.5b, the computationally cheaper procedure of calculating single 
points energies yields comparable results with those from the full relaxation, with a mean absolute 
error below 0.1 eV. The only exception is the oxygen adsorbed directly at the interface between the 
copper particle and the MgO support (hollow circle in Figure 5.5b). Since there is a significant 
interaction of oxygen with both the copper particle and the MgO surface, only fully relaxed 
structures yield reasonable results.   

5.4 Support Effect 
Having verified that the static model employing single point energy calculations is in fact able to 
reproduce the results and trends from the full geometry optimized models, the oxygen adsorption 
on various copper clusters and particle models on the MgO(100) surface has been calculated.  

The extent of interaction of the MgO(100) surface with the various copper clusters and particles on 
the corresponding oxygen binding energy is shown in Figure 5.6 for a series of truncated octahedral 
(Cu75, Cu176, Cu192 and Cu305), cuboctahedral (Cu55, Cu147, Cu309 and Cu561) and droplet models 
(Cu175, Cu252, Cu284, Cu371 and Cu480).

a )

b)

a )

b)a) b) 
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Figure 5.6. Oxygen adsorption energies calculated on fixed structures of the MgO supported copper NPs. 
The lattice constant of MgO, as described in the computational details section, is compressed to match with 
the lattice constant of copper in the bulk (Cu-Cu distance of ~ 2.59Å). From left to right: oxygen adsorption 
energy on cuboctahedral, droplet-like models and truncated octahedral copper nanoparticles against the 
distance of oxygen (adsorbate) from the oxide interface. 

Here, the oxygen adsorption energy seems to slightly increase for some clusters by up to -0.17 eV. 
Importantly, the MgO support has only a small effect on the oxygen binding energy for all clusters 
and particles considered in this study, independent of its size and shape. The influence of the MgO 
support (see Figure 5.7), for some of the nanoparticles, is given as the difference between the 
oxygen chemisorption energy of the unsupported (free-standing) copper clusters and their MgO 
supported counterparts (∆∆EO) as a function of the vertical distance of the chemisorbed oxygen 
from the MgO(100) plane. As can be seen, large variations only exist when comparing NPs of 
different sizes rather than for one size as a function of the metal-support interaction. 
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Figure 5.7. The oxygen chemisorption energy difference between the calculated values with DFT and the 
referenced values obtained from the zero slope fitted-line of the points of each series (average value), shown 
in Figure 5.6, with respect to the distance of the adsorbate (oxygen atom) from the support in angstrom. All 
the energies shown are in eV. 

The impact of oxygen adsorption site distance from the support was evaluated, only considering 
positions on the copper clusters that are equivalent in terms of adsorption site geometry (see 
structures and adsorption sites in Figure 5.6). As can be seen from Figure 5.7, the influence of the 
MgO support on the oxygen binding energy is rather small (< 0.10 eV for most cases). There is a 
slight, albeit not very pronounced, effect at a close distance to the MgO(100) facet, where oxygen 
is binding to a position on the copper clusters less than about 4 Å from the MgO(100) plane. 

5.5 Particle Size and Shape Effect 

Due to the high computational cost of DFT calculations for large systems, simplified computational 
models of the particle support interface have been introduced recently. These are based on 
nanowires (NWs) of the transition metal interacting with the support.[238] By using nanowires, one 
can achieve a model with a smaller number of atoms per unit cell, that mimic the electronic structure 
of larger particles as a metallic character is obtained due to the periodic calculation. One therefore 
avoids the quantum size effects of sub-nanometer clusters that are typically used in computational 
studies. Here, a Cu nanowire model to simplify the calculations of the larger nanoparticles was 
employed. The MgO-supported copper nanowire used in this study is shown in Figure 5.8. Similar 
to the models of nanoparticles (shown in Figure 5.6) the structure of Cu NW as well as MgO were 
also fixed to the bulk lattice of copper in order to perform single-point calculations on the systems 
generated. The surface of the support is modelled by 2 layers of MgO(100) with a p(7x6) unit cell. 
The distance between two nanowires is approximately 5 Å, which has been verified as sufficient to 
suppress possible interactions between the periodic images (see Figure 5.2). 
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Figure 5.8. Left: Front view and right: perspective view of the Cu(7x5x5)/MgO nanowire model. The 
Cu(111) and Cu(100) planes are shown in the figures. Colors: Cu (brown), Mg (green), O (red). 

 

Having shown that the support effect is visible only at the exact Cu-MgO interface, the influence 
of the adsorption site for all other adsorption positions on all considered models more generally 
using the concept of generalized coordination numbers (GCN), introduced by Sautet and co-
workers[246] has been evaluated. GCNs are calculated by counting the nearest neighbors of the atoms 
on which adsorption takes place (nj), weighing them by their own coordination numbers (cn(j)), and 
dividing by the maximum number of neighbors for given adsorption position (cnmax; see equation 
5.4). 

𝐶𝑁̅̅ ̅̅ (𝑖) = ∑ 𝑐𝑛(𝑗)𝑛𝑗/𝑐𝑛𝑚𝑎𝑥

𝑛𝑖

𝑗=1

 (5.4) 

This analysis reveals how the variation of the adsorption site on the cluster and particle models is 
affecting the oxygen adsorption strength. Figure 5.9 shows the adsorption energies of oxygen (∆EO) 
for various positions on both, the MgO supported Cu192 and Cu(7x5x5) nanowire structures as a 
function of the GCN of the respective adsorption positions. As evident from Figure 5.9, ∆EO is 
mostly a function of GCN, and the relation has a low mean absolute error (MAE).

(111)

(100)

2.59Å

2.59Å
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Figure 5.9. (a) The oxygen adsorption energies calculated on different positions of MgO supported Cu192 
(blue circles) and Cu nanowire (black triangles) fixed-geometries against the calculated values of GCN of the 
adsorbing positions. The blue fitted line shows the extrapolation of the oxygen adsorption values calculated 
for Cu192/MgO. The hollow points in the figure represent the adsorption on HCP positions on the structures. 
(b) Above: The structure of truncated octahedral Cu192 nanoparticle. Below: The side view of the structure of 
Cu(7x5x5) nanowire. The atoms are colored with respect to their GCN values for which the range of the 
values are shown by the color scale bars below the structures. A general trend that of increasing adsorption 
strength which correlates with decreasing GCN is observable. 

 

Next, the MgO supported NW model with calculations of Cu192/MgO was compared (Figure 5.10). 
Figure 5.10a shows the positions of the adsorbed oxygen on the Cu192/MgO and Cu(7x5x5) NW 
models with identical adsorption positions being shown in the same colors. For fully relaxed 
models, the oxide support was rotated by 45° so that the interface atoms of the copper nanowire 
face both magnesium and oxygen atoms of the support. The reason for this approach is that an 
unrotated nanowire, when fully relaxed visibly distorts and bends to form patches, where Cu fits to 
the underlying MgO lattice, which has not been considered a realistic model of a Cu NP in this 
work. For the models of fixed-geometry calculations, the MgO has not been rotated by 45°.
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Figure 5.10. (a) Left: The structure of the 45° rotated Cu192 NP on MgO. Right: The 45° rotated Cu(7x5x5) 
NW on MgO. The numbered (I, II and III) structures are {111} facets on upper and lower planes of Cu192 and 
upper plane of CuNW, respectively. The blue, black and cyan highlighted circles depicted on the adsorption 
sites of the structures represent the intersecting FCC position between {111} and {100}, HCP position 
between {111} and {111} and HCP position between {111} and {100} facets, respectively. (b) Comparison 
of calculated oxygen adsorption energies on different adsorption sites between Cu192/MgO and NW/MgO. 
The solid and hollow circles represent the energies of fixed-geometry structures and fully-relaxed ones, 
respectively. 

 

As can be seen from Figure 5.10, there are only small differences between the supported Cu192 and 
NW models when identical adsorption sites are compared. As established earlier, the only marked 
influence of the support on oxygen adsorption energies is given for adsorption at the Cu/MgO 
interface (see Figure 5.4). This adsorption is about ~0.6 eV stronger, both for the interface of 
Cu192/MgO and CuNW/MgO. It can be hence concluded that the NW model does reproduce the 
outcome of calculations with larger particles well. 

 

 

5.6 Conclusion of the Chapter 
The extent of metal-support interactions using DFT calculations have systematically been 
investigated. Choosing MgO as a non-reducible support and copper nanoparticles of various sizes, 
it was shown that the electronic effect of MgO on the reactivity of Cu, as measured by the oxygen 
adsorption energy, is rather small (about 0.1 eV), independent of particle size or shape. The only 
adsorption site where a strong influence of the support was present was the direct interface between 
MgO and the copper particles. When oxygen was binding to both MgO and Cu, an increased 
adsorption energy was obtained. A nanowire model, inspired by similar recent investigations in 
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literature, was further introduced and showed that it is indeed representative of supported copper 
nanoparticles. 
A schematic comparison of the influence of the metal-support interaction, with those stemming 
from particle size effects and particle faceting is shown in Figure 5.11.   
 

 

Figure 5.11. (a) Oxygen adsorption energy calculated on different copper surfaces ({111}, {100}, {211}, 
{110} and {321}) indicating the influence of different adsorption sites. (b) Oxygen chemisorption energy 
calculated on the free-standing fixed-geometries of cuboctahedral copper structures (from 13 to 1415 atoms) 
revealing the influence of the particle size on oxygen adsorption. (c) Oxygen adsorption energies calculated 
on a MgO supported Cu192 particle against the distance of the adsorbate from the oxide interface (in nm). The 
shaded areas as well as the scale bars (with values) on the right side of the plots represent the difference 
between the highest and lowest calculated oxygen adsorption energies. All energies are given in eV. 

Differences in binding energies from various adsorption sites on different facets (from Cu(111), 
CN=9 to Cu(321), CN=6) are on the order 0.4 eV. The particle size effect is slightly larger (about 
0.7 eV for particles > 1 nm) but vanishes at diameters above approximately 2.5 nm (oxygen binding 
energy difference of around 0.1 eV between the particles above 2 nm). The influence of the MgO 
support results in moderate deviations of about 0.1 eV. Note that remarkable differences for two 
cases have been observed, which are (1) extremely small clusters (Cu13 (~0.5 nm) binding oxygen 
stronger by ~1 eV) and (2) the exact interface of the MgO support with the copper particle (~0.5 
eV) where oxygen binds to both MgO and Cu. 
Using the Cu/MgO system, the impact of metal-support interactions for a non-reducible oxide on 
the reactivity of copper in addition to effects from particle size and surface faceting have been 
investigated. While the Cu/MgO system is interacting strongly (~ -0.5 eV per copper atom for 
Cu192), the support is non reducible. The effect of reducible oxidic supports such as CeO2 or ZnO 
might be substantially larger as electron donation could play a larger role. 
 

a) b)

c)
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6 Scaling Relations in Adsorption Energies 

6.1 Introduction 

The existence of various unique properties of transition metal nanoparticles (NPs), such as the 
presence of under-coordinated facets, quantum size effects (QSEs), and the higher ratios of surface-
to-volume results in their great catalytic activity. The nanoparticles are used in various catalytic 
chemical reactions owing to their excellent catalytic properties.[57, 141-142] Many different factors, 
such as size[61-62, 158], shape[72, 247-249] and support[93, 250] can influence these properties. 

The catalytic performance of the metals can be evaluated through the adsorption energies of various 
species (adsorbates) adsorbed on the available adsorption positions on their surfaces. Moreover, it 
is also important to study the activity of the catalysts to identify active catalysts or the active sites 
on different facets of the catalysts. Based on the Sabatier principle, the adsorption strength of an 
active catalyst should be neither too weak nor too strong. In the former case, the adsorbate desorbs 
easily from the catalyst surface, and in the latter case, the catalyst surface is poisoned by the 
adsorbate.[251] However, DFT-based computational methods, which can provide an accurate 
description of the catalytic systems of study, for the study cases of complex systems, such as 
nanoparticle catalysts, are quite demanding. Thus, combination of theoretical approaches, using 
cost-efficient and in the same time accurate models of the real systems, with the utilization of trends 
in catalytic reactions, which can predict the adsorption energies of the intermediates in a reaction 
or the behavior of different metals catalysts, are highly desirable and important. An example of 
such beneficial combinations, the computational models based on the fixed geometries of the NPs 
incorporated with the scaling relations method, can provide a promising solution to address the 
computational demands mentioned above. The fixed-geometry models of the transition metals NPs 
are reported to provide accurate results compared to the fully-optimized systems while consuming 
less computing resources.[61-62, 148, 252] 

Owing to the recent developments and advances in computing systems and, in parallel, 
computational methods in theoretical chemistry and physics, the catalytic systems can be modeled, 
and the catalytic behavior of the catalysts can be accurately described. Therefore, it can direct the 
experiments to avoid possible errors and failures of the experimental studies.[45, 253-254] BrØnsted-
Evans-Polanyi (BEP) relationship is one of the outcomes of the mentioned developments, in which 
one can find correlations between the accurately-predicted adsorption energies of different species 
(participants in the reactions) with the activation energies of the reactions.[255-256] The BEP 
relationships again shed light on the importance of investigating adsorption in catalysis. In addition, 
the binding energy of the intermediates adsorbed on specific site of the catalyst can be determined 
and scaled from/by the binding energy of the atom through which they are bound to the catalyst.[48, 

257]
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6.2 Computational details 

All DFT calculations were done using Vienna ab Initio Simulation Package (VASP)[171-174] and the 
Atomic Simulation Environment (ASE)[175]. BEEF-vdW functional[126], which has provided 
reasonable description for the adsorption energies on transition metal surfaces, and projector-
augmented wave (PAW) potentials for metal atoms and soft PAW for adsorbate atoms (C, O and 
H) were utilized.[135, 173] A -centered k-point sampling and Gaussian smearing with the width of 
0.1 eV for all the calculations were used. For the optimization of the bulk lattices, a kinetic cutoff 
energy of 800 eV for the plane wave basis set and a 1616 Mokhorst-Pack[258] grid was used. 
The optimized lattice parameters of 3.664 Å and 3.534 Å for Cu and Ni were obtained, respectively. 
The gas phase atoms and molecules were calculated in their ground state spin state (doublet) with 
a vacuum of 15 Å in all directions. 

To model the fixed-geometry clusters and NPs with adsorbates and to determine the distance 
between the adsorbates and particles, the same setup, as discussed in Chapter 3, was employed. 
The adsorption positions of each of the adsorbates on the metal slabs and particles were followed 
as reported in ref[23]. 

 

6.3 Verification of the Fixed-Geometry Models 
By using DFT methods, geometrical and electronic effects of the cuboctahedral copper and nickel 
particles, ranging from clusters of 13 atoms to particles with 1415 atoms (0.5 nm to 3.6 nm in 
diameter, see Figure 6.1), were investigated. Moreover, the scaling relations between the 
intermediates in the CO2 hydrogenation to methanol reaction were studied. To reach the goals in 
this study, fixed geometries of the structures (atoms frozen to the lattice constants of the Cu and Ni 
bulks), similar to the method discussed in Chapter 3, were used. Thus, the adsorption energies 
calculated by doing cost-efficient single-point energy calculations were compared with the results 
of full relaxations of the structures. 
 

 

Figure 6.1. Schematic of the cuboctahedral geometries of the TM nanoparticles with number of atoms: 13, 
55, 147, 309, 561, 923, 1415.

M13 M55 M147 M309

M561 M923 M1415



6.3 Verification of the Fixed-Geometry Models 
 

 60 

Adsorption energies of different intermediates in CO2 and CO hydrogenation were calculated on 
the models using only static single-point energy calculations. Comparisons between the results of 
the adsorption energies obtained from the optimized structures and the fixed-geometry models 
(depicted in Figure 6.2) prove the accuracy of the proposed models (∆∆Eadsorbate < ~0.2 eV). The 
deviations between the adsorption energies obtained from the optimization and the single-point 
calculations decrease as the sizes of the particles grow. The highest differences in adsorption 
energies are observable for the nanoclusters with 13 atoms which can be due to the quantum size 
effect (QSE). This phenomenon can be expected to influence the properties of copper particles up 
to 1.5-2 nm, in which the QSE disappears, and the particles behave as bulk.[200] In addition, trends 
in the adsorption energies of different intermediates adsorbed on Cu and Ni NPs with respect to 
their particle sizes are captured. Formate (HCOO) and hydrogen atom (H) bind stronger and 
weaker, respectively, to the copper NPs, compared to the other studied adsorbates. The un-reactivity 
of Cu55 towards the investigated adsorbates, which was observed before for oxygen adsorption (see 
Chapters 3 and 4), due to its closed-shell electronic configuration[200] is observable. 

The corner positions of the fcc facet of the NPs were chosen to model the adsorptions. The 
adsorption sites (three-fold hollow fcc sites for O, H, CO, OH CH3O, top position for HCOO, and 
three-fold hollow fcc and top positions for H2COOH) were modelled according to the reported 
stable structures of adsorption of intermediates in CO2 hydrogenation on copper fcc(111) facets.[23] 
The models were built based on the relaxation of each intermediate on the fixed geometry of metals’ 
slabs. For M13 nanoclusters the three-fold hollow hcp site, which is the only available hollow 
position on its fcc facet, was used.
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Figure 6.2. Calculated adsorption energies of different intermediates in CO2 and CO hydrogenation reactions 
against the number of atoms in the nanoparticles. The solid and hollow hexagons and triangles represent the 
calculated adsorption energies from relaxed- and fixed-geometries, respectively. The adsorption energies of 
the adsorbates on nickel particles are depicted by triangles (e). The adsorption energies of (a) oxygen atom 
(dark yellow), (b) hydrogen atom (orange), (c) CO (cyan), (d) formate (HCOO) (blue), (e) oxygen atom 
adsorbed on nickel particles (dark yellow), (f) hydroxide (OH) (grey), methoxide (CH3O) (red) and (h) 
H2COOH (green). An example of the adsorption structure of each one of the adsorbates on M309 are shown 
below the related figures. The adsorption energies of each adsorbate are relative to their gas phase values. 

The absence of the adsorption energies of relaxed CO, HCOO, CH3O and H2COOH adsorbed on 
the Cu55 (the solid points in Figure 6.2 (c), (d), (g) and (h)) is due to the transformation of the 
nanocluster’s structure from cuboctahedral to icosahedral as the result of the geometry optimization 
of the system. This transformation, in which the six square fcc(100)-facets of the shell of the 
particles are converted to twelve triangular facets and results in 20 identical triangular-facet 
icosahedral particles, is reported to occur at lower activation barriers for coinage metals as well as 
Ni particles up to 309 atoms[259]. It is worth to noting that at the smaller sizes of the particles, the 
decahedral and icosahedral structures are reported to be more stable in some cases.[260-263] This can 
be in direct connection with the un-reactivity of the Cu55 due to its closed-shell electronic 
configuration combined with the electronic and geometrical stabilizing effect of the adsorbates. 
Interestingly, no rearrangement of the atoms was observed in M13 nanoclusters during the relaxation 
of the adsorption systems. 

Having the model verified, the adsorption energies of the intermediates against the adsorption 
energy of the atom through which they bind to the NPs (oxygen and carbon) were calculated and 
illustrated in Figure 6.3. As can be seen from Figure 6.3, with imposed slopes of 0.5, all the 
calculated adsorption energies are scaled with the adsorption energy of the atom by which they bind

a) b) c) d)

e) f) g) h)
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 to the catalyst. In addition, the particle size effect on the adsorption energies of intermediates 
adsorbed on copper NPs is also observable. The intermediates bind weaker to Cu55 and stronger to 
Cu13 in each calculated series. 

 

Figure 6.3. Calculated adsorption energies of different intermediates in CO2 and CO hydrogenation reactions 
against adsorption energy of the atom through which they bind to the NPs. The solid shapes illustrate the 
adsorption energies obtained from the relaxation of the systems, and the hollow ones show the same energies 
obtained from the single-point energy calculations on fixed geometries. 

 

6.4 Conclusion of the Chapter 
Using DFT, it was shown that the cost-efficient static calculations on the fixed-geometry models of 
the copper and nickel particles could provide accurate results, compared to the results of relaxed 
systems, of the adsorption energies of different intermediates in CO and CO2 hydrogenation 
reactions. The highest difference of ~0.2 eV between the adsorption energies calculated from the 
relaxation of the systems and applying single-point energy calculations on fixed-geometry systems 
proves the method's accuracy. The particle size effect of the studied particles on the adsorption 
energies of different intermediates was observed. The particle size effect for the particles up to 2 
nm for copper and 1 nm for nickel were observed. The electronic effects caused by the adsorption 
of some of the intermediates on Cu55, which resulted in the transformation of the structure from 
cuboctahedral to icosahedral, were noticed. The scaling relations between the adsorption energies 
of different intermediates in CO and CO2 hydrogenation reactions combined with the particle size 
effect of the copper and nickel NPs were depicted. 
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7 Particle Size Effect in CO2 Hydrogenation 

7.1 Introduction 
As mentioned, in detail, in Chapter 1, methanol is among the chemicals derived from the 
conversion of CO2, a potential substitute for fossil fuels. It is commonly used as a chemical 
feedstock in industry.[264] It is industrially produced from the hydrogenation of CO2 (syngas) using  
Cu/ZnO/Al2O3 catalysts at the temperature of 240-260 °C and a pressure of 40-100 bar (see equation 
1.1).[28, 265-266] 

CO2, the main carbon source for the hydrogenation process, is provided by the water-gas shift 
(WGS) reaction (see equation 7.1). 

 (7.1) 

The stability of the catalyst benefits from the WGS reaction since the water produced during the 
methanol synthesis is consumed by the WGS reaction. However, if the feedstock consists of only 
CO2 as the carbon source, CO2 can be consumed by the reverse water-gas shift (RWGS) reaction 
(see equation 1.2) 

It is worthwhile to mention again that to increase the selectivity towards methanol production, and 
the mentioned competitive (RWGS) reaction must be avoided. In addition, the water produced (a 
by-product of RWGS reaction) could result in rapid degradation of the catalyst. Due to the 
mentioned factors, conventional methanol production is less challenging than pure CO2 
hydrogenation.[267] 

For pure CO2 hydrogenation, although new catalysts[268-271] were proposed to overcome the 
challenges, copper-based catalysts have still been mostly studied thanks to their high abundance, 
reactivity and low price[73, 267, 272]. To enhance the performance of the commercial Cu/ZnO/Al2O3 
catalyst, which has been used for more than 50 years for methanol synthesis, some additives, such 
as ZrO2, TiO2, Ga2O3 and CeO2, have been introduced.[273-276] However, these additives can behave 
simultaneously as both promoters and supports, resulting in the catalytic systems' complexity. To 
avoid this complexity and strong metal-support interaction (SMSI), the use of inert components, 
such as carbon support, is of great importance.[277-279] 

Methanol and CO are both produced during the CO2 hydrogenation reaction, and formate (HCOO*) 
and carboxylic species (COOH*) are known as the main intermediates in methanol synthesis using 
copper catalysts.[23, 34, 280] It has been reported that formate is the main intermediate in methanol 
synthesis.[38, 281-284] The proposed reaction sequence via formate intermediate to produce methanol 
from the hydrogenation of CO2 is shown below: 

CO + H2O CO2 + H2
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 (7.2) 

The influence of the size of the copper nanoparticles (NPs) and the catalytic characteristic of 
different facets are still under debate.[285-288] It has been reported that the reaction on different copper 
surfaces ({111},{100},{110} and {211}) is structure-sensitive, and the activity of the defect-rich 
stepped surface is higher than on flat surfaces.[23, 31, 37-38, 282, 289-293] MeOH and CO formation show 
two distinctly different activation energies, which suggests that the RWGS and methanol synthesis 
are occurring at different sites on the copper nanoparticles. To understand the particle size effect 
and which surface sites are more likely to be active for MeOH synthesis and CO formation, the 
theoretical fraction of different surface sites and the corresponding adsorption free energies for 
reaction intermediates by DFT calculation have been calculated.. 

Both CO2 hydrogenation to methanol and the RWGS have been shown to be structure sensitive on 
copper surfaces.[23, 31, 38, 282] For methanol synthesis, it has been shown that sites with a low 
coordination number are more active, e.g., when comparing single crystal measurements on 
Cu(100) with those on Cu(110).[31, 36-38, 282] Surface defects, e.g., modeled by Cu(211) surfaces, have 
indeed been suggested as active sites for copper-based catalysts.[31] Likewise, the RWGS has also 
been shown to exhibit smaller barriers on more undercoordinated surfaces, although kinetic 
modeling indicates that this does not necessarily translate to higher reaction rates.[36, 38, 246, 280, 282] 
An interesting difference between methanol and CO formation is that the former is assumed to 
proceed via the formate intermediate. In contrast, CO formation occurs either via the carboxyl 
intermediate or through the direct splitting of CO2. 

 

7.2 Computational details 

DFT calculations were carried out using the Vienna  Ab Initio  Simulation  Package (VASP)[171-174] 
and the Atomic Simulation Environment (ASE)[175] employing the Bayesian error estimation 
functional with van der Waals corrections (BEEF-vdW)[126, 294] and the projector-augmented wave 
(PAW) potentials[135]. The BEEF-vdW functional was chosen due to the fact that it has a reasonable 
performance regarding adsorption energies on transition-metal surfaces.[127] Importantly, this 
functional has also been shown to successfully describe processes on copper surfaces relevant for 
the CO2 hydrogenation to methanol.[139] The lattice constant of bulk copper was optimized to 3.664 
Å using an energy cutoff of 800 eV and a 16x16x16 Monkhorst-Pack[258] k-point grid. The kinetic 
energy cut-off for all slab calculations was 450 eV. The surfaces were modelled by 4 layer 
supercells separated by 18 Å in the z-direction. The different sizes and corresponding k-point 
sampling used to calculate the various coverages are given in Table A.4 in the appendix. In all 
calculations the bottom two layers were kept fixed at the bulk position while the top two layers and 
the adsorbate were allowed to relax until atomic forces had reached below 0.01 eV/Å. Adsorption 
energies were calculated relative to the corresponding gas-phase species (CO2 and ½ H2 in the case 
of formate and carboxyl). The correction of the well-known gas-phase errors for CO2 (+0.41 eV ) 
and H2 (+0.09 eV) has been taken from the literature.[290] Using this correction  an adsorption 
enthalpy of formate on Cu(100) of 84 – 91 kJ/mol (0.87 – 0.94 eV) for coverages 0.12 ML to 0.5 
ML was obtained. This compares with 80 – 100 kJ/mol (0.83 – 1.03 eV) reported for measurements 
on Cu(100) single crystal surfaces.[295] Zero-point energy (ZPE) and entropic contributions were 
taken from calculations reported in the literature using Cu(211) in conjunction with the BEEF-vdW

CO2 HCOO* HCOOH* CH3O2
* CH2O* CH3O* CH3OH*
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functional[290] and are listed in Table A.6 together with the total energies of all systems reported in 
Table A.5. 

Based on the computed electronic energies, reaction energies and free energies were calculated at 
503 K and 1 bar reference pressure using the results of published calculations.[290] Based on the data 
on *HCOO/Cu(211) in the supporting information of ref[290], the following energy differences for 
the formation of *CHOO/Cu(211) from CO2(g) and H2(g): Correction to DFT-energies to improve 
gas-phase energetics (-0.455 eV), ZPVE contribution (0.169 eV) and finally the Gibbs free energy 
contribution, including ZPVE (1.238 eV) were obtained. Based on these contributions, corrected 
energies and Gibbs free energies for the formation of formate were obtained for all facets by adding 
-0.286 eV (E) and -0.783 eV (G) to the electronic reaction energies. 

The calculations on graphene bulk were carried out using the same setup as for copper bulk, which 
resulted in the optimized lattice constant of 2.465 Å  and C-C distance of 1.42 Å, which were in a 
good agreement with the literature.[296-297] For the calculations of copper on graphene systems, 
BEEF-vdW functional and the projector-augmented wave (PAW) potentials for metal atoms and 
soft PAW for carbon atoms, a kinetic cutoff energy of 350 eV for plane wave basis set, a -centered 
k-point sampling were used. Positions of all atoms were allowed to move during the relaxation until 
the forces of relaxed atoms converged bellow 0.01 eV/Å. A sufficient 14 Å of vacuum was applied 
to prevent interactions between the periodic images of structures. The system including fixed-
geometries of Cu NP on defected-graphene, was modelled by removing a row of C atoms from the 
pristine graphene and functionalized it (where the bonds were cleaved) by adding O, OH and H to 
the carbon atoms on the defect. An optimum distance of 3 Å between the Cu NP and graphene with 
defect was obtained from a periodic calculation on a system containing 3 layers of Cu(111) on top 
of one layer of graphene (1x1) unit cell. In all the calculations, Cu NPs were placed on top of 
graphene sheet via their {111} facet.  
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7.3 Graphene Support 
The reason for choosing graphene support in this study by our experimental collaborators (the 
university of Utrecht) was its expected weak interaction with metal particles larger than 2 nm.[298] 
Thus, it allows studying a series of size-controlled Cu nanoparticles supported on such inert material 
to study the intrinsic influence of Cu particle size. 

Therefore, some theoretical investigations were done to confirm the absence of any effective 
influence of carbon support on the properties of copper NPs, which could have an impact on the 
catalytic properties of the catalyst and its performance during CO2 hydrogenation. To capture the 
influence of the support on Cu NPs, oxygen adsorption energy on corner fcc positions of the {111} 
facet of NPs with different distances from the support, was calculated. This study used a graphene 
sheet as the carbon support material and cuboctahedral copper NPs with 147 and 309 atoms to 
model the systems. The structures of Cu309/C with oxygen adsorbed on different particle positions 
are depicted in Figure 7.1. 

 

Figure 7.1. Optimized structures of Cu309, with oxygen adsorbed on fcc corner positions of the particle, on 
graphene support. The distance between the oxygen atom and the carbon atom of the support (directly below 
it) is shown below each of the images of the structures. 

In the models shown, graphene sheets were modelled using 288 carbon atoms for Cu309 particles to 
maintain the distance of ~ 14 Å between the particles and their periodic images. 

The oxygen adsorption energies (∆EO) on the copper NPs (Cu147 and Cu309) in the presence of the 
support, as a function of the distance of adsorbate (oxygen atoms) from the support, are depicted in 
Figure 7.2. From the plot comparing the oxygen adsorption energies calculated on the supported 

dO–C = 5.3 Å dO–C = 9.5 Å dO–C = 13.1 Å

dO–C = 20.9 ÅdO–C = 17.4 Å



7.3 Graphene Support 
 

 67 

Cu147 and Cu309 NPs with the values of the free-standing (dashed lines in the plot) NPs, it is evident 
that almost no significant change in the oxygen adsorption energy in the presence of the support is 
observable. 

 

 

 

Figure 7.2. Calculated oxygen adsorption energies (∆EO) on Cu147 and Cu309 NPs as a function of the distance 
of adsorbate to the support (dO-C). The dashed black and red lines show the reference values of the oxygen 
adsorption energies of the free-standing (gas phase) Cu147 and Cu309, respectively. The oxygen adsorption 
energies are referenced to 1/2 O2 in the gas phase. 

Furthermore, as Figure 7.2 indicates, no significant difference between the oxygen adsorption 
energies calculated on the supported Cu147 and Cu309 NPs by varying the distance of the adsorbate 
to the support is obtained. 

Moreover, further investigations on the Cu/C system, by introducing (functionalized) defects into 
the pristine structure of graphene, were performed. The models of defective graphene supports are 
illustrated in Figure 7.3. 

Cu147

Cu309
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Figure 7.3. The functionalized defected graphene with a) hydrogen atoms, b) oxygen atom and hydrogen 
atoms, c) hydroxide molecule and hydrogen atoms, and d) with oxygen atoms. The generated gap on the 
graphene structure has ~5 Å width (C-C distance).  

The influence of (functionalized) defective graphene on Cu NPs was done using oxygen adsorption 
energy on different positions (similar to calculations shown above) on Cu147. In these calculations, 
the fixed-geometry models were used. All the atoms in the system kept constrained to their bulk 
values. The distance of the adsorbate to the Cu NP was obtained from the relaxation of the adsorbate 
on the metal slab (same as discussed in Chapter 3). The particle was placed on top of the functional 
group atom (H, O, OH), where the functional atom was located on the fcc adsorption site of {111} 
facet of the particle. The distance between the particle and the support was obtained from slab 
calculations of the relaxed functional atom on a fixed Cu slab. 

Even though the introduction of the defect into the pristine graphene could provide an impact on 
the electronic structure of the Cu NP and, consequently, on the oxygen adsorption energy, this 
enhancement was not observed from the calculated adsorption energies. The biggest change in the 
oxygen adsorption energy of below 0.1 eV was obtained from the defective graphene-supported 
Cu147 particle. 

After the ineffectiveness of the carbon support on the enhancement of the properties of studied 
copper NPs (with sizes between 1.5 nm to 2 nm) was confirmed, further studies on the particle size 
effect of copper catalyst by applying extended surface models were carried out. The particle size 
mentioned above is the possible range of disappearance of quantum size effect for copper 
nanoparticles.[200] 

with H

c) with OH and H d) with O

b) with O & Ha)

d)
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7.4 Particle Size Effect on Selectivity towards Methanol 
The experimental investigations of our collaborators at the university of Utrecht showed a decrease 
in the methanol selectivity by increasing the conversion for all catalysts of different sizes. However, 
to illustrate the impact of particle size on selectivity, the changes in selectivity as a function of 
particle size at a constant conversion of ~5% are depicted in Figure 7.4(a). The remarkable 
enhancement of the selectivity towards methanol over CO is observable for small NPs. The 
methanol selectivity drops from 34% to around 15% as the copper particle size changes from 4.7 
nm to 19.4 nm. 

To better understand the observed particle size effect, a separate comparison between the formation 
rates of MeOH and CO was considered. Turn-over frequencies (TOF) of methanol and CO are 
illustrated in Figure 7.4(b). As can be seen, the TOF of carbon monoxide at 260 °C shows an 
increase from 1.9  10-3 s-1 to 9.4  10-3 s-1 as the Cu particle size increased from 5 nm to 20 nm. 
However, the average rate of methanol formation of 8.4  10-3 s-1 for the bigger particles suggests 
the size-independency of methanol TOF except for the smallest Cu particle size. Thus, methanol is 
much more favorable on smaller copper clusters, which show the highest methanol selectivity. 

 

Figure 7.4. (a) MeOH selectivity as a function of copper particle size at a constant conversion of ~5% for 
CO2. The added trendline is to guide the eye. Reaction conditions: 4.2 mg of Cu per reactor, 40 bar(g), 600 
mL min−1 gCu

−1, H2/CO2/He = 67.5/22.5/10 vol%. (b) Turn-over frequency (TOF) of MeOH and CO as a 
function of the Cu particle size. Trendlines were added to guide the eye. Reaction conditions: 4.2 mg of Cu 
per reactor, 40 bar(g), 260 °C, 600 mL min−1 gCu

−1, H2/CO2/He = 67.5/22.5/10 vol%. The measurements of 
the catalyst’s performance as well as the analysis of the data were performed by Laura Barberis and TEM 
measurements were performed by Nienke L. Visser, both at Utrecht university. Reproduced with permission 
from the Royal Society of Chemistry. 

The smallest particles considered in the investigations of our experimental collaborators (the 
university of Utrecht) were in the range 3.9 ± 0.9 nm, which is just above the range where electronic 
particle size effects have been shown to disappear for copper nanoparticles, as e.g., evident from 
calculated adsorption energies that are essentially the same for all particles > 2.5 nm.[200] Another 
factor that is dependent on the particle size is the ratio of various surface terminations and it is thus 
useful to consider how the concentration of the various surface sites varies with particle size. This 
is shown in Figure 7.5 where the fraction of surface atoms exhibiting a specific generalized 
coordination number (GCN)[246] is given as a function of particle size assuming ideal cuboctahedral 

a) b)
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copper particles. It should be noted that this analysis assumes ideal particle shapes and that the aim 
is to deduct qualitative trends rather than quantitative numbers.  
 

 

Figure 7.5. Fraction of surface atoms with a specific GCN as a function of particle diameter for cuboctahedral 
particles. GCN for the various surface atoms of a Cu1415 particle are shown in the inset. Reproduced with 
permission from the Royal Society of Chemistry. 

Figure 7.5 shows that the number of edge sites with a GCN of 5.33 decreases from around 20% to 
less than 5% when going from 3 to 30 nm. On the other hand the fraction of the more close packed 
(111) and (100) facets increases from 3 and 10% to more than 30 and 50%, respectively. From the 
analysis of measured apparent activation energies for RWGS and methanol synthesis, it can be 
indicated that the two reactions are occurring at different sites on the copper nanoparticles. The 
decrease in RWGS rate with decreasing size seems related to a decrease of terrace sites (e.g., (100) 
surfaces). 

Given that formate is the only intermediate that is found to have significant surface coverages, thus, 
in this theoretical study the adsorption free energy of formate on a range of different copper surfaces 
for coverages of up to 1 mono layer (ML) using density functional theory (DFT) was calculated 
(see Figure 7.6).
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Figure 7.6. Adsorption free energy of formate as a function of coverage for Cu(111) (pink), Cu(100) (blue), 
Cu(211) (red), Cu(110) (orange) and Cu(321) (black) surfaces at 500 K and 1 bar of H2 and CO2. The coverage 
is normalized to 1 ML for one formate per two copper atoms of the corresponding facet (see Table A.4 for 
structures). 

The GCN for the models of edges ((211) and (110) surfaces) and corner atoms ((321) surface) differ 
slightly from that of the cuboctahedral particle, but they are close enough to be used as a rough 
guidance. The calculations reveal that the adsorption free energies decrease in the order Cu(321) ≈ 
Cu(110) > Cu(211) >> Cu(100) >> Cu(111). Interestingly, the effect of coverage (here 1 ML is 
defined as one formate per two copper surface atoms, see Table A.4) is small for the (211) and 
(110) surfaces but has a significant influence on the binding energy on Cu(111) and Cu(100). 
Importantly, at 500 K the adsorption free energy of formate on the (211) and (110) surfaces is 
negative, but positive on (111) and (100). This indicates that both (211) and (110) are covered by 
close to 1 ML of formate, while the coverage is significantly smaller on (100) and (111). 

 

Figure 7.7. Adsorption energy of formate (squares) and CO (triangles) as a function of GCN. 

Figure 7.7 shows the adsorption free energies of formate at a 1/2 ML coverage for the various 
surfaces as a function of the GCN. As can be seen, the adsorption free energies scale linearly with 
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the GCN. This allows to estimate adsorption free energies for the corner and edge sites of 
cuboctahedral particles (see Figure 7.5), shown here as open circles. For both facets, the adsorption 
free energy of formate is exothermic and thus a similar behavior as observed for (211), (110) and 
(321) facets is expected. 

Assuming that formate can only be converted to methanol, this would indicate a strong preference 
of methanol formation on Cu(211) and Cu(110), which was used here to model the edge sites of the 
copper nanoparticles. On the other hand, the smaller coverage of formate on Cu(111) and Cu(100) 
might indicate that one or both of these sites are the predominate source for CO formation. 
Coverages of the carboxyl (COOH*) intermediate as well as CO* reveal similar trends and are 
given in the Table A.4 and Table A.5. These findings roughly correlate with the analysis of the 
fraction of surface sites shown in Figure 7.5. This would explain why for the smallest Cu particles 
CO formation strongly decreases and hence overall the smallest particles give the highest MeOH 
selectively. 

 

7.5 Conclusion of the Chapter 
In this study, experimentally (the university of Utrecht) and theoretically, the effect of copper 
particle size in CO2 hydrogenation reaction was investigated. Experimentally, copper catalysts with 
particle sizes between 5 and 20 nm over carbon support were studied. It was found that CO2 
hydrogenation is clearly a structure-sensitive reaction. Cu nanoparticles smaller than about 13 nm 
showed low activity but high MeOH selectivity. Furthermore, smaller particles showed higher 
MeOH selectivity. DFT calculations revealed that the formation free energy of formate, the main 
intermediate for methanol formation, is negative on the corner and edge sites. At the same time, it 
is positive on terrace sites, which are more abundant on larger particles. Therefore, small Cu 
nanoparticles having a surface dominated by the corner and edge sites, have a high ratio of methanol 
to CO formation, which can be explained by a higher formate coverage. 
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8 Final Conclusions and Outlooks 

The fundamental understanding of catalysts' behavior to enhance their performance in catalytic 
reactions requires accurate computational models that simulate similar conditions of real systems. 
However, while computational studies of catalysts are mostly based on the extended surface 
models, some crucial effects, such as particle size and shape, and presence of support, are neglected. 
In this thesis, using cost-efficient fixed-geometry models of transition metals nanoparticles (NPs) 
combined with density functional theory (DFT) methods, the abovementioned important factors 
influencing the CO2 hydrogenation reaction to produce methanol were investigated.  

In the framework of this thesis, it is worth noting that employing the fixed-geometry models of the 
catalysts not only benefits from the accuracy of the DFT level but also provides a tremendous 
advantage in reducing the consumption of computing resources. It is vividly illustrated in Figure 
8.1(a)(b), where the computation time of the calculations (normalized by the number of computing 
system cores) is depicted as a function of the number of atoms in the systems for both relaxation 
and single-point calculations. 

 
Figure 8.1. (a) The CPU hours used for the single-point energy calculations (dark grey circles) and 
optimizations (blue triangles) of the free-standing copper nanoparticles (NPs) as a function of the number of 
copper atoms in the particles. (b) The CPU hours used for optimization (blue triangles) and single-point 
energy calculations (dark grey circles) of MgO-supported copper NPs versus the number of atoms in the 
calculated systems. All the values are normalized by the number of computing system cores. The blue and 
dark grey lines represent the polynomial regression fitting of the plotted data for optimized and fixed-
geometry structures, respectively. The data presented in the plot “a” and “b” are gathered from the calculated 
values of Chapters 3 and 5 of this thesis, respectively. 

a) b)

Cu305/MgO 
(not converged) 
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The significant differences in the cost of the calculations between the relaxation and single-point 
calculations prove the excellent efficiency of the applied fixed-geometry models of the 
un/supported copper particles. The data shown are related to the results in Chapters 3 and 5 of this 
thesis. 

Indicating the efficiency of the applied models above, the findings throughout this thesis are 
summarized as follows: 

In the first part of this thesis, intermediates the particle size effect on the adsorption energy of 
oxygen atom on coinage metals copper, silver, and gold was studied. It was found that surface 
relaxation has a relatively small impact on oxygen adsorption compared to particle size changes. 
Thus it allows the use of single-point calculations, which are less expensive than optimization of 
the structures. Therefore, the trends in adsorption energies of larger particles were captured. All 
three metals represented identical trends in adsorption energies, where M13 clusters illustrated the 
strongest adsorption, M55 weakest adsorption energy, and the trend approached smoothly to the 
bulk limit reached for M309/M561 (2 nm to 2.5 nm). In addition, the quantum size effect on the smaller 
clusters was studied. Consequently, quite drastic changes in the oxygen adsorption energy (as much 
as 0.1 eV) on smaller clusters by adding or removing an atom to/from them were observed. 

The second part covered the results of relating the applied method (in the previous part) to other 
transition metals from groups 9 and 10 in the periodic table of elements. Again the oxygen 
adsorption energy was used as a descriptor to capture the trends in the results obtained from particles 
of different sizes. Reaching the bulk limits was observed at different sizes for each metal NPs.. 
Interestingly, M13 indicated the strongest oxygen adsorption energy for all the metals studied. In 
addition, the influence of spin polarization on the properties of the transition metal NPs, as well as 
the changes in the magnetic moments by changing the size of NPs were investigated. It was shown 
that spin polarization slightly influences oxygen adsorption energy calculated on transition metals 
NPs studied. 

The third part focused on the metal-support interactions from a systematic investigation using DFT 
calculations. This was done by investigating the influence of MgO as non-reducible oxide support 
and copper NPs of various sizes and shapes. It was shown that independent of the size and shape of 
the particles, the electronic effect of magnesia on the reactivity of Cu, measured by oxygen 
adsorption energy, is relatively small (about 0.1 eV). Only the adsorption site at the direct interface 
between Cu NPs and MgO, where the oxygen binds both to the support and the particle, illustrated 
a strong influence of the support. Introducing a nanowire model of MgO-supported metal (Cu) 
proved that such a model can represent supported (larger) copper nanoparticles. In addition,  a 
general prediction from the comparison between the size, shape, and support effect on oxygen 
adsorption energy on a catalyst was presented. It was concluded that the particle size effect has the 
highest influence (0.7 eV for particles smaller than 1 nm). In contrast, the shape effect, studied by 
the difference in adsorption sites, has a slightly smaller effect (0.4 eV), and the MgO has the 
slightest influence among the others (0.1 eV).  

In the fourth part, by benefiting from the utilized efficient models of metal NPs, adsorption energies 
of different intermediates in CO and CO2 hydrogenation reactions, such as O, C, H, CO, HCOO, 
OH, CH3O and H2COOH, were investigated. The highest deviation of ~0.2 eV between the 
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calculated results of the adsorption energies of different intermediates on copper and nickel particles 
provided by less expensive single-point calculations and relaxations of the structures were obtained. 
Based on this proof of the accuracy of the results, the calculated adsorption energies showed linear 
scaling relationships with the adsorption energy of the atom through which they bind to the metal 
particles. In addition, particle size effects on the calculated adsorption energies of intermediate were 
observed. 

The last part of this thesis sheds light on the influence of copper catalyst particle size on the CO2 
hydrogenation reaction is structure sensitive. Using DFT calculations on extended surface models 
revealed that the formation free energy of the main intermediate in CO2 hydrogenation, formate 
(HCOO), is endergonic on the corner and edge sites, which constitute the higher fraction of surface 
atoms in small particles. In contrast, formate's calculated formation free energy on the terrace sites, 
which fractionally are more dominant on larger particles, was found to be exergonic. Thus, it was 
indicated that the small copper nanoparticles, which possess more corner and edge sites on their 
surfaces, have a higher ratio of methanol formation than CO. 

In summary, this thesis efforted to shed light on essential topics in heterogeneous catalysis, 
specifically computational methods in catalysis. The results provided in this work are expected to 
pave the way toward modelling more complicated catalytic reactions and catalysts, as well as a 
better understanding of essential factors impacting methanol synthesis reaction. The presented 
findings concerned the particle size effect, the quantum size effect, and the different sizes at which 
different transition metals catalysts are expected to illustrate the bulk's properties can play essential 
roles in enhancing the performance of different catalytic reactions. Additionally, the influence of 
copper catalyst particle size on the activity and the selectivity of the catalyst, two important and 
hence mostly debated topics in methanol synthesis, was experimentally and theoretically 
demonstrated. Moreover, the studies on the influence of inert components (e.g., graphene) and non-
reducible oxides (e.g., MgO) as support materials revealed a slight influence of the support on the 
properties of the NPs, except for adsorption positions at the interface between the catalyst and the 
oxidic support. The presented work provided opportunities for future investigations and simulations 
of more complicated catalysts supported on reducible oxides (e.g., CeO2 or ZnO) in which the 
electron donation could play a more prominent role. In addition, the nature of support's impact on 
the electronic structure of the catalyst, concerning the interactions between the catalyst and the 
support, could be understood by the investigations of potential dispersion forces between them. 
Furthermore, it was shown that using even more efficient nanowire (NW) models of the catalysts 
accompanied by the generalized coordination number (GCN) descriptor can discriminate the 
adsorption sites and, consequently, describe the catalyst's particle shape effect. Lastly, it was shown 
that the particle size effect on the adsorption energies of different intermediates in CO2 
hydrogenation reaction combined with the scaling relations between the adsorption energies of the 
adsorbates could be helpful in predicting the behavior of copper catalysts with different sizes toward 
different intermediates with the benefit of lowering the cost of calculations using fixed-geometry 
models. 
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Figure A.1. The  calculated chemical potentials of the metals (𝜇𝑀𝑒𝑡𝑎𝑙) relative to the chemical potential of 
the metals bulks (𝜇𝑀𝑒𝑡𝑎𝑙

𝑏𝑢𝑙𝑘 ) as function of the number of metal atoms in the nanoparticles to the power of -1/3 
(𝑁𝑀𝑒𝑡𝑎𝑙

−1/3 ). The copper (Cu), silver (Ag), gold (Au), nickel (Ni), palladium (Pd), platinum (Pt), cobalt (Co), 
rhodium (Rh) and iridium (Ir) metals are shown in black, red, blue, green, purple, dark yellow, cyan, violet 
and grey colors shapes. The energies shown are in eV/atom. 

 

Figure A.2. The  calculated oxygen adsorption energy, Eads (O), on the spin-polarized and non-spin-polarized 
particles against the corresponding number of atoms, Natoms (lower abscissa) and the corresponding size of 
the particles (upper abscissa). The copper (Cu), silver (Ag), gold (Au), nickel (Ni), palladium (Pd), platinum 
(Pt), cobalt (Co), rhodium (Rh) and iridium (Ir) metals are shown in black, red, blue, green, purple, dark 
yellow, cyan, violet and grey colors shapes. The cross and plus shapes represent the calculated oxygen 
adsorption energies from spin-polarized and non-spin-polarized callculations, respectively. The solid and 
dashed-lines show the calculated oxygen adsorption energy of the spin-polarized and non-spoin-polarized 
calculations on the metals surfaces.
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Table A.3. Calculated total energies, Etot in eV, of the spin-polarized and non-spin-polarized calculations of 
different transition metalls nanoparticles, magnetic moments (B) (normalized b 

y the number of atoms) with and without oxygen adsorbed on the nanoparticles, difference of the total 
energies Etot, difference of the magnetic moments B. 

System Etot 
spin-polarized 

Etot 
non-spin-polarized 

Magnetic moment per atom 
[B] 

Etot B 
with 

adsorbate 
without 

adsorbate 
Cu bulk -14.97 -14.97 0.00 0.00 0.00 0.00 

Cu13 7.32 7.33 0.07 0.05 -0.01 0.02 

Cu55 1.97 1.97 0.02 0.00 0 0.02 

Cu147 -23.10 -23.12 0.00 0.00 0.02 0.00 

Cu309 -82.94 -82.94 0.00 0.00 0 0.00 

Cu561 -192.84 -192.85 – 0.00 0.01 – 

Ag bulk 26.13 26.13 0.00 0.00 0.00 0.00 

Ag13 18.85 18.84 0.03 0.00 0.01 0.03 

Ag55 58.15 58.14 0.00 0.00 0.01 0.00 

Ag147 135.01 134.98 0.00 0.00 0.03 0.00 

Ag309 257.52 257.39 0.00 0.00 0.13 0.00 

Ag561 436.16 436.05 0.00 0.00 0.11 0.00 

Au bulk -2.51 -2.51 0.00 0.00 0.00 0.00 

Au13 10.28 10.28 0.00 0.00 0 0.00 

Au55 17.91 17.90 0.00 0.00 0.01 0.00 

Au147 23.28 23.25 0.00 0.00 0.03 0.00 

Au309 19.44 19.36 0.00 0.00 0.08 0.00 

Au561 -1.88 -2.07 0.00 0.00 0.19 0.00 

Ni bulk -10.87 – 0.66 0.66 – 0.00 

Ni13 -84.73 – 0.77 0.61 – 0.16 

Ni55 -269.88 – 0.76 0.73 – 0.03 

Ni147 -616.46 – 0.7 0.69 – 0.01 

Ni309 -1175.93 – 0.68 0.68 – 0.00 

Ni561 -10.87 – 0.66 0.66 – 0.00 

Pd bulk -60.02 -59.75 0.33 0.42 -0.27 -0.09 

Pd13 -7.06 -6.96 0.15 0.43 -0.1 -0.28 

Pd55 -61.76 -61.60 0.27 0.26 -0.16 0.01 

Pd147 -200.304 -199.48 0.3 0.31 -0.824 -0.01 

Pd309 -462.37 -460.44 0.33 0.34 -1.93 -0.01 

Pd561 -887.06 -883.99 0.35 0.36 -3.07 -0.01 

Pt bulk -100.59 -100.59 0.00 0.00 0 0.00 

Pt13 -15.41 -14.96 0.16 0.46 -0.45 -0.30 

Pt55 -110.65 -110.35 0.4 0.40 -0.3 0.00 

Pt147 -345.48 -345.31 0.27 0.28 -0.17 -0.01 
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Pt309 -781.71 -781.21 0.25 0.26 -0.5 -0.01 

Pt561 -1482.61 -1482.60 – 0.03 -0.01 – 

Co bulk -30.98 – 1.72 1.69 – 0.03 

Co13 -174.22 – 2.07 2.08 – -0.01 

Co55 -511.81 – 1.853 1.89 – -0.04 

Co147 -1132.509 – 1.81 1.82 – -0.01 

Co309 -30.98 – 1.78 1.79 – -0.01 

Rh bulk -137.59 -137.59 0.00 0.00 0 0.00 

Rh13 -28.74 -24.62 1.15 1.46 -4.12 -0.31 

Rh55 -164.74 -162.72 0.94 1.03 -2.02 -0.09 

Rh147 -492.19 -492.09 0.16 0.16 -0.1 0.00 

Rh309 -1095.75 -1095.36 0.24 0.25 -0.39 -0.01 

Rh561 -2062.36 -2061.13 0.14 0.14 -1.23 0.00 

Ir bulk -192.17 -192.16 0.00 0.00 -0.01 0.00 

Ir13 -39.26 -35.77 1.83 1.90 -3.49 -0.07 

Ir55 -229.56 -229.11 0.4 0.45 -0.45 -0.05 

Ir147 -689.06 -689.06 0.00 0.00 0 0.00 

Ir309 -1525.71 -1525.71 0.00 0.00 0 0.00 

Ir561 -2863.31 -2863.29 0.03 0.03 -0.02 0.00 
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Table A.4. Unit cell sizes, coverages of different adsorbates on slabs and k-point grids of each calculated 
systems are depicted.   

Surfaces 

HCOO cis-COOH CO 

Unit cell Coverage 
(ML) 

k-point 
sampling Unit cell Coverage 

(ML) 
k-point 
sampling 

Unit 
cell 

Coverage 
(ML) 

k-point 
sampling 

Cu(100) 

(4×4) 0.12 3×3×1 (4×4) 0.12 3×3×1 (3×3) 0.11 4×4×1 (3×3) 0.22 4×4×1 
(3×3) 0.22 4×4×1 (2×2) 0.5 6×6×1 (2×2) 0.25 6×6×1 

(2×2) 0.5 6×6×1 (3×3) 
3×COOH 0.66 4×4×1 (2×2) 

2×CO 0.5 6×6×1 

(2×3) 0.66 4×6×1 (2×3) 
2×COOH 0.66 4×6×1 - - - 

(2×2) 
2×HCOO 1 6×6×1 (2×2) 

2×COOH 1 6×6×1 (1×1) 1 12×12×1 

          

Cu(110) 

(4×4) 0.12 3×3×1 (4×4) 0.12 3×3×1 (3×3) 0.11 4×4×1 

(3×3) 0.22 4×4×1 (3×3) 0.22 4×4×1 (2×2) 0.25 6×6×1 
(2×4) 
2×HCOO 0.5 6×3×1 (2×4) 

2×COOH 0.5 6×3×1 (2×2) 
2×CO 0.5 6×6×1 

(2×2) 
2×HCOO 1 6×6×1 (2×2) 

2×COOH 1 6×6×1 (1×1) 1 12×12×1 

          

Cu(111) 

(4×4) 0.12 3×3×1 (4×4) 0.12 3×3×1 
(3×3) 0.11 4×4×1 

(3×3) 0.22 4×4×1 (3×3) 0.22 4×4×1 

(2×2) 0.5 6×6×1 (2×2) 0.5 6×6×1 (3×3) 
2×CO 0.22 4×4×1 

(3×2) 
2×HCOO 0.66 4×6×1 (3×2) 

2×COOH 0.66 4×6×1 (2×2) 0.25 6×6×1 

(3×3) 
3×HCOO 0.66 4×4×1 (3×3) 

3×COOH 0.66 4×4×1 (2×2) 
2×CO 0.5 6×6×1 

(1×2) 1 12×6×1 (1×2) 1 12×6×1 (1×1) 1 12×12×1 

          

Cu(211) 

(3×6) 0.33 4×2×1 (3×6) 0.33 4×2×1 (3×3) 0.33 4×4×1 

(3×4) 0.5 4×3×1 (3×4) 0.5 4×3×1 (3×2) 0.5 4×5×1 

(3×3) 0.66 4×4×1 (3×3) 0.66 4×4×1 (3×3) 
2×CO 0.66 4×4×1 

(3×2) 1 4×5×1 (3×2) 1 4×5×1 (3×2) 
2×CO 1 4×5×1 
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Table A.5. Total energies of each of the calculated systems. All energies in eV. (a) in x and y direction. 

   Adsorbate 

   Formate cis-COOH CO 

Surfaces Sizea E Size E Size E Size E 

Cu(100) 

 

4×4 -22.1111 4×4 -44.7658 4×4 -43.8454 3×3 -25.1395 

3×3 -18.003 3×3 -35.09306 
3×3 -34.1766 

2×2 -18.2001 
2×2 -27.2331 

2×3 -12.4363 2×3 -53.37807 3×3 
(3×COOH) 

-77.6105 
2×2 

(2×CO) 
-30.9429 

2×2 -5.5257 2×2 -28.10359 
2×3 

(2×COOH) -51.5739 

1×1 -1.3813 
2×2 

(2×HCOO) 
-49.3798 

2×2 
(2×COOH) 

-48.3009 1×1 -13.4862 

         

Cu(110) 

 

4×4 -12.2079 4×4 -35.1978 4×4 -34.1882 3×3 -19.6398 

3×3 -6.8656 3×3 -29.8633 3×3 -28.8539 2×2 -15.8243 

2×4 -6.1029 
2×4 

(2×HCOO) 
-52.12319 

2×4 
(2×COOH) 

-50.14508 
2×2 

(2×CO) 
-28.7625 

2×2 -3.0506 2×2 
(2×HCOO) 

-49.0243 
2×2 

(2×COOH) 
-47.0684 1×1 -13.3442 

1×1 -0.7625 

         

Cu(111) 

 

4×4 -26.2532 4×4 -48.6733 4×4 -47.6981 3×3 -27.3015 

3×3 -14.7605 3×3 -37.1371 3×3 -36.1292 3×3 
(2×CO) 

-39.8089 

3×2 -9.8388 2×2 -28.9057 2×2 -28.0289 2×2 -19.1069 

2×2 -6.5573 
3×2 

(2×HCOO) 
-54.34907 

3×2 
(2×COOH) 

-52.7968 
2×2 

(2×CO) 
-31.5247 

1×2 -3.2789 3×3 
(3×HCOO) 

-81.5849 3×3 
(3×COOH) 

-79.2094 
1×1 -13.1757 

1×1 -1.6392 1×2 -49.5454 1×2 -24.0853 

         

Cu(211) 

 

3×6 -28.1207 3×6 -51.0394 3×6 -50.0979 3×3 -26.8508 

3×4 -18.7475 3×4 -41.6697 3×4 -40.7196 3×2 -22.1513 
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3×3 -14.0618 3×3 -36.98902 3×3 -36.0104 
3×3 

(2×CO) 
-39.6126 

3×2 -9.3660 3×2 -32.2313 3×2 -31.2294 
3×2 

(2×CO) 
-34.3138 

 

Table A.6. Zero-point energy corrections (ZPE), entropy contributions and total energies of gas-phase species 
and intermediates. (a) All values in eV. (b) H2(g) and CO2(g) are corrected by +0.09 eV and +0.41 eV, 
respectively, as described in reference[290]. (c) All values from reference[290], that is data based on Cu(211) 
and the BEEF-vdW functional. 

Intermediates E ZPEc Sc CpdTc 

HCOO* see Table A.5 0.624 0.000751 0.105 

CO* see Table A.5 0.192 0.000452 0.085 

Gas-phase species     

H2(g)b -7.072 0.270 0.001380 0.091 

CO2(g)b -18.003 0.320 0.002263 0.098 

CO(g) -12.074 0.130 0.02092 0.091 
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Acronyms 
ASE Atomic Simulation Environment 

B3LYP Becke, 3-parameter, Lee-Yang-Parr hybrid functional 

BEEF-vdW Bayesian Error Estimation Functional with van der Waals 

BEP Bronsted-Evans-Polanyi 

BLYP Becke, Lee-Yang-Parr hybrid functional 

CMS Computational Materials Science 

D1,D2,D3 Grimme’s dispersion corrections models 

DFT Density Functional Theory 

DOF Degree of Freedom 

GCN Generalized Coordination Number 

GGA Generalized Gradient Approximation 

GHG Greenhouse Gas 

HF Hartree-Fock 

HK Hohenberg-Kohn 

HOMO Highest Occupied Molecular Orbital 

IKFT Institute of Catalysis Research and Technology 

KIT Karlsruhe Institute of Technology 

KS Kohn Sham 

LCAO Local-Combination-of-Atomic-Orbitals 

LDA Local Density Approximation 

MAE Mean Absolute Error 

MOF Metal Organic Framework 

MTBE Metyl-tert-butylether 
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NPs Nanoparticles 

PAW Projected Augmented Wave 

PBE Perdew-Bruke-Enzerhof functional 

ppm Part per Million 

PW91 Perdew and Wang functional 

QMC Quantum Monte-Carlo 

QSE Quantum Size Effect 

RWGS Reverse Water Gas Shift reaction 

SAPT Symmetry-Adapted Perturbation Theory 

SMSI Strong Metal-Support Interactions 

TOF Turnover Frequency 

TPSS Tao, Perdew, Staroverov, and Scuseria functional 

VASP Vienna Ab initio Simulation Package 

vdW van-der-Waals 

WGS Water Gas Shift reaction 

XC Exchange-Correlation 

ZPE Zero Point Energy 
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