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## Abstract

In this PhD thesis on fine-grained algorithm design and complexity, we investigate output-sensitive and sublinear-time algorithms for two important problems.

1 Sparse Convolution: Computing the convolution of two vectors is a basic algorithmic primitive with applications across all of Computer Science and Engineering. In the sparse convolution problem we assume that the input and output vectors have at most $t$ nonzero entries, and the goal is to design algorithms with running times dependent on $t$. For the special case where all entries are nonnegative, which is particularly important for algorithm design, it is known since twenty years that sparse convolutions can be computed in near-linear randomized time $O\left(t \log ^{2} n\right)$.

In this thesis we develop a randomized algorithm with running time $O(t \log t)$ which is optimal (under some mild assumptions), and the first nearlinear deterministic algorithm for sparse nonnegative convolution. We also present an application of these results, leading to seemingly unrelated finegrained lower bounds against distance oracles in graphs.

2 Sublinear Edit Distance: The edit distance of two strings is a well-studied similarity measure with numerous applications in computational biology. While computing the edit distance exactly provably requires quadratic time, a long line of research has lead to a constant-factor approximation algorithm in almost-linear time. Perhaps surprisingly, it is also possible to approximate the edit distance $k$ within a large factor $O(k)$ in sublinear time $\widetilde{O}\left(\frac{n}{k}+\operatorname{poly}(k)\right)$.

We drastically improve the approximation factor of the known sublinear algorithms from $O(k)$ to $k^{o(1)}$ while preserving the $O\left(\frac{n}{k}+\operatorname{poly}(k)\right)$ running time.

## Zusammenfassung

In dieser Doktorarbeit über feinkörnige Algorithmen und Komplexität untersuchen wir ausgabesensitive Algorithmen und Algorithmen mit sublinearer Laufzeit für zwei wichtige Probleme.

1 Dünne Faltungen: Die Berechnung der Faltung zweier Vektoren ist ein grundlegendes algorithmisches Primitiv, das in allen Bereichen der Informatik und des Ingenieurwesens Anwendung findet. Für das dünne Faltungsproblem nehmen wir an, dass die Eingabe- und Ausgabevektoren höchstens $t$ Einträge ungleich Null haben, und das Ziel ist, Algorithmen mit Laufzeiten in Abhängigkeit von $t$ zu entwickeln. Für den speziellen Fall, dass alle Einträge nicht-negativ sind, was insbesondere für den Entwurf von Algorithmen relevant ist, ist seit zwanzig Jahren bekannt, dass dünn besetzte Faltungen in nahezu linearer randomisierter Zeit $O\left(t \log ^{2} n\right)$ berechnet werden können.

In dieser Arbeit entwickeln wir einen randomisierten Algorithmus mit Laufzeit $O(t \log t)$, der (unter milden Annahmen) optimal ist, und den ersten nahezu linearen deterministischen Algorithmus für dünne nichtnegative Faltungen. Wir stellen auch eine Anwendung dieser Ergebnisse vor, die zu scheinbar unverwandten feinkörnigen unteren Schranken gegen Distanzorakel in Graphen führt.

2 Sublineare Editierdistanz: Die Editierdistanz zweier Zeichenketten ist ein gut untersuchtes Ähnlichkeitsmaß mit zahlreichen Anwendungen in der Computerbiologie. Während die exakte Berechnung der Editierdistanz nachweislich quadratische Zeit erfordert, hat eine lange Reihe von Forschungsarbeiten zu einem Approximationsalgorithmus mit konstantem Faktor in fast-linearer Zeit geführt. Überraschenderweise ist es auch möglich, die Editierdistanz $k$ innerhalb eines großen Faktors $O(k)$ in sublinearer Zeit $\widetilde{O}\left(\frac{n}{k}+\operatorname{poly}(k)\right)$ zu approximieren.

Wir verbessern drastisch den Approximationsfaktor der bekannten sublinearen Algorithmen von $O(k)$ auf $k^{o(1)}$ unter Beibehaltung der $O\left(\frac{n}{k}+\operatorname{poly}(k)\right)$ Laufzeit.
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## Preface

In this thesis I present five publications related to sparse convolutions [58, 61, 60, 2] and sublinear edit distance [56]. During my PhD I have worked on some other projects besides these five. In [98] we have proved that it is \#P-hard to compute certain mathematical constants called plethysm coefficients; this problem is of importance in algebraic complexity theory. In [59] we have established a fine-grained classification of a natural class of polynomial-time decision problems, inspired by Schaefer's seminal classification theorem. Then, in two follow-up papers [55, 54], we have generalized this class to optimization problems and have proved several completeness and classification results. As an extension to our sublinear-time algorithm for edit distance [56], in [57] we have designed an algorithm that first preprocesses one of the strings (or both strings) in almost-linear time and then approximates the edit distance in time $(n / k+k)^{1+o(1)}$ (or time $k^{1+o(1)}$, respectively).

This is a complete list of my publications at the time of submitting this thesis (including my undergraduate thesis [97]):
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## 1 Introduction

The overarching goal of the theory of computation is to classify each problem as either easy or hard-in terms of running time, space complexity or other resource requirements. Our strategies to prove easiness and hardness differ: On the one hand, algorithm design sets out to prove upper bounds by finding better and better algorithms. On the other hand, the goal of complexity theory is to prove hardness of problems either unconditionally or, more commonly, by means of reductions. Algorithm design and complexity theory often work hand-in-hand-for instance, it is not uncommon that a failed attempt for a hardness reduction turns into a surprising algorithm.

Historically, the most successful notion of easy and hard is polynomial-time solvability and NP-hardness: A problem is easy if it has a polynomial-time algorithm and hard if a polynomial-time algorithm for the problem would contradict the important $\mathrm{P} \neq \mathrm{NP}$ conjecture by means of a polynomial-time reduction. This classical view on algorithms and complexity has lead to a rich landscape of easy and hard problems. A major drawback of this approach is the inherent insensitivity with respect to different polynomial running times. For instance, we cannot distinguish "easy" problems with best-possible linear running time $\Theta(n)$ from "easy" problems with best-possible running time $\Theta\left(n^{100}\right)$. However, these running times differ significantly, both from a theoretical and a practical perspective.

From Coarse-Grained to Fine-Grained. This is the starting point and motivation of the relatively new field fine-grained complexity theory, with the goal to pinpoint the exponents of polynomial-time problems. This typically means that a problem can be solved in time $O\left(n^{\alpha}\right)$ for some exponent $\alpha$ (often by a naive algorithm), but that any algorithm with running time $O\left(n^{\alpha-\epsilon}\right)$ with $\epsilon>0$ would contradict a fine-grained hypothesis. ${ }^{1}$

Beginning ten years ago, in a couple of landmark results this field has successfully determined the best-possible running time of many important problems. The list includes string problems such as Edit Distance [28] and Longest Common Subsequence [1, 63], geometric problems such as Collinearity testing [101] and Fréchet Distance [53], graph problems including computing the graph radius [5] and approximating the graph diameter [183], and many more. See [202] for a detailed survey. In even more recent times the theory is applied also to dynamic algorithms, quantum algorithms and cryptography.

Similar to the theory of NP-hardness, these aforementioned hardness results are conditioned on a small set of believable hypotheses, mostly concerning the fundamental Satisfiability, 3-SUM and APSP problems. The fine-grained analogue of polynomial-time reductions are fine-grained reductions that pay particular attention to the running time overhead due to the reduction.

From Fine-Grained to Finer-Grained. This leaves us with an acceptable state of affairs for most problems. But again, there are "easy" problems that are "easier" than others. For instance, the established fine-grained view on algorithms does not distinguish problems solvable in linear time $O(n)$, in near-linear time $\widetilde{O}(n)=$ $n(\log n)^{O(1)}$ or in almost-linear time $n^{1+o(1)}$. Can we distinguish these running times, or does the story end here?

The perhaps most obvious way to obtain further speed-ups is to improve the lower-order factors. In most cases, this means reducing the number of log-factors which is often called the art of log-shaving [69]. On the complexity side, it is possible to define analogous finer-grained reductions that preserve the number of logfactors. These reductions are much less common though-unfortunately, while there are several well-established hypotheses about the polynomial running times of problems, we are lacking hypotheses about the exact number of log-factors. One
${ }^{1}$ Note that these hardness results leave room for subpolynomial $n^{o(1)}$ algorithmic improvements. And indeed, for many central fine-grained problems it is known how to achieve substantial savings up to $2^{\sqrt{\log n}}=n^{o(1)}$ [201, 72].
rare exception is the hypothesis that computing the Discrete Fourier Transform requires time $\Omega(n \log n)$, and as one of the main results in this thesis, we present a finer-grained reduction under this hypothesis (see Theorem 1.2). Another example of finer-grained reductions in the literature, with a different flavor, is that shaving a certain number of log-factors from the $O\left(n^{2}\right)$ running time of computing the edit distance between two strings leads to new circuit lower bounds [6].

Putting lower-order factors aside, can we obtain more substantial improvements? It seems that the story indeed ends here, as most problems of size $n$ require time $\Omega(n)$ (simply to read the input or to write the output). Therefore, in most cases an almost-linear time algorithm is optimal (up to lower-order factors). In this thesis, we focus on two natural situations where designing faster algorithms is nevertheless possible.

### 1.1 Output-Sensitive Algorithms

One way to achieve algorithms faster than linear time is to consider cases where input and output are sufficiently sparse. When the input is sparsely encoded with size in and the output is sparsely encoded with size out, the former lower bound becomes $\Omega$ (in + out ), which, in many cases, is much faster than $\Omega(n)$ for worstcase input and output-size. Input-sensitive algorithms are omnipresent, and it is similarly natural to consider output-sensitive algorithms.

Input-Sensitive Algorithms. Representing inputs sparsely is so natural that we rarely ever explicitly say "input-sensitive" algorithms. For graph problems, for example, the dense representation by adjacency matrices inherently leads to algorithms with running time $\Omega\left(n^{2}\right)$, while many graphs in theory and practice have significantly fewer edges, $m \ll n^{2}$. In these numerous cases, the more reasonable approach is to represent graphs sparsely by adjacency lists which allows many problems to be solved in almost-linear time $m^{1+o(1)}$ (such as Single-Source Shortest Paths using Dijkstra's algorithm, or Maximum Flow [78], to name some fundamental examples).

Other examples of inputs that are commonly represented sparsely are matrices, polynomials, databases and even strings (such as the sparse pattern matching problem [84]).

Output-Sensitive Algorithms. It is equally natural, but slightly less common, to consider problems where the output is encoded sparsely. Obviously, for problems with negligibly small output size (in particular, for decision problems) it does not make sense to think about output-sensitive algorithms. Instead, think about problems where the output is at least as large as the input. Typical examples include listing or enumeration problems, for which it is desirable, especially from a practical perspective, to achieve running times of the form $O(f(i n)+o u t)$.

One example is to list, in a given graph, all subgraphs of a certain pattern. For instance, we can list all 4-cycles in time $\widetilde{O}\left(m^{4 / 3}+o u t\right)$ [130, 7]. (As a side result of this thesis we prove a matching conditional lower bound in Theorem 1.12.)

Another natural example is (a variant of) the well-studied Subset Sum problem: Given a set of $n$ positive numbers $x_{0}, \ldots, x_{n-1}$ and a target $\tau$, list all numbers $x \in[0 . . \tau]$ that can be expressed as subset sum $x=\sum_{i \in I} x_{i}$ for some $I \subseteq[n]$. This problem requires time $\Omega(\tau)$ just to produce the worst-case output. However, for instances where the output list is significantly smaller than $\tau$, the problem can be solved in time $O\left(n+\right.$ out $\left.^{4 / 3}\right)$ [66].

The first major part of this thesis is concerned with the fundamental problem of multiplying two integer polynomials $A, B$ of degree $n$. Using the Fast Fourier Transform, we can compute the product in near-linear time $\widetilde{O}(n)$, and this problem clearly requires time $\Omega(n)$ both for reading the input and writing the output. However, when the input and output polynomials are represented sparsely (as a list of nonzero coefficients), it is in fact possible to multiply polynomials in
time $\widetilde{O}($ in + out $)[84,164]$. We also call this the sparse (integer) convolution problem. In the upcoming sections, we will thoroughly treat sparse convolutions in several nuanced settings.

### 1.2 Sublinear-Time Algorithms

In the previous section we have surveyed several examples of algorithms running in better-than-worst-case time for sparse inputs (and outputs). However, even sparsity-sensitive algorithms can never beat the unconditional barrier $\Omega$ (in + out ). Recall that for exact problems changing a single bit in the input may generally lead to drastically different outputs, and therefore any correct algorithm necessarily has to probe all input bits.

For approximations on the other hand, it is a priori not clear whether the same lower bound applies: Changing a single bit in the input may lead to a different, but approximately equal output. In some cases, it is therefore possible to read the input only partially and obtain truly sublinear algorithms. The field investigating what approximations can be achieved in sublinear time is called property testing [113, $112] .{ }^{2}$

A toy example is to count the number of 1's in a bit-vector. Any exact algorithm requires $n$ probes, where $n$ is the length of the vector. However, using only a constant number of queries into the vector, we can compute the number of 1's up to an additive approximation error $\epsilon n$, for any constant $\epsilon>0$.

Perhaps surprisingly, property testing can be successfully applied to much more difficult tasks, say in the context of string problems. Consider for instance the Longest Increasing Subsequence (LIS) problem: Given a string over an ordered alphabet, determine the length of the longest increasing subsequence, that is, the longest (not necessarily consecutive) subsequence with increasing characters. It is well-known that this problem can be solved in time $O(n \log n)$ where $n$ is the length of the given string [156], and any algorithm requires time $\Omega(n)$ to read the input. But is there hope for faster approximation algorithms? The answer depends on the length $k$ of the LIS. Note that $k=1$ if and only if the given string is monotonically decreasing. Therefore, any better-than-2 approximation must test whether the input is monotonically decreasing which requires $\Omega(n)$ probes. More generally, computing a constant-factor (or subpolynomial $n^{o(1)}$-factor) approximation requires time $\Omega(n / k)$ (up to subpolynomial factors, respectively). We can therefore only hope to get sublinear-time algorithms for super-constant $k$. And indeed, as the final result in a series of papers [187, 185, 160, 166, 23], Andoni, Nosatzki, Sihna and Stein [23] ${ }^{3}$ recently proved that an $n^{o(1)}$-approximation of the LIS can be computed in almost-optimal time $O(n / k)$.

As the second direction of this thesis, we study the related problem of approximating the edit distance of two given strings in sublinear time. We similarly achieve that an $n^{o(1)}$-approximation can be computed in time $O(n / k+\operatorname{poly}(k))$, where $k$ is the edit distance of the given strings (see Theorem 1.15). This is sublinear for sufficiently small $k$ and almost-optimal in this regime by a similar argument as for LIS.

Organization. In the following sections we describe our results in more detail. Section 1.3 is concerned with our output-sensitive algorithms for sparse convolution. In Sections 1.4 and 1.5 we present two applications of fast (sparse) convolution algorithms in fine-grained complexity and algorithm design. Section 1.6 states our result for sublinear-time edit distance.
${ }^{2}$ The typical view on property testing is slightly different: A property testing problem is to decide whether an input satisfies a property or is "far" from satisfying the property, in the sense that a significant fraction of input bits must change to satisfy the property.
${ }^{3}$ To obtain this statement, guess $k$ up to a factor 2 and plug in $\lambda=k n^{o(1)-1}$ into their main theorem [23]. For a sufficiently large o(1) term, the running time is $O(n / k)$ and the approximation factor is $\lambda^{-o(1)} \leq n^{o(1)}$. Their theorem requires that $\lambda=o(1)$, so if instead $\lambda=\Omega(1)$ the algorithm can simply report " $n$ " which is an $n^{o(1)}$-approximation of the length of the LIS.
${ }^{4}$ In fact, the FFT evaluates the discrete Fourier transform (DFT) in near-linear time. However, it is known that computing convolutions of vectors where the entries are nonnegative integers, integers and complex numbers, and the computation of DFTs are computationally equivalent, as each one can be reduced to the other. The nonnegativity assumption can be removed by appropriately increasing all entries. For the equivalence of computing convolutions and DFTs we remark that it is standard to express convolutions using DFT and inverse DFT, and the reverse direction is known as well [49] (assuming complex exponentials can be evaluated in constant time). See also [109, pp. 213-215].
${ }^{5}$ Simply take the vectors $A, B$ to be the indicator vectors of the sets $X, Y$.

### 1.3 Sparse Convolution

The first major contribution of this thesis is a collection of algorithms for the sparse convolution problem. We begin with some context on how computing (dense) convolutions finds applications in algorithm design and beyond.

Dense Convolution. The convolution of two integer vectors $A, B$ is the integer vector $A \star B$ which is defined coordinate-wise by $(A \star B)[k]=\sum_{i+j=k} A[i] \cdot B[j]$. Computing convolutions of integer vectors $A, B$ is a fundamental computational primitive, which arises in several disciplines of science and engineering. It has been a vital component in fields like signal processing, deep learning (convolutional neural networks) and computer vision. As computing convolutions of integer vectors is in fact the same problem as multiplying two integer polynomials, this is also one of the most central problems in computer algebra.

In a breakthrough result from 1965, Cooley and Tukey [85] discovered the fundamental Fast Fourier Transform (FFT) which solves the convolution problem in near-linear time $O(n \log n)$, where $n$ is the length of $A$ and $B .{ }^{4}$ This algorithm had revolutionary consequences for all the aforementioned areas, and was praised as one of the "top-10 algorithms of the 20th century" [88]. Inside algorithm design the FFT became the algorithmic thrust for various state-of-the-art algorithms. The list includes many "additive problems" such as $k$-SUM [71], Subset Sum [52, 142, 129, 66, 64, 27], but also string problems [96, 10, 124, 84] and many others.

For these applications it often suffices to deal with nonnegative convolution, where the vectors $A, B$ have nonnegative entries. In fact, for many applications it suffices to solve the even simpler Boolean convolution problem-here, the vectors $A, B$ have $0-1$ entries and the task is to compute the vector $A \otimes B$ with entries $(A \otimes B)[k]=\bigvee_{i+j=k} A[i] \wedge B[j]$. To convey a feeling on how computing Boolean and nonnegative convolutions can be handy in algorithms design, we present details on three typical applications.

Application 1: Sumsets. The Boolean convolution problem of length- $n$ vectors is equivalent to the computation of the sumset $X+Y=\{x+y: x \in X, y \in Y\}$ of two given sets $X, Y \subseteq[n] .{ }^{5}$ This interpretation shows up often in $k$-SUM $[71,2,130]$ and Subset Sum [52, 142, 66, 64] algorithms (for instance, the central 3-SUM problem can be seen as the problem of testing $0 \in X+Y+Z$ for three given sets $X, Y, Z)$.

We later present a scenario where an algorithm for structured 3-SUM constitutes the backbone of a series of conditional hardness results against seemingly unrelated graph problems; see Section 1.4 (with details in Chapter 5).

Application 2: String Algorithms. Another successful application of nonnegative convolution is in the area of string problems, specifically pattern matching problems. This connection was first discovered by Fischer and Paterson [96]. The possibly simplest example is the Sliding-Window Hamming Distance problem over small (say, binary) alphabets [10]. In this problem the task is to compute the Hamming distance (i.e., the number of mismatching characters) from a short pattern $P \in\{0,1\}^{m}$ to all possible length- $m$ windows in a longer text $T \in\{0,1\}^{n}$. By appropriately encoding $P$ and $T$ into bit-vectors of length $O(n)$, we can read off the Hamming distances to all windows from the convolution vector.

Application 3: The Partition-and-Convolve Design Paradigm. As another systematic application, Boolean and nonnegative convolution form the essential ingredients to the partition-and-convolve design paradigm. The typical task for a problem approachable by a partition-and-convolve algorithm is to check for solutions of all prescribed sizes $k$. The standard approach for these problems is to come up with an appropriate dynamic program. The improved idea behind the partition-and-convolve paradigm is to partition the search space into (usually) two parts, each of which is solved recursively. In this way, a size-k solution to the original problem is split into two parts of sizes $i, j$ such that $i+j=k$. Therefore, to
check whether there exists a size- $k$ solution to the original problem we recombine the recursive computations by a Boolean convolution. This approach is very flexible and can also be applied to other convolution-type problems; for instance, using nonnegative convolutions in place of Boolean convolutions corresponds to counting solutions of all prescribed sizes.

With an even more flexible adaption of this approach, we may even attempt to speed-up the computation of more general dynamic programs (DPs). The procedure is simple: Figure out how we can combine, say, two independent halves of the DP table in one shot. Hopefully the combination rule looks like a convolution problem—possibly with operations other than the usual integer addition and multiplication. If that is the case, it remains to design a nontrivial algorithm for the new convolution-type problem. In Section 1.5 (with details in Chapter 6) we give an example where this approach succeeded to design faster algorithms for a scheduling problem.

Faster Than Fast Fourier Transform? Given these various applications, it is natural and important to ask whether the $O(n \log n)$ running time is necessary or whether this running time can be improved? The trivial lower bound for dense vectors is $\Omega(n)$, so a logarithmic gap remains. It is widely conjectured that this log-factor is necessary but the evidence is scarce. For instance, there are lower bounds in restricted models [12] and there is a connection to the network coding conjecture [11].

Since progress in terms of lower-order factors seems out of reach, can we nevertheless compute convolutions faster?

Sparse Convolution. Suppose that the input and output vectors $A, B$ and $A \star B$ are sparse. ${ }^{6}$ Can we design output-sensitive algorithms where we analyze the running time in terms of $t$, the combined number of nonzero entries in $A, B$ and $A \star B$ ? Note that in the Boolean and nonnegative cases, $t$ is dominated by the number of nonzero entries in $A \star B$.

The need for such a primitive appears in many situations, specifically in algorithms for variants of $k$-SUM and Subset Sum [71, 66, 65], several string problems including sparse wildcard matching, geometric pattern matching [67, 84] and block-mass pattern matching [17] and the fine-grained complexity of some graph problems [2, 130]. These types of problems have been investigated by different communities, including not only fine-grained complexity and string algorithms, but also computer algebra [180] and compressed sensing [118, 100], and they are very closely related to the famous sparse recovery problem, see e.g. [104, 100].

We start with a review about the most relevant literature on sparse convolutions prior to our work, separated into randomized and deterministic algorithms.

Randomized Algorithms for Sparse Convolution. A large body of work addresses this problem [163, 84, 179, 161, 121, 25, 71, 180, 164, 108, 61]. As a first breakthrough result, Cole and Hariharan showed that sparse nonnegative convolutions can indeed be computed in near-linear time in $t$ [84]. Their result is a randomized Las Vegas algorithm in time $O\left(t \log ^{2} n\right)$. Subsequent work improved upon this result by removing the nonnegativity assumption: With a Monte Carlo algorithm in the same running time $O\left(t \log ^{2} n\right)$ [164], or with bitcomplexity $\widetilde{O}(t \log n)[108]^{7}$. While Cole and Hariharan's algorithm uses a mix of complicated machinery, these algorithms rely on a relatively simple hashingbased approach.

Another more algebraic approach to sparse convolution algorithms is via polynomial evaluation and interpolation. At the heart of this approach lies an old algorithm called Prony's method [177] which allows to efficiently interpolate a sparse polynomial. ${ }^{8}$ This algorithm involves heavy algebraic computations that can be implemented in randomized time $\widetilde{O}\left(t \log ^{2} n\right)$ [180].
${ }^{6}$ In this setting we have to be careful how to represent the vectors: For dense convolutions we could simply write down the vectors as arrays of length $n$. For sparse convolutions we will represent the vectors as a list of (index, entry)pairs for all nonzero entries.
${ }^{7}$ It seems that in the standard word RAM model with word size $\Theta(\log n)$ their algorithm would run in randomized time $O\left(t \log ^{5} t\right.$ polyloglog $\left.n\right)$.
${ }^{8}$ Formally, Prony's method allows to recover a $t$-sparse polynomial from $2 t$ given evaluations at carefully chosen evaluation points. We give a quick overview of Prony's method in Section 2.3.

This research is closely related to the extensively studied sparse Fourier transform problem, see e.g. [103, 106, 118, 125, 126]. Indeed, one can obtain a sparse convolution algorithm with running time $O\left(t \log ^{2} n\right)$, albeit with a more complicated algorithm and under the assumption that complex exponentials can be evaluated in constant time, by combining the state-of-the-art sparse Fourier transform with the semi-equispaced Fourier transform, see Section 2.4.

In summary: On the one hand the known upper bounds are $O\left(t \log ^{2} n\right)$ [84, 164] or $O\left(t \log ^{5} t\right.$ polyloglog $\left.n\right)$ [108]. On the other hand, the most plausible lower bound is $\Omega(t \log t)$ which transfers from FFT. It is natural to ask whether this gap can be closed:

Question 1: Can sparse nonnegative convolutions be computed in (randomized) time $O(t \log t)$ ?

Deterministic Algorithms for Sparse Convolution. In terms of deterministic algorithms, the state of affairs is worse. The first nontrivial deterministic result for sparse nonnegative convolution is a data structure that, after preprocessing one of the vectors in time $\Theta\left(t^{2}\right)$, computes the convolution with any given query vector in near-linear time $O\left(t \log ^{3} t\right)$ [18]. Later, Chan and Lewenstein [71] devised a deterministic algorithm running in time $t \cdot 2^{O(\sqrt{\log t \log \log n)} \text {, without preprocess- }}$ ing. Their algorithm is limited in the sense that it expects as an additional input the support (i.e., the set of nonzero coordinates) of $A \star B$. This assumption can be removed as shown by Bringmann and Nakos [65]; in Section 2.6 we provide more details. In summary, the state-of-the-art deterministic algorithms for computing sparse nonnegative convolutions either require heavy precomputations or fail to achieve near-linear time $O(t$ polylog $n)$. We therefore ask:

Question 2: Can sparse nonnegative convolutions be computed in deterministic time $O(t$ polylog $n)$ ?

### 1.3.1 Machine model

In the context of log-factor improvements we have to carefully consider the machine model of our algorithms. Throughout this thesis we employ the standard word RAM model where the word size $w$ is logarithmic in the input size of the respective problem. In particular, for the sparse convolution problem we assume that the words have size $w=\Theta(\log n+\log \Delta)$, where $\Delta$ is the largest entry in the given vectors. In this way we can perform basic arithmetic and operations on entries and indices in constant time.

### 1.3.2 Time-Optimal Sparse Nonnegative Convolution

In two papers [61,60] we have answered both questions positively. In [61] we design the following novel Monte Carlo algorithm for nonnegative sparse convolution.

Theorem 1.1 (Time-Optimal Sparse Nonnegative Convolution). There is a randomized algorithm to compute the convolution of two nonnegative vectors $A, B \in \mathbf{N}^{n}$ in time $O(t \log t+\operatorname{polylog}(n \Delta))$ and with error probability $2^{-\sqrt{\log t}}$, where $t=\|A \star B\|_{0}$ and $\Delta=\|A \star B\|_{\infty}$.

This result affirmatively answers Question 1 for $t \gg \operatorname{polylog}(n \Delta)$, by a randomized algorithm. In fact, our algorithm can be phrased as a reduction from the
sparse case to the dense case of nonnegative convolution. In the following, we denote by $D_{\delta}(n)$ the running time of a randomized algorithm for dense nonnegative convolution with failure probability $\delta$ (for any $\delta \geq 0$ ). For convenience this notation hides the dependence on $\Delta$. In the sparse setting, where we denote the output size by $t$, we will denote by $S_{\delta}(t)$ the running time of a randomized algorithm for sparse nonnegative convolution with failure probability $\delta$; this hides the dependence on $n$ and $\Delta$. In this language, our main result is the following theorem. ${ }^{9}$

Theorem 1.2 (Sparse and Dense Nonnegative Convolution Are Equivalent). Any randomized algorithm for dense nonnegative convolution with running time $D_{\delta}(n)$ and error probability $\delta>0$ can be turned into a randomized algorithm for sparse nonnegative convolution with error probability $\delta$ running in time

$$
S_{\delta}(t)=O\left(D_{\delta}(t)+t \log ^{2}(\log (t) / \delta)+\operatorname{polylog}(n \Delta)\right) .
$$

Since $D(t)=O(t \log t)$ (by the Fast Fourier Transform), setting $\delta=2^{-\sqrt{\log t}}$ yields time $O(t \log t+\operatorname{polylog}(n \Delta))$, which proves Theorem 1.1. Furthermore, any future algorithmic improvement for the dense case automatically yields an improved algorithm for the sparse case by our reduction. In fact, under the mild conditions that $t \gg \operatorname{polylog}(n \Delta)$ and that the optimal running time $D_{1 / 3}(t)$ is $\Omega\left(t(\log \log t)^{2}\right)$, we obtain an asymptotic equivalence with respect to constanterror randomized algorithms:

》 $S_{1 / 3}(t)=O\left(D_{1 / 3}(t)\right)$ holds by Theorem 1.2 and the mild conditions, and
> $D_{1 / 3}(t)=O\left(S_{1 / 3}(t)\right)$ holds since the sparse case trivially is a special case of the dense one.

We prove Theorems 1.1 and 1.2 in Chapter 4.

### 1.3.3 Deterministic Sparse Nonnegative Convolution

In [60] we have again studied sparse nonnegative convolution; this time from the perspective of deterministic algorithms. We answer Question 2 by a near-lineartime algorithm that improves upon the previously best time $t \cdot 2^{O(\sqrt{\log t \log \log n})}$, obtained by [71, 65].

Theorem 1.3 (Deterministic Sparse Nonnegative Convolution). There is a deterministic algorithm to compute the convolution of two nonnegative vectors $A, B \in \mathbf{N}^{n}$ in time $O(t \operatorname{polylog}(n \Delta))$, where $t=\|A \star B\|_{0}$ and $\Delta=\|A \star B\|_{\infty}$.

As a corollary we can efficiently derandomize known algorithms for several problems which use sparse nonnegative convolution as a subroutine. For all these applications, we can simply replace the former randomized algorithms with our deterministic one in a black-box manner. Of course, for the same derandomization we could alternatively use the $t \cdot 2^{O(\sqrt{\log t \log \log n)}}=t \cdot n^{o(1)}$-time algorithm from [71, 65] and therefore our contribution can alternatively be seen as improving the best deterministic time from $T^{1+o(1)}$ to $\widetilde{O}(T)$. Specifically, we obtain improvements for the following problems:
> Output-Sensitive Subset Sum:
Given a set $X$ of integers and a threshold $\tau$, compute the set $S$ of all numbers less than $\tau$ which can be expressed as a subset sum of $X$. The best-known randomized algorithm runs in time $\widetilde{O}\left(|S|^{4 / 3}\right)$ [66], and it can be derandomized in same running time.
> N-fold Boolean Convolution:
Given $N$ Boolean vectors $A_{1}, \ldots, A_{N} \in\{0,1\}^{n}$, compute their Boolean convolution $A_{1} \otimes \cdots \otimes A_{N}$ (with or without wrap-around) in input-plus output-sensitive time. It was recently shown that this problem can be solved in randomized near-linear time $O(t$ polylog $n)$ [65]. Our derandomization achieves the same
${ }^{9}$ To be precise, we should take the dependence on $\Delta$ (and n) into account. Expressing the running time for the dense case as $D_{\delta}(n, \Delta)$ and for the sparse case as $S_{\delta}(t, n, \Delta)$, our reduction actually shows that

$$
\begin{aligned}
& S_{\delta}(t, n, \Delta) \\
& \quad=O\left(D_{\delta}(t, \operatorname{poly}(n \Delta))\right) \\
& \quad+O\left(t \log ^{2}(\log (t) / \delta)\right) \\
& \quad+\operatorname{polylog}(n \Delta)
\end{aligned}
$$

running time. This yields a new deterministic near-linear-time algorithm for Modular Subset Sum which is rather different from the known ones [27], as discussed in [65].
> Block-Mass Pattern Matching:
Given a length- $n$ text $T$ and a length- $m$ pattern $P$ over the alphabet $\mathbf{N}$, the task is to output all possible indices $0 \leq k_{0} \leq \cdots \leq k_{m} \leq n$ such that $P[i]=\sum_{k_{i} \leq j<k_{i+1}} T[j]$ for all positions $i \in[m]$. Building on the data structure from [18], this problem is known to be solvable in deterministic time $\widetilde{O}(n+m)$ after preprocessing the text in time $O\left(n^{2}\right)$ [17]. The preprocessing time was later reduced to $O\left(n^{1+\epsilon}\right)$, for any $\epsilon>0$ [71]. We entirely remove the necessity to precompute and thereby reduce the total running time to $\widetilde{O}(n+m)$.
> 3-SUM in Special Cases:
In a breakthrough paper, Chan and Lewenstein [71] used sophisticated techniques to obtain randomized and deterministic subquadratic algorithms for a variety of problems related to 3-SUM, such as bounded monotone twodimensional 3-SUM, bounded monotone (min, +)-convolution, clustered integer 3-SUM, etc. The precise running time of their deterministic algorithm for these problems is $O\left(n^{1.864}\right)$. Here we remove an $o(1)$ overhead in the exponent which is invisible due to rounding the constant in the exponent.

We give a detailed proof of Theorem 1.3 in Chapter 3.

### 1.3.4 Las Vegas Algorithms for Sparse Nonnegative Convolution

In addition to our new deterministic algorithm, in [60] we also improve the state-of-the-art Las Vegas algorithms for sparse nonnegative convolution in two regards: simplicity and efficiency. In fact, to the best of our knowledge the only known Las Vegas algorithm is due to Cole and Hariharan [84]; all randomized algorithms published later have only Monte Carlo guarantees [179, 25, 180, 164, 108, 61]. The expected running time of [84] is $O\left(t \log ^{2} n\right)$ and moreover, they prove the additional guarantee that their algorithm terminates in time $O\left(t \log ^{2} n\right)$ with high probability $1-\frac{1}{n}$. However, the algorithm is very complicated, involves various string problems as subtasks and the precomputation of a large prime number. We provide an accessible alternative with the same theoretical guarantees; the simplest version can be summarized in 13 lines of pseudocode (Algorithm 3.1 on Page 59).

Theorem 1.4 (Simple Las Vegas for Sparse Nonnegative Convolution). There is a Las Vegas randomized algorithm to compute the convolution of two nonnegative vectors $A, B \in \mathbf{N}^{n}$ in expected time $O\left(t \log ^{2} t\right)$, where $t=\|A \star B\|_{0}$. Moreover, with probability $1-\delta$ the running time is bounded by $O\left(t \log ^{2}(t / \delta)\right)$.

In comparison to Cole and Hariharan's algorithm, our algorithm runs slightly faster in expectation (at least if $t<n$ ) and achieves the same high-probability guarantee (indeed, by setting $\delta=\frac{1}{n}$ the running time is bounded by $O\left(t \log ^{2} n\right)$ with probability at least $1-\frac{1}{n}$ ). We further show how to reduce the expected running time, achieving optimality up to a log log factor.

Theorem 1.5 (Fast Las Vegas for Sparse Nonnegative Convolution). There is a Las Vegas randomized algorithm to compute the convolution of two nonnegative vectors $A, B \in \mathbf{N}^{n}$ in expected time $O(t \log t \log \log t)$, where $t=\|A \star B\|_{0}$.

Assuming that FFT-time $O(n \log n)$ is best-possible for computing dense convolutions, the best-possible algorithm for computing sparse convolutions requires time $\Omega(t \log t)$. Hence, our algorithm is likely optimal up to the $\log \log t$ factor. The proofs of these theorems are deferred to Chapter 3.

### 1.3.5 Open Problems

Our work on sparse convolutions raises a plethora of open problems that we discuss in the following.

1 Are there better randomized algorithms?
There are at least three interesting directions:
1a Can the error probability of the $O(t \log t)$ algorithm be reduced?
Specifically, can Theorem 1.1 be improved from $\delta=2^{-\sqrt{\log t}}$ to $1 / \operatorname{poly}(t)$ or even $1 / \operatorname{poly}(n)$ ?
10. Is there a Las Vegas algorithm in expected time $O(t \log t)$ ?

That is, can we shave the $\log \log t$ factor from Theorem 1.5? While the tricks from Theorem 1.4 can be worked into parts of our $O(t \log t)$ Monte Carlo algorithm, the algorithm involves some other steps that seem hard to verify.

1c Can the polylog( $n \Delta$ ) term in Theorem 1.2 be removed?
This would make the algorithm efficient also for very small $t$. We believe that a quite different approach would be necessary, since already for finding a prime field large enough to store $n$ and $\Delta$, or for computing a single multiplicative inverse in such a prime field, the fastest algorithms that we are aware of run in time $O(\operatorname{polylog}(n \Delta))$, even for the word RAM model.

2 Are there better deterministic algorithms?
The best deterministic time we achieve is $O\left(t \log ^{5}(n \Delta)\right.$ polyloglog$\left.(n \Delta)\right)$; is it possible to reduce the number of log factors, and can we remove the dependence on $n$ and $\Delta$ ?

3 Can any of our algorithms be extended to sparse integer convolution?
The critical difference between integer and nonnegative convolution is that many terms in the convolution can cancel. As an extreme case, there are dense integer vectors $A, B$ such that $A \star B$ is 2 -sparse. ${ }^{10}$ This renders many approaches for nonnegative convolution hopeless for the general integer case, specifically non-algebraic techniques (such as almost-additive hashing and the scaling trick described in Chapter 2).

4 Are there output-sensitive algorithms for generalized sumsets?
Recall that for integer sets $A, B$ we define $A+B=\{a+b: a \in A, b \in B\}$ as the sumset of $A$ and $B$. It is natural to generalize sumsets to other additive groups $G$-but can we similarly hope for output-sensitive algorithms? An easy case are finite-field vectors $G=\mathbf{F}_{p}^{d}$ for which we design efficient algorithms in Chapter 2.

After a long line of research (which we discuss in more depth in Section 2.1), Umans [198] established an algebraic algorithm to compute sumsets over all finite groups $G$ in time $O\left(|G|^{\omega / 2}\right)$, where $\omega<2.372$ is the exponent of matrix multiplication [14, 91]. Assuming that $\omega=2$, this is almost-linear in $|G|$ and it remains an interesting question whether we can achieve almost-linear running time in $t$.

5 Can we obtain further improvements by bit tricks, say for Boolean convolution?
6 Can we reduce sparse Fourier transform to dense Fourier transform in a finergrained way?
Computing convolutions is intimately connected to the Discrete Fourier Transform (DFT). The sparse case of Fourier transform, where one has oracle access to some vector $A$ and wants to compute its DFT $\widehat{A}$ under a $t$-sparsity assumption, is also extensively studied $[103,106,118,119,125,126,175,134,133,135$, 165]. We ask whether a reduction like Theorem 1.2 is similarly possible. The algorithm in [118] runs time $O(t \log (n \Delta))$, but the running time is not dominated by the calls to FFT.
${ }^{10}$ As an easy example, where at least one of the vectors $A, B$ is dense, take

$$
\begin{aligned}
A & =(1, \ldots, 1), \\
B & =(1,-1,0, \ldots, 0) .
\end{aligned}
$$

Their convolution $A \star B$ has only two nonzero entries, in the first and last position respectively.
${ }^{11}$ Throughout we assume that graphs are undirected, unweighted and have $n$ nodes and $m$ edges.

### 1.4 Application: 3-SUM Lower Bounds for Approximate Distance Oracles

As a complementary application of sparse convolution, we present the following result from fine-grained complexity [2]: We prove conditional lower bounds for the well-studied approximate shortest paths problem. This problem does a priori not look like a convolution-style problem at all. Nevertheless, our hardness result relies on an efficient algorithm for 3-SUM, which is powered by efficiently computing sparse nonnegative convolutions besides several other tools from additive combinatorics.

Distance Oracles. An approximate distance oracle is an algorithm that preprocesses a graph ${ }^{11}$ efficiently and can then quickly return the distance between any given pair of nodes, up to a small error. After being implicitly studied for some time [158, 26, 82, 89, 83], Thorup and Zwick [197] formally introduced the distance oracle problem in 2001 suggesting that it is perhaps the most natural formulation of the classical all-pairs shortest paths problem. Distance oracles quickly rose to prominence and the techniques developed for them found deep connections to other popular topics such as sublinear algorithms, spanners, labelling schemes, routing schemes, and metric embeddings.

Distance oracles have been thoroughly investigated with the primary goal of understanding the best possible trade-off between the four main parameters: the multiplicative error factor (aka the stretch), the query time, the space usage, and the preprocessing time; see e.g. $[36,159,33,34,35,170,193,171,206,207,74,75$, $192,138,13,182,77,90$ ] and the list is still growing. They have also been studied from other perspectives, for example more efficient distance oracles for restricted classes of graphs were sought after (e.g. [73, 155, 150] for planar graphs), and also their complexity in dynamic graphs is of great interest (e.g. [76, 117, 99, 90]). Despite all this, perhaps the first question one might ask remains poorly understood:

> Question 3: What is the best stretch $f(k)$ we can achieve with preprocessing time $O\left(m n^{1 / k}\right)$ and almost-constant query time $n^{o(1)}$ ?

The seminal Thorup-Zwick oracle [197] achieves stretch $2 k-1$ after preprocessing a graph in $O\left(k m n^{1 / k}\right)$ time (it also achieves $O(k)$ query time and uses $O\left(n^{1+1 / k}\right)$ space). Better trade-offs exist in the small-k regime of stretch below 3 [170, 171, 34, 192, 138, 13, 77]. In dense enough graphs, the results are even better [36, 33, 35, 206]; in particular if $m=\Omega\left(n^{1+c / \sqrt{k}}\right)$ Wulff-Nilsen [206] obtained linear $O(m)$ preprocessing time. However, in the setting of sparse graphs and large $k$ (where the running time is close to linear), the Thorup-Zwick bound remains the state of the art.

Most of the existing lower bound techniques are incapable of answering the above question. Incompressibility arguments [50, 158, 197], typically based on Erdős' girth conjecture, can show the optimality of the $n^{1+1 / k}$ space bound of Thorup and Zwick, but cannot be used to prove any lower bound higher than $m$. In the cell probe model, Sommer, Verbin, and Yu [193] show that $m^{1+1 / k}$ space (and therefore time) is required for stretch $f(k)=O(k / t)$ if the query time is $t$; this lower bound is meaningless when the query time is super-constant and is far from the Thorup-Zwick upper bound even when $t$ is a small. Finally, under a conjecture about the space complexity of Set Intersection, Pătraşcu, Roditty, and Thorup [170, 171] show $\Omega\left(m n^{\epsilon}\right)$ lower bounds on the space complexity, but their techniques only address stretch $3-\delta$; alas, they cannot prove that the error must grow above 3 in the close-to-linear time regime.

Recently, Abboud, Bringmann, Khoury, and Zamir [4] introduced the short cycle removal technique for hardness of approximation in fine-grained complexity
and applied it to prove that the stretch must be $f(k)>k / 6.3776 \pm O(1)$, assuming the 3-SUM or APSP conjectures. Thus, $f(k)$ must grow with $k$ and it is a linear function. However, there is still a huge gap in our understanding of this basic question; e.g. the optimal stretch for $O\left(m n^{0.1}\right)$ preprocessing time could be anything between 21 and 3 . Whether the short cycle removal technique could achieve tight bounds was left as the main open question [4].

### 1.4.1 Optimal Short Cycle Removal

Our contribution in [2] is that we take the short cycle removal technique to its limit and prove much higher and, in some cases, tight lower bounds. Let us begin by introducing this technique.

Triangle finding problems are a common starting point for fine-grained hardness results. The following all-edge version is particularly interesting, since it is known to require $n^{2-o(1)}$ time in $\Theta\left(n^{1 / 2}\right)$-regular graphs assuming either the 3 -SUM conjecture [172, 143] or the APSP conjecture [204].

Definition 1.6 (All-Edges Triangle). Given a tripartite graph $G=(V, E), V=X \cup Y \cup Z$ determine which edges in $E \cap(Y \times Z)$ are in at least one triangle.

Let us recall the popular 3-SUM conjecture that implies the hardness of AllEdges Triangle.

Conjecture 1.7 (3-SUM). For any $\epsilon>0$, no $O\left(n^{2-\epsilon}\right)$-time algorithm can determine whether a given set $A$ of $n$ integers contains $a, b, c \in A$ such that $a+b+c=0$.

From All-Edges Triangle to Approximate Distance Oracles. It is easy to reduce from All-Edges Triangle to distance oracles. Construct a distance oracle for a new graph $G^{\prime}$ that is obtained from $G$ by deleting all edges in $Y \times Z$. To determine if an edge $(y, z) \in E(G) \cap(Y \times Z)$ is in a triangle, we query the oracle for the distance between $y$ and $z$ in $G^{\prime}$ : It must be exactly 2 if $(y, z)$ is in a triangle in $G$, and it is at least 3 otherwise.

To prove hardness for approximate distance oracles we would want the distance in $G^{\prime}$ to be much larger than 3 if $(y, z)$ was not in a triangle in $G$. Now, the key observation is that a path of length $k-1$ in $G^{\prime}$ implies that $(y, z)$ was in a $k$-cycle in $G$. In other words, if the edge $(y, z)$ is not in a $k$-cycle in $G$ then a $\frac{k}{2}$-approximation to the distance suffices for determining if $(y, z)$ participates in a triangle.

Short Cycle Removal. The basic idea of the short cycle removal technique is to reduce the number of short cycles in a graph without eliminating its triangles. The goal is that the number of pairs $(y, z)$ that are in short cycles but not in triangles will be small, since such pairs incur a false positive in the above reduction. The main tool towards this is to show that in subquadratic time the number of $k$ cycles can be reduced from the worst case $O\left(n^{k / 2+1 / 2}\right)$ to only $O\left(n^{k / 2+\gamma}\right)$ for $\gamma<1 / 2$ which is closer to the random case (where $\gamma=0$ ). The quality of the lower bounds obtained by this technique depends directly on the value of $\gamma$ for which such a statement can be proved.

In [4], the authors use the following structure versus randomness argument: If the graph has many $k$-cycles (more than the random case) then it must have a structure in the form of a dense piece (a subgraph with disproportionately many edges). They use fast matrix multiplication to check for triangles that use the dense pieces and then remove them from the graph, reducing its number of $k$-cycles significantly and making it more random.

Theorem (Short Cycle Removal [4]). For any constant $\epsilon>0$, there is no $O\left(n^{2-\epsilon}\right)$ time algorithm for All-Edge Triangles in $a \Theta\left(n^{1 / 2}\right)$-regular n-vertex graphs which contains at most $O\left(n^{k / 2+\gamma}\right) k$-cycles for all $k \geq 3$ and for $\gamma=0.345+o(1)$, unless the 3 -SUM and APSP conjectures fail.

[^0][^1]The value of $\gamma$ that [4] achieve depends on the fast matrix multiplication exponent $\omega<2.37188$ [14, 91], and even if $\omega=2$ they only get $\gamma=1 / 4$; going beyond this seems difficult. The authors suggest an approach for getting $\gamma \rightarrow 0$ but there are three major barriers. First, one needs to prove an unproven combinatorial conjecture about the relationship between the number of cycles and the existence of dense subgraphs. Second, one has to turn the proof into an efficient algorithm for finding the dense pieces. And third, it is conceptually impossible to remove the dense pieces without using fast matrix multiplication, which means that one must first prove that $\omega \rightarrow 2$ before getting $\gamma \rightarrow 0$.

Optimal Short Cycle Removal. In our paper [2] we take a different approach: We look at the reduction from 3-SUM to All-Edges Triangle and ask: What structure in the 3-SUM instance causes the resulting graph to have too many $k$-cycles? ${ }^{12}$ The answer turns out to be related to the additive energy of the 3-SUM instance, namely to the number of quadruples $a_{1}, a_{2}, a_{3}, a_{4} \in A$ such that $a_{1}+a_{2}=a_{3}+a_{4}$. Thus, our goal changes from "short cycle removal" in graphs to "energy reduction" on a set of numbers. The latter can be done much more effectively using machinery from additive combinatorics (overviewed in depth in Section 5.1) such as the celebrated Balog-Szemerédi-Gowers theorem [30, 114], and the aforementioned use of sparse convolution.

Our main technical result is an optimal short cycle removal for All-Edges Triangle that is obtained via an optimal energy reduction for 3-SUM. This can be seen as an algorithm for 3-SUM: If the given instance is very structured, then we can solve (parts of) it faster using additive combinatorics and sparse convolution, ${ }^{13}$ until the remaining instance looks random-like. Then we run the reduction to AllEdges Triangle which produces a random-like graph without many cycles. Notably, we achieve $\gamma=0$ even without assuming that $\omega=2$.

Theorem 1.8 (Optimal Short Cycle Removal). For any constant $\epsilon>0$, there is no $O\left(n^{2-\epsilon}\right)$-time algorithm for All-Edges Triangle in a $\Theta\left(n^{1 / 2}\right)$-regular $n$-vertex graph which contains at most $O\left(n^{k / 2}\right) k$-cycles for all $k \geq 3$, unless the 3-SUM conjecture fails.

### 1.4.2 New Lower Bounds for Distance Oracles

Our main corollary is an improvement of the lower bound for distance oracles with $n^{o(1)}$ query time and close-to-linear $O\left(m n^{1 / k}\right)$ preprocessing time, from stretch $\geq k / 6.3772$ to stretch $\geq k \pm O(1)$. This is only a factor 2 away from the Thorup-Zwick upper bound. We find it astonishing that the strongest known lower bound to our basic question about distance oracles involves tools from additive combinatorics.

Theorem 1.9 (Hardness of Distance Oracles with Stretch $\boldsymbol{k}$ ). For any integer constant $k \geq 2$, there is no approximate distance oracle for sparse graphs with stretch $k$, preprocessing time $\widetilde{O}\left(m^{1+p}\right)$ and query time $\widetilde{O}\left(m^{q}\right)$ with $k p+(k+1) q<1$, unless the 3-SUM conjecture fails.

Our lower bound is proved for sparse graphs where $m=O(n)$. Consequently, it cannot be bypassed even by ( $\alpha, \beta$ )-distance oracles that have an additive error of $\beta=n^{o(1)}$ in addition to a multiplicative stretch of $\alpha .^{14}$ As in [4], our lower bound also holds for the offline problem where we are given the queries before preprocessing. We also obtain a trade-off between the query and preprocessing time; e.g. if the query time is $O\left(n^{1 / k}\right)$ rather than $n^{o(1)}$ then the stretch is $k / 2 \pm O(1)$ rather than $k \pm O(1)$.

Tight Bounds? While being pleased by the dramatic improvement in the lower bound, we are disappointed that we did not get a tight lower bound despite optimizing the short cycle removal technique to its limit. Is the short cycle removal technique inherently insufficient for proving a tight lower bound?

The following three theorems indicate that our technique may well be the "right" one. This calls for revisiting the 20-year-old upper bounds in the hope of closing the gap by improving the stretch from $2 k-1$ to $k \pm O(1)$. There is ample evidence that this may be around the corner. Better algorithms already exist in the regimes of dense graphs or when the stretch is small (some are very recent [13, 77]). For large $k$, Roditty and Tov [182] recently improved the $2 k-1$ factor slightly to $2 k-4$ while keeping the same space and query time as Thorup-Zwick (but not preprocessing time). Moreover, in the closely related setting of graph spanners where there is a similar trade-off saying that $2 k-1$ stretch can be achieved with a subgraph on $n^{1+1 / k}$ edges, it was shown by Parter [169] that the stretch can be improved to $k$ for all pairs of nodes at distance $>1$ (see also [93, 43]). Alas, beating the Thorup-Zwick bound for general $k$ has been elusive; perhaps knowing that the gap from the lower bound is only 2 (following this thesis) will motivate the community to find better algorithms. Such a result would not only be pleasing, but it could also be useful in practice (see e.g. [178]).

The Small Stretch Regime. Recall that the smallest stretch attainable by the Thorup-Zwick oracle is 3 (i.e., $k=2$ ), in which case their preprocessing time is $O(m \sqrt{n})$. Let us focus on the case of sparse graphs where $m=O(n)$ and this time bound becomes $O\left(n^{3 / 2}\right)$. Subsequent work [34, 13, 77, 90] showed that interesting results can also be achieved for smaller stretch factors (if we allow constant additive error). The best result in this regime is a recent result by Dory, Forster, Nazari and de Vos [90] designing a distance oracle with stretch exactly 2 , constant query time and preprocessing time $O\left(m n^{2 / 3}\right)$.

Using our optimal cycle removal, we prove that the Thorup-Zwick oracle is optimal in the following sense: If we want to improve the stretch to $3-\epsilon$ then the running time must grow polynomially to $m^{3 / 2+\Omega(\epsilon)}$. In addition, we prove the optimality of Dory et al.'s algorithm [90] in the sense that $m^{5 / 3-o(1)}$ time is required for stretch 2.

Theorem 1.10 (Hardness of Distance Oracles with Stretch $2 \leq \alpha<3$ ). For any $2 \leq \alpha<3$ and $\epsilon>0$, in sparse graphs there is no distance oracle with stretch $\alpha$, query time $n^{o(1)}$ and preprocessing time $O\left(m^{1+\frac{2}{1+\alpha}-\epsilon}\right)$, unless the 3-SUM conjecture fails.

Recall that there are techniques besides short cycle removal that can prove lower bounds for stretch up to 3 . Indeed, the lower bounds of Pătraşcu, Roditty, and Thorup [170, 171] are similar to ours for stretches $2+\epsilon$ and $3-\epsilon$, except that they are concerned with space and not just preprocessing time. On the one hand, this makes their lower bounds stronger. On the other hand, they need to rely on a strong conjecture about the space versus query time trade-off of Set Intersection, rather than the 3-SUM conjecture that is simply about the time complexity. While Set Intersection is a common starting point for data structure lower bounds, the particular variant they use is not standard and was not used in any other paper to our knowledge. Basing the same results also on one of the most popular conjectures in fine-grained complexity is desirable. In any case, the more important message of Theorem 1.10 is to show that our techniques can prove tight bounds.

Dynamic Graphs. Extending our basic question to the dynamic setting we seek the optimal stretch for a distance oracle that achieves $n^{o(1)}$ query time and $O\left(n^{1 / k}\right)$ time for updates that add or remove an edge. In this case, we give a more efficient reduction from All-Edges Triangle (inspired by the reduction of Abboud and Vassilevska Williams [9] to dynamic matching) and prove that the stretch must be $2 k \pm O(1)$.

Theorem 1.11 (Hardness of Dynamic Distance Oracles). For any integer constant $k \geq 2$, there is no dynamic approximate distance oracle with stretch $2 k-1$, update time $O\left(m^{u}\right)$ and query time $O\left(m^{q}\right)$ with $k u+(k+1) q<1$, unless the 3-SUM conjecture fails.
${ }^{15}$ The $O\left(n^{2}+t\right)$ upper bound is simple: Create an array of size $n^{2}$. For each node $x$ and all pairs of neighbors $u, v \in$ $N(x)$ store $x$ in the $(u, v)$ entry of the array. If we access an entry that already contains nodes $y_{1}, \ldots, y_{k}$ we output the 4-cycles $\left(x, u, y_{i}, v\right)$ for all $i$. The time is $n^{2}$ plus the number of 4-cycles because each time we access an entry (except for the first time) we output at least one 4-cycle. The $O\left(m^{4 / 3}+t\right)$ algorithm is more involved [130, 7].

This lower bound would be tight if the Thorup-Zwick bound extends to the dynamic setting. This was indeed accomplished by Chechik [76] (see also [117, 90]) in the decremental setting where only edge deletions are allowed, but not yet in the fully dynamic case (the best bounds appear in [99]).

### 1.4.3 A Tight Lower Bound for 4-Cycle Listing

Finding 4-cycles in a graph is one of the simplest non-trivial cases of the classical Subgraph Isomorphism problem. The longstanding upper bound for testing 4-cycle freeness is $O\left(\min \left(n^{2}, m^{4 / 3}\right)\right)$ [16, 209]. It is conjectured that no $O\left(n^{2-\epsilon}\right)$ algorithm exists; proving this under one of the more popular conjectures of fine-grained complexity has been a well-known open question. In fact, the 4 -cycle problem is infamous for eluding even any super-linear lower bound via the standard reduction techniques; [4] highlight this problem as encapsulating the challenge in proving hardness of approximation results for distance oracles.

In the listing version we are asked to output all 4-cycles in the graph. Such problems are well-studied and are closely related to the enumeration of query answers in databases. It is known that all cycles in a graph can be listed in linear time $O(m+t)$ where $t$ is the output size [47]. But for a fixed length $k$, the listing $k$ cycles problem is not as easy. In a landmark result in fine-grained complexity, that implied the aforementioned 3-SUM-hardness for All-Edge Triangle, Pătraşcu [172] proved an essentially tight lower bound for triangle listing (see [143, 48]). The first and only super-linear lower bound for 4-cycle listing, however, came only a decade later via the short cycle removal technique [4]. We improve their lower bound from $\left(m^{1.1927}+t\right)^{1-o(1)}$ to a completely tight lower bound matching the $O\left(\min \left(n^{2}, m^{4 / 3}\right)+t\right)$ upper bound. ${ }^{15}$

Theorem 1.12 (Hardness of Listing 4-Cycles). For any $\epsilon>0$, there is no algorithm listing all 4-cycles in time $\widetilde{O}\left(n^{2-\epsilon}+t\right)$ or in time $\widetilde{O}\left(m^{4 / 3-\epsilon}+t\right)$ (where $t$ is the number of 4-cycles), unless the 3-SUM conjecture fails.

We prove this theorem as well as the previous hardness results for distance oracles in Chapter 5.

### 1.4.4 Open Problems

The most important question which remains open is whether the gap between our lower bound for stretch $k$ and the Thorup-Zwick upper bound for stretch $2 k-1$ can be closed:
1 Is there a distance oracle with stretch $k$, preprocessing time $O\left(m n^{1 / k}\right)$ and almost-constant query time $n^{o(1)}$, or can we rule out distance oracles with stretch better than $2 k-1$ ?

Besides that, our work inspires more questions on the nature of 3-SUM and related problems:

2 Does our machinery for structured 3-SUM find more applications?
In spirit, our result proves that the 3-SUM problem is not quadratic-time hard for additively structured instances. Instances not covered by this case are Sidon sets and in particular random instances. Can this insight be leveraged?

3 Are there 3-SUM lower bounds for other subgraph isomorphism problems? In particular, can we show matching lower bounds for listing (or even detecting) $k$-cycles for $k>4$ ? The currently fastest algorithms for detecting $k$-cycles in undirected graphs depend on whether $k$ is odd or even [209, 16]: For odd $k$ the problem behaves "triangle-like" and the best algorithm runs in time $O\left(n^{\omega}\right)$. For even $k$ the problem behaves " 4 -cycle-like" and can be solved in time $O\left(n^{2}\right)$ (without using fast matrix multiplication). It seems plausible that our lower bounds could extend to lower bounds against listing $k$-cycles for even $k$.

### 1.5 Fast Scheduling via Partition-and-Convolve

We include yet another application of convolutions in algorithm design in this thesis, based on [58]. As a proof of concept of the aforementioned partition-andconvolve design paradigm, we design an algorithm for a seemingly unrelated scheduling problem in this framework. (In this section we momentarily digress from the design of output-sensitive and sublinear-time algorithms.)

The Scheduling Problem. Consider the problem of minimizing the total processing times of tardy jobs on a single machine. In this problem we are given $n$ jobs, where each job $j$ has a processing time $p_{j} \in \mathbf{N}$ and a due date $d_{j} \in \mathbf{N}$. The goal is to find a single-machine schedule (i.e., a permutation of the jobs) that minimizes the processing time of all tardy jobs-that is, of all jobs not completely processed before their due date. In the standard three field notation for scheduling problems of Graham [115], this problem is denoted as the $1 \| \sum p_{j} U_{j}$ problem. ${ }^{16}$

The $1 \| \sum p_{j} U_{j}$ problem is arguable one of the simplest natural scheduling problems, modeling a basic scheduling scenario. As it includes Subset Sum as a special case (see below), the $1 \| \sum p_{j} U_{j}$ problem is NP-hard. However, it is only hard in the weak sense, meaning it admits pseudo-polynomial time algorithms. Our focus is on developing fast pseudo-polynomial time algorithms for $1 \| \sum p_{j} U_{j}$, improving in several settings on the best previously known solution from the late 60s. Before we describe our results, we discuss the previously known state of the art of the problem, and describe how our results fit into this line of research.

State of the Art: The Lawler-Moore Algorithm. $1 \| \sum p_{j} U_{j}$ is a special case of the famous $1 \| \sum w_{j} U_{j}$ problem. Here, each job $j$ also has a weight $w_{j}$ in addition to its processing time $p_{j}$ and due date $d_{j}$, and the goal is to minimize the total weight (as opposed to total processing times) of tardy jobs. This problem has already been studied in the 60s, and even appeared in Karp's fundamental paper from 1972 [136]. The classical dynamic programming algorithm by Lawler and Moore [149] solves the $1 \| \sum w_{j} U_{j}$ problem (and hence also $1 \| \sum p_{j} U_{j}$ ) in time $O(P \cdot n)$, where $P=\sum_{j \in J} p_{j}$ denotes the total processing time of all jobs. This is one of the earliest and most prominent examples of pseudo-polynomial algorithms, and remains the fastest known algorithm even for the special case of $1\left|\mid \sum p_{j} U_{j}\right.$ (prior to our work).

As we assume that all processing times are nonnegative integers and as we can ignore jobs with processing time 0 , we have $n \leq P$. The Lawler-Moore algorithm therefore runs in time $O\left(P^{2}\right)$. In fact, it makes perfect sense to analyze the time complexity of a pseudo-polynomial time algorithm for either problems only in terms of $P$, as $P$ directly corresponds to the total input length when integers are encoded in unary. Observe that while the case of $n=P$ (all jobs have unit processing times) essentially reduces to sorting, there are several non-trivial cases where $n$ is smaller than $P$ yet still quite significant in the $O(P \cdot n)$ time. In our paper [58], we have investigated how the $O\left(P^{2}\right)$-time algorithm can be improved.

Improvements for $1\left|\mid \sum \boldsymbol{w}_{j} \boldsymbol{U}_{\boldsymbol{j}}\right.$ ? For 1$| \mid \sum w_{j} U_{j}$ there is some evidence that the answer to the analogous question should be negative. Karp [136] observed that the special case of the $1 \| \sum w_{j} U_{j}$ problem where all jobs have the same due date $d$ (the $1\left|d_{j}=d\right| \sum w_{j} U_{j}$ problem) is essentially equivalent to the classical 0/1-Knapsack problem. In two independent papers, Cygan, Mucha, Węgrzycki and Włodarczyk [86] and Künnemann, Paturi and Schneider [146] studied the (min, +)Convolution problem ${ }^{17}$, and conjectured that the ( $\mathrm{min},+$ )-convolution between two vectors of length $n$ cannot be computed in $O\left(n^{2-\epsilon}\right)$ time, for any $\epsilon>0$. Under this (min, + )-convolution conjecture, they obtained lower bounds for several Knapsack related problems. In our terms, their result is that the $1\left|d_{j}=d\right| \sum w_{j} U_{j}$ problem cannot be solved in subquadratic time $O\left(P^{2-\epsilon}\right)$ for any $\epsilon>0$, unless
${ }^{16}$ The 1 in the first field indicates a single machine model, the empty second field indicates there are no additional constraints, and the third field indicates that the goal is to minimize $\sum_{j} p_{j} U_{j}$ where $U_{j} \in\{0,1\}$ indicates whether a job is tardy.

17 In analogy to standard integer convolution, the (min, +)convolution problem is to compute, given two integer vectors $A, B$, the vector $C$ defined by

$$
C[k]=\min _{i+j=k} A[i]+B[j]
$$

See also Section 2.1.
the (min, +)-convolution conjecture is false. In particular, $1 \| \sum w_{j} U_{j}$ has no subquadratic algorithm under this conjecture.

Improvements for $1\left|\mid \sum \boldsymbol{p}_{\boldsymbol{j}} \boldsymbol{U}_{\boldsymbol{j}}\right.$ ? Analogous to the situation with 1$| \mid \sum w_{j} U_{j}$, the special case of $1\left|\mid \sum p_{j} U_{j}\right.$ where all jobs have the same due date $d$ (the 1$| d_{j}=d \mid \sum p_{j} U_{j}$ problem) is equivalent to the classical Subset Sum problem. Recently, there has been significant improvements for pseudo-polynomial-time algorithms for Subset Sum resulting in algorithms with $\widetilde{O}(t+n)$ running times [52, 129], where $n$ is the number of integers in the instance and $t$ is the target. In our language, this implies that the $1\left|d_{j}=d\right| \sum p_{j} U_{j}$ problem can be solved in near-linear time $\widetilde{O}(P)$.

In contrast, due to the equivalence of $1\left|d_{j}=d\right| \sum p_{j} U_{j}$ and Subset Sum, we also know that this algorithm cannot be significantly improved unless the Strong Exponential Time Hypothesis (SETH) fails. Specifically, combining a recent reduction from $k$-SAT to Subset Sum [3] with the equivalence of $1\left|d_{j}=d\right| \sum p_{j} U_{j}$ and Subset Sum, yields that there is no $\widetilde{O}\left(P^{1-\epsilon}\right)$-time algorithm for the $1\left|d_{j}=d\right| \sum p_{j} U_{j}$ problem for any $\epsilon>0$, unless SETH fails.

### 1.5.1 Our Contribution

These known results leave quite a big gap for the true time complexity of $1\left|\mid \sum p_{j} U_{j}\right.$, as it can potentially be anywhere between the quadratic-time $O\left(P^{2}\right)$ upper bound and the linear-time $P^{1-o(1)}$ lower bound. In particular, the $1 \| \sum p_{j} U_{j}$ and $1 \| \sum w_{j} U_{j}$ problems have not been distinguished from an algorithmic perspective so far. Our contribution is a new pseudo-polynomial time algorithms for the $1 \| \sum p_{j} U_{j}$ problem improving on Lawler and Moore's algorithm.

Theorem 1.13 (Faster Minimization of Tardy Processing Time). The $1 \| \sum p_{j} U_{j}$ problem can be solved in time $\widetilde{O}\left(P^{7 / 4}\right)$.

Our approach is a prototypical application of the partition-and-convolve design paradigm: Starting from the dynamic programming algorithm by Lawler and Moore, we observe that the DP table can be built more efficiently. Specifically, after partitioning the DP table in two halves and recursively filling the respective entries, we can obtain the DP entries for the full problem by solving the following convolution-style problem.

Definition 1.14 (Skewed Convolution). Let $A, B, S \in \mathbf{Z}^{n}$. The (max, min)-skewed convolution of $A, B, S$ is defined as the vector $C \in \mathbf{Z}^{2 n-1}$ with entries

$$
C[k]=\max _{\substack{i, j \in[n] \\ i+j=k}} \min \{A[i], B[j]+S[k]\} .
$$

One of our main technical contributions is a faster-than-brute-force algorithm for computing (max, min)-skewed convolutions.

We give the proof of Theorem 1.13 in Chapter 6. In the paper version [58] we also give pseudo-polynomial algorithms in terms of different parameters such as the sum of due dates $D$ and the number of distinct due dates $D_{\#}$.

### 1.5.2 Open Problems

Our work on the $1 \| \sum p_{j} U_{j}$ problem leaves open some interesting questions. We remark that some of these questions have already been tackled by follow-up work [137, 120, 188].

1 Can the $1\left|\mid \sum w_{j} U_{j}\right.$ be solved even faster?
In the meantime, Klein, Polak and Rohwedder [137] and Schieber and Sitaraman [188] have improved the running time to $\widetilde{O}\left(P^{7 / 5}\right)$. The first improvement is a faster algorithm for (max, min)-skewed convolution [137] and the second
improvement is a more efficient reduction to that problem [188]. It is interesting to see whether the time complexity can be improved further, possibly even to near-linear time. Improving the time complexity of (max, min)-skewed convolution beyond $\widetilde{O}\left(P^{3 / 2}\right)$ seems difficult as this would directly imply an improvement to the well-studied (max, min)-convolution problem [144].

Conversely, one could try to obtain fine-grained lower bounds for the problem, possibly in the same vein as [3].

2 Can the algorithm be extended to multiple machines?
That is, can we obtain similar improvements for the $P_{m} \| \sum p_{j} U_{j}$ problem which allows to schedule the jobs on $m$ parallel machines? The baseline running time for this problem is $O\left(P^{m} \cdot n\right)=O\left(P^{m+1}\right)$ (by an easy extension of Lawler and Moore's algorithm), but it is entirely possible that this problem can be solved in time $\widetilde{O}\left(P^{m}\right)$, or even faster.

3 Can the techniques in this paper be applied to any other interesting scheduling problems?
A good place to start might be to look at other problems which directly generalize Subset Sum. Hermelin, Molter and Shabtay [120], apply similar ideas to the $1 \| \sum w_{j} U_{j}$ problem for a variety of parameters (other than $P$, as this problem is quadratic-time hard for the parameter $P$ ).

### 1.6 Sublinear Algorithms for Approximate Edit Distance

We finally turn to our second pillar: Property Testing. Specifically, we include our result on approximating the edit distance of two strings in truly sublinear time [60].

Edit Distance. The edit distance (also called Levenshtein distance [151]) between two strings $X$ and $Y$ is the minimum number of character insertions, deletions and substitutions required to transform $X$ into $Y$. It constitutes a fundamental string similarity measure with applications across several disciplines, including computational biology, text processing and information retrieval.

Computational problems involving the edit distance have been studied extensively. A textbook dynamic programming algorithm computes the edit distance of two strings of length $n$ in time $O\left(n^{2}\right)$ [199, 200]. It is known that beating this quadratic time by a polynomial improvement would violate the Strong Exponential Time Hypothesis [28, 1, 63, 6], one of the cornerstones of fine-grained complexity theory. For faster algorithms, we therefore have to resort to approximating the edit distance. A long line of research (starting even before the hardness result emerged) lead to successively improved approximation algorithms: The first result established that in linear time the edit distance can be $O(\sqrt{n})$-approximated [147]. The approximation ratio was improved to $O\left(n^{3 / 7}\right)$ in [31] and to $n^{1 / 3+o(1)}$ in [38]. Making use of the Ostrovsky-Rabani technique for embedding edit distance into the $\ell_{1}$-metric [167], Andoni and Onak [24] gave a $2^{O(\sqrt{\log n)} \text {-ap- }}$ proximation algorithm which runs in time $n^{1+o(1)}$. Later, Andoni, Krauthgamer and Onak achieved an algorithm in time $O\left(n^{1+\epsilon}\right)$ computing a $(\log n)^{O(1 / \epsilon)}$-approximation [20]. A breakthrough result by Chakraborty, Das, Goldenberg, Kouckỳ and Saks showed that it is even possible to compute a constant-factor approximation in strongly subquadratic time [68]. Subsequent work [51, 145] improved the running time to close-to-linear for the regime of near-linear edit distance. Very recently, Andoni and Nosatzki [22] extended this to the general case, showing that in time $O\left(n^{1+\epsilon}\right)$ one can compute a $f(1 / \epsilon)$-approximation for some function $f$ depending solely on $\epsilon$.

Sublinear Algorithms. As outlined before, while for exact algorithms linear-time algorithms are the gold standard, for approximation algorithms it is not clear
${ }^{18}$ For the open problems raised in the conference talk on [111] see
https://youtu. be/ WFxk3JAOC84? $t=1104$.
Similarly, for the open problems raised in the conference talk on [141] see
https://youtu.be/ $3 \mathrm{jFHEFNRU}_{4}$ ? $t=1159$.
whether a $O\left(n^{1+\epsilon}\right)$ running time is desired, as in fact one might hope for sublineartime algorithms. Indeed, another line of research explored the edit distance in the sublinear setting, where one has random access to the strings $X$ and $Y$, and the goal is to compute the edit distance between $X$ and $Y$ without even reading the whole input. Formally, in the ( $k, K$ )-gap edit distance problem the task is to distinguish whether the edit distance is at most $k$ or at least $K$. The running time is analyzed in terms of the string length $n$ and the gap parameters $k$ and $K$. Initiating the study of this problem, Batu, Ergün, Kilian, Magen, Raskhodnikova, Rubinfeld and Sami [37] showed how to solve the ( $k, \Omega(n)$ )-gap problem in time $O\left(k^{2} / n+\sqrt{k}\right)$, assuming $k \leq n^{1-\Omega(1)}$. The aforementioned algorithm by Andoni and Onak [24] can be viewed in the sublinear setting and solves the ( $k, K$ )gap problem in time $n^{2+o(1)} \cdot k / K^{2}$, assuming $K / k=n^{\Omega(1)}$. In a major contribution, Goldenberg, Krauthgamer and Saha [111] showed how to solve the ( $k, K$ )-gap problem in time $\widetilde{O}\left(n k / K+k^{3}\right)$, assuming $K / k=1+\Omega(1)$. Subsequently, Kociumaka and Saha [141] improved the running time to $\widetilde{O}\left(n k / K+k^{2}+\sqrt{n k^{5}} / K\right)$. They focus their presentation on the $\left(k, k^{2}\right)$-gap problem, where they achieve time $\widetilde{O}\left(n / k+k^{2}\right)$.

How far from optimal are these algorithms? It is well-known that ( $k, K$ )-gap edit distance requires time $\Omega(n / K)$ (this follows from the same bound for Hamming distance). Batu et al. [37] additionally proved that ( $k, \Omega(n)$ )-gap edit distance requires time $\Omega(\sqrt{k})$. Together, ( $k, K$ )-gap edit distance requires time $\Omega(n / K+\sqrt{k})$, but this leaves a big gap to the known algorithms. In particular, in the low distance regime (where, say, $K \leq n^{0.01}$ ) the lower bound is $\Omega(n / K)$ and the upper bound is $\widetilde{O}(n k / K)$. Closing this gap has been raised as an open problem by the authors of the previous sublinear-time algorithms. ${ }^{18}$ In particular, a natural question is to determine the smallest possible gap which can be distinguished within the time budget of the previous algorithms:

## Question 4: What is the best approximation factor of edit distance in sublinear time $O(n / k+\operatorname{poly}(k))$ ?

In particular, is the currently-best $\left(k, k^{2}\right)$-gap barrier penetrable or can one prove a lower bound? This quadratic gap appears to be the limit of the techniques of previous work [111, 141].

### 1.6.1 Our Contribution

We make significant progress on Question 4 by proving that the gap can be reduced to subpolynomial $k^{o(1)}$. Specifically, we show that ( $k, k^{1+o(1)}$ )-gap edit distance can be solved in time $O\left(n / k+k^{4+o(1)}\right)$. In the low distance regime ( $k \leq n^{0.19}$ ) this runs in the same time as the previous algorithms for the $\left(k, k^{2}\right)$-gap problem. Formally, we obtain the following results.

Theorem 1.15 (Subpolynomial Gap Edit Distance). The $\left(k, k \cdot 2^{\widetilde{O}(\sqrt{\log k})}\right.$ )-gap edit distance problem can be solved in time $O\left(n / k+k^{4+o(1)}\right)$.

Theorem 1.16 (Polylogarithmic Gap Edit Distance). The $\left(k, k \cdot(\log k)^{O(1 / \epsilon)}\right)$-gap edit distance problem can be solved in time $O\left(n / k^{1-\epsilon}+k^{4+o(1)}\right)$, for any $\epsilon \in(0,1)$.

We provide the proofs of Theorems 1.15 and 1.16 in Chapter 7.
Note that one can solve the $\left(k, k^{2}\right)$-gap edit distance problem by running our algorithm from Theorem 1.15 for $\bar{k}:=k^{2-o(1)}$. This runs in time $O\left(n / k^{2-o(1)}+\right.$ poly $(k))$, which improves the previously best running time of $\widetilde{O}(n / k+\operatorname{poly}(k))$ for the ( $k, k^{2}$ )-gap edit distance problem [111, 141] by a factor $k^{1-o(1)}$ in the low distance regime.

Edit Distance versus Hamming Distance. It is interesting to compare our result against the best-possible sublinear-time algorithms for approximating the Hamming distance. For Hamming distance, it is well known that the ( $k, K$ )-gap problem has complexity $\Theta(n / K)$, with matching upper and (unconditional) lower bounds, assuming that $K / k=1+\Omega(1)$. In the large distance regime, Hamming distance and edit distance have been separated by the $\Omega(\sqrt{k})$ lower bound for ( $k, \Omega(n)$ )gap edit distance [37], because ( $k, \Omega(n)$ )-gap Hamming distance can be solved in time $O(1)$.

Our results show a surprising similarity of Hamming distance and edit distance: In the low distance regime ( $k \leq n^{0.19}$ ) the complexity of the ( $k, k^{1+o(1)}$ )-gap problem is $n / k^{1 \pm o(1)}$ for both Hamming distance and edit distance. Thus, up to $k^{o(1)}$-factors in the gap and running time, their complexity is the same in the low distance regime. ${ }^{19}$

Our Techniques. To achieve our result, we depart from the framework of subsampling the Landau-Vishkin algorithm [148, 147], which has been developed by the state-of-the-art algorithms for sublinear edit distance [111, 141]. Instead, we pick up the thread from the almost-linear-time algorithm by Andoni, Krauthgamer and Onak [20]: First, we give (what we believe to be) a more accessible view on that algorithm. Subsequently, we design a sublinear version of it by pruning certain branches in its recursion tree and thereby avoid spending time on "cheap" subproblems. To this end, we use a variety of structural insights on the (local and global) patterns that can emerge during the algorithm and design property testers to effectively detect these patterns.

Comparison to Goldenberg, Kociumaka, Krauthgamer and Saha [110]. Independently from our result, Goldenberg et al. [110] studied the complexity of the ( $k, k^{2}$ )-gap edit distance problem in terms of non-adaptive algorithms. Their main result is an $O\left(n / k^{3 / 2}\right)$-time algorithm, and a matching query complexity lower bound. We remark that our results are incomparable: For the $\left(k, k^{2}\right)$-gap problem they obtain a non-adaptive algorithm (which is faster for large $k$ ), whereas we present an adaptive algorithm (which is faster for small $k$ ). Moreover, we can improve the gap to ( $k, k^{1+o(1)}$ ), while still running in sublinear time $O(n / k)$ when $k$ is small. Our techniques also differ substantially: Goldenberg et al. build on the work of Andoni and Onak [24] and Batu et al. [37], whereas our algorithm borrows from [20].

### 1.6.2 Open Problems

Our work is the first step towards proving that decent approximations of the edit distance can be computed in sublinear time. We leave open many questions.

1 Can we obtain almost-optimal algorithms in the high distance regime? Specifically, can we reduce the $\operatorname{poly}(k)$ term in the running time to match the $\Omega(n / k+\sqrt{n})$ lower bound?

2 Can we reduce the gap to logarithmic or even constant?
In the almost-linear-time setting, Andoni and Nosatzki [22] have established a constant-factor approximation. It seems very hard to speed up their algorithm to sublinear time. Our take is that this complicated algorithm first has to undergo serious simplifications before being amenable to improvements.

3 Can we at least obtain improved upper bounds in terms of the query complexity? While finding algorithms with sublinear running time and constant gap seem out of reach, it might be easier to find a constant-factor approximation with unbounded running time, but with a truly sublinear number of queries.
${ }^{19}$ We remark that this similarity does not yet follow from previous sublinear algorithms, since they solve the $\left(k, k^{2}\right)$-gap edit distance in time $\widetilde{O}(n / k+\operatorname{poly}(k))$ [111, 141], while ( $k, k^{2}$ )-gap Hamming distance can be solved much faster, namely in time $O\left(n / k^{2}\right)$.

### 1.7 Preliminaries

Machine Model. Throughout this thesis, we work in the word RAM model. This model is inspired by modern real-world computers and can be informally described as follows: The memory consists of words storing bit-strings of fixed length $w$. Given the address of a word (stored itself in a word), we can access the addressed memory cell in constant time. In addition, basic logical operations (such as bit-wise "and", "or" and "not") and arithmetic operations (such as addition, subtraction, multiplication and division with remainders) on single words run in constant time. The word size is typically $w=\Theta(\log n)$, where $n$ is the input size of the respective problem; in this way the words are large enough to address the whole input.

For problems like sparse convolution, where the input consists of numbers up to $\Delta$, we typically assume that the word size is $\Theta(\log n+\log \Delta)$ so that each input number can be stored in a single word.

Randomized Algorithms. Following standard terminology, we distinguish between two types of randomized algorithms: A Monte Carlo algorithm errs with some probability (returning no output or a wrong output) but has a worst-case time bound. A Las Vegas algorithm is always correct (with probability 1), but only has an expected running time bound. Whenever unspecified, by algorithm we mean a Monte Carlo algorithm with constant failure probability.

Basic Notation. We denote the nonnegative integers by $\mathbf{N}$, the integers by Z, the rationals by $\mathbf{Q}$, the reals by $\mathbf{R}$, and the complex numbers by $\mathbf{C}$, respectively. For a prime power $q$, we let $\mathbf{F}_{q}$ denote the finite field of order $q$.

We write $[n]=\{0, \ldots, n-1\}$ and define the integer intervals $[a . . b]=\{a, \ldots, b\}$ and similarly for the (half-)open intervals $[a \ldots b),(a \ldots b],(a \ldots b)$. For intervals of real numbers, we set $[a, b]=\{x \in \mathbf{R}: a \leq x \leq b\}$ and similarly define the (half-)open intervals $[a, b),(a, b],(a, b)$.

In the running times, we often write poly $(n)=n^{O(1)}, \operatorname{polylog}(n)=(\log n)^{O(1)}$ and polyloglog $(n)=(\log \log n)^{O(1)}$. Moreover, we write $\widetilde{O}(T)=T$ polylog $(T)$.

Finally, we sometimes use the Iverson notation $[E] \in\{0,1\}$ to denote the truth value of the expression $E$.

Sumsets. Let $G$ be an additive group, and consider sets $A, B \subseteq G$. We define the sumset notation $A+B=\{a+b: a \in A, b \in B\}$ and $A-B=\{a-b: a \in A, b \in B\}$. We will occasionally apply more general functions $f: G \rightarrow G$ to sets in the natural way, $f(A)=\{f(a): a \in A\}$.

Vectors. We typically denote vectors by capital letters $A, B, C$. Throughout this thesis, we will index vectors starting at zero (and similarly for all related objects such as matrices and strings). For a length $n$ vector $A$ and an index $i \in[n]$ we write $A[i]$ to access the $i$-th entry of $A$. The $\operatorname{support} \operatorname{supp}(A)$ of $A$ is the set of nonzero coordinates, $\operatorname{supp}(A)=\{x \in[n]: A[x] \neq 0\}$. We write $\|A\|_{0}=|\operatorname{supp}(A)|$ and say that $A$ is $s$-sparse if $\|A\|_{0} \leq s$. For a vector $A$ with real (or complex) entries, we additionally define the $\ell_{p}$-norms $\|A\|_{p}=\left(\sum_{i=0}^{n-1}|A[i]|^{p}\right)^{1 / p}$ for all $p \in[1, \infty)$ and the $\ell_{\infty}$-norm $\|A\|_{\infty}=\max _{i=0}^{n-1}|A[i]|$. Finally, for a function $f:[n] \rightarrow[m]$ and a length- $n$ vector $A$, we define the vector $f(A)$ via

$$
f(A)[x]=\sum_{\substack{i \in[n] \\ f(i)=x}} A[i] .
$$

We formally define the convolution $A \star B$ of two vectors at the beginning of Chapter 2.

## 2 Sparse Convolution Toolkit

In this chapter we introduce the known techniques for computing sparse convolutions. This chapter is not based on a publication, but rather summarizes the diverse approaches and the rich toolkit that I have learned (and helped to develop) while working on sparse convolutions. As a bonus we design simple algorithms for sparse integer convolution and for sparse nonnegative convolution over finitefield vector spaces, that have not appeared in the literature before. This chapter also serves as preliminaries to the upcoming Chapters 3 and 4 both of which specialize on improved sparse convolution algorithms.

Organization. We start with a recap about the dense convolution problem in Section 2.1. In the following three Sections 2.2 to 2.4 we describe three approaches to computing sparse convolutions and highlight their respective benefits and drawbacks. In Sections 2.5 to 2.7 we equip ourselves with some more tools that will be handy later on.

### 2.1 Dense Convolution

The convolution of two integer vectors $A, B$ (of length $n$ ) is defined as the integer vector $A \star B$ (of length $2 n-1$ ) with entries

$$
(A \star B)[k]=\sum_{\substack{i, j \in[n] \\ i+j=k}} A[i] \cdot B[j] .
$$

Many researchers prefer to equivalently view the convolution of two vectors of length $n$ as the multiplication of two (univariate) polynomials of degree $n-1$. In this thesis we will stick to vectors, mainly for two reasons: First, while the polynomial view point often plays nicer with algebraic operations, it is at times awkward to use combinatorial tricks (such as hashing). Second, we will soon introduce generalizations of the standard integer convolution which no longer admit equivalent views in terms of polynomials.

We also define the cyclic convolution

$$
\left(A \star_{n} B\right)[k]=\sum_{\substack{i, j \in[n] \\ i+j=k(\bmod n)}} A[i] \cdot B[j] .
$$

It is easy to see that computing cyclic and computing non-cyclic convolutions have the same asymptotic running time, ${ }^{20}$ but in many situations it is more convenient to compute cyclic convolutions. Both can be computed by the Fast Fourier Transform (FFT) in near-linear time:

Theorem 2.1 (Fast Fourier Transform, [85]). Given integer vectors $A, B$ of length n, we can compute $A \star B$ in time $O(n \log n)$.

Boolean and Nonnegative Convolution. Our study particularly focuses on two special cases of integer convolution. The Boolean convolution of two Boolean vectors $A, B \in\{0,1\}^{n}$ is the Boolean vector $A \otimes B \in\{0,1\}^{2 n-1}$ defined by

$$
(A \otimes B)[k]=\bigvee_{\substack{i, j \in[n] \\ i+j=k}} A[i] \wedge B[j]
$$

Equivalently, note that $A \otimes B$ is the vector obtained from $A \star B$ by replacing positive entries by 1. In particular, note that computing Boolean convolutions is a special
${ }^{20}$ Interpret the vectors $A, B$ as vectors of length $2 n$. Then the cyclic convolution $A \star_{n} B$ equals the non-cyclic convolution $A \star B$ (up to trailing zeros).
${ }^{21}$ In more algebraic terms, the set $R^{G}$ equipped with coordinate-wise addition and convolution as multiplication is often referred to as the group algebra of $G$ over $R$ and often denoted by $R[G]$.
${ }^{22} \mathrm{An}$ arithmetic circuit is a directed acyclic graph where each source node is labeled with an input, each sink node is labeled with an output and each internal node is labeled with an operation + or $\times$. The outputs are computed by propagating the inputs through the graph while applying the respective operations. See [102] for a formal definition.

[^2]case of computing integer convolutions. Recall that the Boolean convolution problem is equivalent to the computation of sumsets $X+Y=\{x \in X, y \in Y\}$ for two given sets $X, Y \subseteq[n]$. An interesting result due to Indyk [124] is how to leverage bit tricks to obtain a different kind of algorithm: In linear time we can compute an approximation of $A \star B$ that is correct on a constant fraction of entries. Specifically:

Theorem 2.2 (Approximate Sumsets, [124]). There exists a randomized algorithm which, given two sets $X, Y \subseteq[n]$ computes in time $O(n)$ a set $\widetilde{Z} \subseteq X+Y$, such that for all $z \in X+Y$ we have $\mathbf{P}(x \in \widetilde{Z}) \geq \frac{2}{3}$.

In the slightly more general nonnegative convolution problem we require the vectors $A, B$ to have with nonnegative entries. We will simply say that an integer vector $A$ is nonnegative whenever all of its entries are nonnegative. In the sumset analogy, computing the nonnegative convolution of the indicator vectors results not only in computing $X+Y$ but also the multiplicities of the sums $x+y$. In this thesis we focus algorithms for sparse nonnegative convolution, due to the numerous algorithmic applications.

General Convolution. We will occasionally consider convolutions in a more general context. Let $(R, \oplus, \otimes)$ be a ring and let $(G,+)$ be a group. Consider vectors $A, B \in R^{G}$ (that is, we view $A$ and $B$ as functions $G \rightarrow R$ ). Then we define the convolution $A \star B \in R^{G}$ via $^{21}$

$$
(A \star B)[k]=\bigoplus_{\substack{i, j \in G \\ i+j=k}} A[i] \otimes B[j] .
$$

This is indeed a generalization, as by taking $G=C_{n}$ to be the cyclic group of size $n$ and by taking $R=\mathbf{Z}$ to be the integer ring we exactly recover cyclic convolutions. It is however not clear that an FFT algorithm exists for this more general problem. A long line of research [85, 46, 39, 81, 40, 41, 181, 198] starting with Cooley and Tukeys seminal result [85] has lead to successively more and more general (in terms of $G$ ) convolution algorithms culminating in the following two state-of-the-art results. Both results are stated in terms of arithmetic circuits ${ }^{22}$ which is a natural model of computation in this context. Here, $2 \leq \omega<2.372$ is the exponent of matrix multiplication [14, 91].

Theorem 2.3 (Fast Fourier Transform for Abelian Groups, [41]). Let $G$ be a finite Abelian group. There is an arithmetic circuit to compute the convolution of given vectors $A, B \in \mathbf{C}^{G}$ in $O(|G| \log |G|)$ arithmetic operations.

Theorem 2.4 (Fast Fourier Transform for Arbitrary Groups, [198]). Let $G$ be an arbitrary finite group. There is an arithmetic circuit to compute the convolution of given vectors $A, B \in \mathbf{C}^{G}$ in $|G|^{\omega / 2+o(1)}$ arithmetic operations.

To be applicable in our context, we need to turn these results into word RAM algorithms. It is possible to compute general convolutions of integer vectors in the word RAM model by simulating the arithmetic circuits from Theorems 2.3 and 2.4 (either using complex arithmetic with bounded precision or by substituting $\mathbf{C}$ with an appropriate finite field). Here, however, the representation of the group $G$ matters critically. For instance, each finite Abelian group can be represented as the product of cyclic groups of prime power order, and given this representation the arithmetic circuit from Theorem 2.3 leads to a word RAM algorithm running in time $O(|G| \log |G|)$. For more complicated groups it is a priori not clear how to turn Theorem 2.4 into an efficient algorithm.

Even More General Convolution. While throughout this thesis we mostly focus on the case $R=\mathbf{Z}$, it is possible to define convolutions when $R$ is only a semiring ${ }^{23}$. For nice rings $R$ it is often possible to compute convolutions in near-linear time in the same vein as the previous two theorems. In contrast, computing convolutions
over semirings leads to significant changes in the complexity. Note that we can always compute $A \star B$ naively in time $O\left(n^{2}\right)$, and it is an interesting question from fine-grained complexity for which semirings there are better algorithms.

For example, a popular hypothesis in fine-grained complexity states that computing the (min, +)-convolution ${ }^{24}$ indeed requires quadratic time (up to lowerorder factors) [86, 146]:

Conjecture 2.5 ((min, +)-Convolution). For any $\epsilon>0$, there is no algorithm to compute the ( $\mathrm{min},+$ )-convolution of two given length-n vectors in time $O\left(n^{2-\epsilon}\right)$.

In fact, in the course of the last decade the fine-grained study of generalized convolution problems has lead to a whole landscape of complexities from nearlinear to almost-quadratic time [86, 146, 153, 58, 137]. One interesting intermediate problem with conjectured running time $n^{3 / 2 \pm o(1)}$ is (min, max)-convolution ${ }^{25}$.

We remark that the landscape of semiring-convolution problems is mirrored by matrix products over semirings. For example, the matrix analogue of ( $\mathrm{min},+$ )convolution is the ( $\mathrm{min},+$ )-product problem ${ }^{26}$, which is fine-grained equivalent to the famous All-Pairs Shortest Paths problem in graphs [95, 203]. Corresponding convolution and matrix problems often behave very similarly in terms of their algorithmic and lower bound techniques, and sometimes there are even fine-grained reductions from semiring-convolution problems to their respective matrix problems.

Sparse Convolution. From now on we focus on the sparse convolution problem, where the goal is to design algorithms sensitive to the input plus output size

$$
t=\|A\|_{0}+\|B\|_{0}+\|A \star B\|_{0} .
$$

In the following three Sections 2.2 to 2.4 we describe three approaches to computing sparse convolutions and highlight their respective benefits and drawbacks. In the following Sections 2.5 to 2.7 we establish more tools which we need in the later Chapters 3 and 4.

### 2.2 Sparse Convolution via Additive Hashing

The simplest approach to sparse convolutions is via hashing. Specifically, via hashing with hash functions $h:[n] \rightarrow[m]$ satisfying the additiveness (or linearity) property that $h(x)+h(y)=h(x+y)(\bmod m)$. We start with a brief exposition in Section 2.2.1 about known additive hash functions all which will later play important roles. Later, in Section 2.2.2 we design a simple algorithm for sparse integer convolution based on one of these hash functions.

### 2.2.1 Collection of Additive Hash Families

In this section, we introduce four families of hash functions each satisfying an additiveness(-like) property.

Family 1: Hashing Modulo a Random Prime. The most basic additive hash family is the family of functions $h(x)=x \bmod p$ where $p$ is a random prime. (In more mathy terms, this is a projection to a random subgroup of $\mathbf{Z}$.)

Lemma 2.6 (Random Prime Hashing). Let $n \geq m$ be arbitrary. The family of hash functions $h(x)=x \bmod p$ where $p \in[m . .2 m]$ is a random prime satisfies the following three properties.

1 Efficiency: Sampling $h$ takes time polylog $m$ and evaluating takes constant time.
$2 O(\log n)$-Universality: For distinct keys $x, y \in[n]: \mathbf{P}(h(x)=h(y)) \leq \frac{2 \log n}{m}$.
3 Additiveness: For all keys $x, y \in[n]: h(x)+h(y) \equiv h(x+y)(\bmod p)$.
${ }^{24}$ The convolution over the semiring $(\mathbf{Z} \cup\{\infty\}$, min, + ). At times this is called the tropical semiring.
${ }^{25}$ The convolution over the semiring $(\mathbf{Z} \cup\{-\infty, \infty\}$, min, $\max )$. At times this is called the subtropical semiring.
${ }^{26}$ Given two $n \times n$ integer matrices $A, B$, compute the integer matrix $C$ defined by $C[i, j]=\min _{k} A[i, k]+B[k, j]$.

Proof. - The additiveness property is obvious, so focus on universality and fix two distinct keys $x, y \in[U]$. It holds that $h(x)=h(y)$ if and only if $p$ divides the difference $x-y$. Since $|x-y| \leq n, x-y$ has at most $\log _{m}(n)$ distinct prime factors in the range $[m . .2 m]$. On the other hand, by a quantitative version of the Prime Number Theorem [184, Corollary 3], there are at least $\frac{3 m}{5 \ln m}$ primes in the range $[m . .2 m$ ] (for sufficiently large $m$ ). Hence, the probability that $p$ divides $x-y$ is at $\operatorname{most} 5 \log _{m}(n) \ln (m) /(3 m) \leq 2 \log (n) / m$.

The main selling point of this hash function is that it is truly additive and very simple. Unfortunately, it is not perfectly uniform. The next families 2 and 3 will perform better in this regard, but come with a weaker additiveness-like property.

Family 2: Linear Hashing. Linear hashing is one of the classic textbook hash functions $h:[n] \rightarrow[m]$ defined as follows:

$$
h(x)=((\sigma x+\tau) \bmod p) \bmod m .
$$

Here, $p \geq n$ is some fixed prime, $m \leq p$ is the fixed number of buckets and $\sigma$ and $\tau$ are chosen uniformly and independently at random from [p]. We say that $h$ is a linear hash function with parameters $p$ and $m$. Linear hashing is particularly powerful as this family is $O(1)$-universal (even $(1+o(1))$-universal, to be precise).
Lemma 2.7 (Linear Hashing). Let h be a linear hash function with parameters $p$ and $m$ drawn uniformly at random. Then the following properties hold:

1 Efficiency: Sampling and evaluating $h$ takes constant time (assuming that $p$ is fixed).
2 Almost-Additiveness: For all keys $x, y \in[n]$ there is an offset $o \in\{-p, 0, p\}$ such that $h(x)+h(y)=h(0)+h(x+y)+o(\bmod m)$.
$3 O(1)$-Universality: For distinct keys $x, y \in[n]: \mathbf{P}(h(x)=h(y)) \leq O\left(\frac{1}{m}\right)$.
4 Pairwise Independence: For distinct keys $x, y \in[n]$ and buckets $a, b \in[m]$ : $\left|\mathbf{P}(h(x)=a \wedge h(y)=b)-\frac{1}{m^{2}}\right| \leq \frac{3}{m p} \leq \frac{3}{m^{2}}$.
We include a proof for completeness.
Proof. Universality follows directly from pairwise independence, so we start proving the pairwise independence property. We rewrite $h$ as $h(x)=g(x) \bmod m$, where $g(x)=(\sigma x+\tau) \bmod p$ for uniformly random $\sigma, \tau \in[p]$. The first step is to prove that $\mathbf{P}\left(g(x)=a^{\prime} \wedge g(y)=b^{\prime}\right)=1 / p^{2}$ for distinct keys $x, y$ and arbitrary buckets $a^{\prime}, b^{\prime} \in[p]$. Note that the event $g(x)=a^{\prime}$ and $g(y)=b^{\prime}$ can be rewritten as $g(x)=a^{\prime}$ and $g(y)-g(x)=b^{\prime}-a^{\prime}(\bmod p)$ and the claim follows immediately by observing that the random variables $g(x)$ and $g(y)-g(x)=g(y-x)(\bmod p)$ are independent.

We get back to $h$. Clearly,

$$
\mathbf{P}(h(x)=a \wedge h(y)=b)=\sum_{\substack{a a^{\prime}, b^{\prime} \\ a=a^{\prime} \bmod m \\ b=b^{\prime} \bmod m}} \mathbf{P}\left(g(x)=a^{\prime} \wedge g(y)=b^{\prime}\right)=\sum_{\substack{a^{\prime}, b^{\prime} \\ a=a^{\prime} \bmod m \\ b=b^{\prime} \bmod m}} \frac{1}{p^{2}},
$$

There are at least $\lfloor p / m\rfloor$ and at most $\lceil p / m\rceil$ such values $a^{\prime}$ and $b^{\prime}$, respectively, and we conclude that the desired probability is at least $\lfloor p / m\rfloor^{2} / p^{2} \geq(p / m-1)^{2} / p^{2} \geq$ $\frac{1}{m^{2}}-\frac{2}{m p}$ and at most $\lceil p / m\rceil^{2} / p^{2} \leq(p / m+1)^{2} / p^{2} \leq \frac{1}{m^{2}}+\frac{3}{m p}$.

Finally, we prove that $h$ is almost-additive. For the inner function $g$ it is clear that $g(x)+g(y)=g(0)+g(x+y)(\bmod p)$. As each side of the equation is a nonnegative integer less than $2 p$, it follows that $g(x)+g(y)=g(0)+g(x+y)+o$, where $o \in\{-p, 0, p\}$. By taking residues modulo $m$, the claim follows.

We remark that linear hashing is closely related to another family of hash functions, which satisfy the same properties as in Lemma 2.7:

$$
h(x)=\left\lfloor\frac{m \cdot((\sigma x+\tau) \bmod p)}{p}\right\rfloor
$$

(Here, as before $p$ and $m$ are fixed and $\sigma, \tau \in[p]$ are uniformly random.) While most of our algorithms relying on linear hashing would also work with this hash function, for simplicity we will stick to linear hashing throughout.

Family 3: Linear Hashing without Primes. Linear hashing comes with the drawback that we have to precompute a (possibly large) prime number $p$ in polylogarithmic time. For most applications this overhead is negligible-but in some cases it critically incurs an additive polylog $n$ term to the running time which is otherwise independent of $n$. One can remove this overhead and perform linear hashing without prime numbers as proven e.g. in [87]. We provide a different selfcontained proof.

Lemma 2.8 (Linear Hashing without Primes). Let $n \geq m$ be arbitrary. There is a family of hash functions $h:[n] \rightarrow[m]$ with the following three properties.

1 Efficiency: Sampling and evaluating $h$ takes constant time.
2 Uniform Differences: For any distinct keys $x, y \in[n]$ and for any $q \in[m]$, the probability that $h(x)-h(y) \equiv q(\bmod m)$ is at most $O\left(\frac{1}{m}\right)$.
3 Almost-Additiveness: There exists a constant-size set $\Phi \subseteq[m]$ such that for all keys $x, y \in[n]$ it holds that $h(x)+h(y) \equiv h(x+y)+\phi(\bmod m)$ for some $\phi \in \Phi$.

For the proof we need the following lemma. A set $A=\{r+i a: i \in[|A|]\} \subseteq \mathbf{Z}$ is called an arithmetic progression with step-width $a$. The following lemma proves that two arithmetic progressions with coprime step-widths are as uncorrelated as possible.

Lemma 2.9 (Coprime Step-Widths). Let $A$ and $B$ be arithmetic progressions with coprime step-widths $a$ and $b$, respectively. Then $|A \cap B| \leq \min \left\{\frac{|A|-1}{b}, \frac{|B|-1}{a}\right\}+1$.

Proof. $\triangleright$ We may assume that $A=\{0, a, \ldots,(|A|-1) a\}$ and $B=\{0, b, \ldots,(|B|-1) b\}$ (remove all points before the first common element of $A$ and $B$ and shift such that the first common element becomes zero). Since $a$ and $b$ are coprime, the intersection $A \cap B$ consists only of multiples of $a b$ and thus $|A \cap B| \leq\left\lfloor\frac{(|A|-1) a}{a b}\right\rfloor+1$. The same bound holds symmetrically for $B$.

Proof of Lemma 2.8. $\downarrow$ First, assume that $m$ is odd. Let $N$ be the smallest power of two larger than $n \cdot m$. We then define the family of hash functions as

$$
h(x)=(\sigma x \bmod N) \bmod m
$$

where $\sigma \in[N]$ is a random odd number. We will now prove the three claimed properties for this family.

1 Efficiency: Sampling $h$ only involves constructing $N$ and sampling a random odd number. Both operations take constant time in the word RAM model. Evaluating $h$ is also in constant time.
3 Almost-Additiveness: Fix any keys $x, y \in[n]$. Then for one of the two choices $\phi \in\{0, N\}$ it holds that $(\sigma x \bmod N)+(\sigma y \bmod N)=(\sigma(x+y) \bmod N)+\phi$. By reducing this equation modulo $m$, it follows that $\Phi=\{0, N \bmod m\}$ is a suitable choice.
2 Uniform Differences: To prove that $h$ satisfies the uniform difference property, it suffices to prove that $h$ is $O(1)$-uniform, i.e., to prove that $\mathbf{P}(h(z)=a) \leq O\left(\frac{1}{m}\right)$ for all keys $z \in[n]$ and all buckets $a \in[m]$. Indeed, from the previous paragraph we learn that $h(x)-h(y) \equiv q(\bmod m)$ only if $h(x-y) \equiv q-\phi(\bmod m)$ for some $\phi \in \Phi$. Taking a union bound over the constant number of elements $\phi$ then yields the claim.

To check that $h$ is $O(1)$-uniform, we write $z=2^{k} \cdot w$ where $w$ is odd. Then $\sigma z \bmod N$ is uniformly distributed in $A=\left\{2^{k} \cdot i: i \in\left[2^{-k} \cdot N\right]\right\}$.

Indeed, by identifying [ $N$ ] with the finite $\operatorname{ring} \mathbf{Z} / N \mathbf{Z}, A$ is the smallest additive subgroup of $\mathbf{Z} / N \mathbf{Z}$ which contains $Z$, and thus multiplying with a random unit $\sigma \in(\mathbf{Z} / N \mathbf{Z})^{\times}$randomly permutes $z$ within that subgroup. It follows that

$$
\mathbf{P}(h(z)=a)=\frac{2^{k} \cdot|A \cap B|}{N}
$$

where $B \subseteq[N]$ consists of all numbers equal to $a$ modulo $m$. Observe that $A$ and $B$ are both arithmetic progressions with step-widths $2^{k}$ and $m$, respectively. Recall that $m$ is odd, therefore $2^{k}$ and $m$ are coprime and Lemma 2.9 applies and yields $|A \cap B| \leq \frac{N}{2^{k} m}+1$. We finally obtain $\mathbf{P}(h(z)=a) \leq \frac{1}{m}+\frac{n}{N} \leq$ $O\left(\frac{1}{m}\right)$.

Finally, we remove the assumption that $m$ is odd. If $m$ is even, then we simply apply the previous construction to obtain a linear hash function $h:[n] \rightarrow[m-1]$ and reinterpret this as a function $h:[n] \rightarrow[m]$. It is easy to see that this preserves efficiency and uniform differences, and we claim that is also preserves almost-additiveness. Indeed, fix arbitrary keys $x, y$. From the construction we know that $h(x)+h(y) \equiv h(x+y)+\phi(\bmod (m-1))$ for some $\phi \in \Phi$. Both sides of the equation are integers less than $2 m-2$ and hence their images modulo $m-1$ and $m$, respectively, differ by at most 1 . Therefore, we have $h(x)+h(y) \equiv$ $h(x+y)+\phi^{\prime}(\bmod m)$ for some $\phi^{\prime} \in \Phi^{\prime}=\{\phi+\psi: \phi \in \Phi, \psi \in\{-1,0,1\}\}$.

Family 4: Projection to Random Subspaces. As the last example of additive hashing, we consider rings other than the integers, namely finite-field vector spaces $\mathbf{F}_{p}^{d}$. There is a simple family of hash functions-projections to random subspaces:
Lemma 2.10 (Hashing via Random Linear Maps). Let $h: \mathbf{F}_{p}^{d} \rightarrow \mathbf{F}_{p}^{d^{\prime}}$ be a random linear map (i.e., let $H \in \mathbf{F}_{p}^{d^{\prime} \times d}$ be a random matrix, and let $h(x)=H x$ ). Then the following properties are satisfied:
1 Additiveness: $h(x+y)=h(x)+h(y)$ for all $x, y \in \mathbf{F}_{p}^{d}$.
2 Independence: For any linearly independent vectors $x_{1}, \ldots, x_{k} \in \mathbf{F}_{p}^{d}$ (in particular, the $x_{i}$ 's must be nonzero), the random variables $h\left(x_{1}\right), \ldots, h\left(x_{k}\right)$ are independent, and for any $a_{1}, \ldots, a_{k} \in \mathbf{F}_{p}^{d^{\prime}}$ we have

$$
\mathbf{P}\left(h\left(x_{1}\right)=a_{1} \text { and } \ldots \text { and } h\left(x_{k}\right)=a_{k}\right)=\left(p^{d^{\prime}}\right)^{-k}
$$

More generally, for any $x_{1}, \ldots, x_{k} \in \mathbf{F}_{p}^{d}$ (not necessarily linearly independent) and any $a_{1}, \ldots, a_{k} \in \mathbf{F}_{p}^{d^{\prime}}$ we have that

$$
\mathbf{P}\left(h\left(x_{1}\right)=a_{1} \text { and } \ldots \text { and } h\left(x_{k}\right)=a_{k}\right) \leq\left(p^{d^{\prime}}\right)^{-s}
$$

where $s=\operatorname{dim}\left\langle x_{1}, \ldots, x_{k}\right\rangle$.
Proof. The additiveness property is obvious. To prove the independence statement, first recall that any set of linearly independent vectors $x_{1}, \ldots, x_{k}$ can be written as $x_{i}=M e_{i}$, where $M$ is a full-rank matrix and $e_{i}$ is the all-zeros vector with a single 1 in position $i$. Next, observe that the matrix $H M$ is uniformly random (indeed for any fixed matrix $N$ we have that $\mathbf{P}(H M=N)=\mathbf{P}\left(H=N M^{-1}\right)$ and $H$ is uniformly random). It follows that the hash values $h\left(x_{i}\right)=H M e_{i}$ are the columns of a uniformly random matrix and therefore independent. Hence:

$$
\mathbf{P}\left(h\left(x_{1}\right)=a_{1} \text { and } \ldots \text { and } h\left(x_{k}\right)=a_{k}\right)=\left(p^{d^{\prime}}\right)^{-k}
$$

for any $a_{1}, \ldots, a_{k} \in \mathbf{F}_{p}^{d^{\prime}}$.
To obtain the more general statement for vectors which are not necessarily linearly independent, select a subset from $\left\{x_{1}, \ldots, x_{k}\right\}$ of $\operatorname{dim}\left\langle x_{1}, \ldots, x_{k}\right\rangle$ linearly independent vectors. For this subset, the hash values behave independently.

### 2.2.2 Sparse Integer Convolution via Additive Hashing

In this section we give a simple algorithm for sparse integer convolution (that is, for sparse polynomial multiplication). The algorithm is Monte Carlo randomized. The idea is to find the convolution $A \star B$ via iterative recovery.

While this algorithm has never appeared in the literature, it borrows heavily from common ideas used in several papers [164, 123, 127, 105]. ${ }^{27}$ It follows three key ideas:

Key Idea 1: Additive Hashing. Let $h:[n] \rightarrow[m=\widetilde{\Theta}(t)]$ be an additive hash function. ${ }^{28}$ We lift $h$ to vectors, and define $h(A)$ and $h(B)$ as length- $m$ vectors via

$$
h(A)[x]=\sum_{\substack{i \in[n] \\ h(i)=x}} A[i], \quad h(B)[y]=\sum_{\substack{j \in[n] \\ h(j)=y}} B[i] .
$$

That is, $h(A)$ is the vector obtained from $A$ by hashing each entry $A[i]$ to the bucket $h(i)$ and summing all entries falling into the same bucket. We can compute $h(A)$ and $h(B)$ in linear time $O(t)$, and we can compute their cyclic convolution $h(A) \star_{m} h(B)$ via FFT in time $\widetilde{O}(t)$. The crucial insight is the following lemma:

Lemma 2.11 (Convolutions and Additive Hashing). Let $h:[n] \rightarrow[m]$ be an additive hash function (that is, for all $x, y$ we have $h(x)+h(y)=h(x+y)(\bmod m)$ ). Then $h(A) \star_{m} h(B)=h(A \star B)$.

Proof. Let $z$ be arbitrary. The proof is a simple calculation; for simplicity we denote equality modulo $m$ by $\equiv$.

$$
\begin{aligned}
& h(A \star B)[z]=\sum_{\substack{k \in[n] \\
h(k)=z}}(A \star B)[k]=\sum_{\substack{i, j \in[n] \\
h(i+j)=z}} A[i] \cdot B[j]=\sum_{\substack{i, j \in[n] \\
h(i)+h(j) \equiv z}} A[i] \cdot B[j] \\
&=\sum_{\substack{x, y \in[m] \\
x+y=Z}} h(A)[x] \cdot h(B)[y]=\left(h(A) \star_{m} h(B)\right)[z] .
\end{aligned}
$$

With this lemma in mind, we have access to the vector $h(A \star B)$. With good probability, many nonzero entries $(A \star B)[k]$ are isolated under the hashing (that is, there is no other nonzero entry $(A \star B)\left[k^{\prime}\right]$ such that $h(k)=h\left(k^{\prime}\right)$ ), and our goal is to recover all of these entries. For each isolated entry $k$, we clearly have that $h(A \star B)[h(k)]=(A \star B)[k]$. This seems helpful but not sufficient, as the algorithm cannot infer $k$ by only seeing the entry $h(A \star B)[h(k)]$.

Key Idea 2: Sparse Recovery and the Derivative Trick. The solution is the standard idea from sparse recovery: We need to add some sort of identifier to hashed vector. In our scenario, an elegant solution is the derivative trick used by Huang [123]: Let $\partial A$ denote the derivative vector with entries $(\partial A)[i]=i \cdot A[i] .{ }^{29}$ The following familiar lemma applies:

Lemma 2.12 (Product Rule). Let $A, B$ be vectors. Then $\partial(A \star B)=(\partial A) \star B+A \star(\partial B)$. Proof. Again, the proof is a simple calculation. Let $k$ be arbitrary, then:

$$
\begin{aligned}
& \partial(A \star B)[k]=k \cdot(A \star B)[k]=\sum_{\substack{i, j \in[n] \\
i+j=k}}(i+j) \cdot A[i] \cdot B[j] \\
& =\sum_{\substack{i, j \in[n] \\
i+j=k}} i \cdot A[i] \cdot B[j]+\sum_{\substack{i, j \in[n] \\
i+j=k}} A[i] \cdot j \cdot B[j]=(\partial A \star B)[k]+(A \star \partial B)[k] .
\end{aligned}
$$

Using this idea, we can compute $h(\partial A \star B)$ and $h(A \star \partial B)$ (as described in Key Idea 1) and thereby obtain their sum $h(\partial(A \star B))$. Coming back to our previous
${ }^{27}$ More precisely, we essentially follow Nakos' approach to integer convolution [164], but replace the way the sparse recovery identifiers are chosen by Huang's derivative trick [123]. This removes the need for complex arithmetic and a tedious precision analysis.
${ }^{28}$ Here, we assume for simplicity that $t=\|A \star B\|_{0}$ is known, but this assumption is not necessary in the algorithm.
${ }^{29}$ This naming is in analogy to derivatives of polynomials which in addition to scaling also shift the coefficient vectors. While our definition seems odd at first, this version leads to cleaner algorithms.

Algorithm 2.1. A simple algorithm for sparse integer convolution (aka polynomial multiplication). Given two vectors $A, B \in \mathbf{Z}^{n}$, this algorithm computes their convolution $A \star B$.

```
\(t_{0} \leftarrow\|A\|_{0}+\|B\|_{0}\)
for \(t \leftarrow t_{0}, 2 t_{0}, 4 t_{0}, \ldots, \infty\) do
    \(C \leftarrow(0, \ldots, 0)\)
    for \(\ell \leftarrow 0,1, \ldots,\lceil\log t\rceil\) do
        Sample a random prime \(m \in\left[\frac{128}{2^{\ell}} \cdot t \log n, \frac{256}{2^{\ell}} \cdot t \log n\right]\)
        Let \(h(x)=x \bmod m\)
        Compute \(V \leftarrow h(A) \star_{m} h(B)-h(C)\) via FFT
        Compute \(W \leftarrow h(\partial A) \star_{m} h(B)+h(A) \star_{m} h(\partial B)-h(\partial C)\) via FFT
        for each \(z \in[m]\) do
            \(k \leftarrow W[z] / V[z]\)
            if \(k \in[2 n-1]\) then
                \(C[k] \leftarrow C[k]+V[z]\)
    if \(\operatorname{Verify}(A, B, C)\) then return \(C\)
```

problem, assume that $v=(A \star B)[k]$ is an isolated entry. Then it is easy to check that $h(A \star B)[h(k)]=v$ and $h(\partial(A \star B))[h(k)]=k \cdot v$. Taking the quotient of these two values, we have correctly identified $k$.

Consider the following recovery algorithm which uses this idea: We maintain a vector $C$ which is initially all-zeros. For each bucket $z \in[m]$, we compute the quotient $k \leftarrow h(\partial(A \star B))[z] / h(A \star B)[z]$. We test whether $k$ is an integer in the feasible range $[2 n-1$ ], and only in this case update $C[k] \leftarrow(A \star B)[z]$. At this point we exploit a second property about the hash function $h$ : Assuming that the hash family is $\widetilde{O}(1)$-universal, at least a constant fraction, say $\frac{3}{4}$, of entries becomes isolated under $h$. Therefore, this recovery loop correctly recovers at least a $\frac{3}{4}$ fraction of the entries in $A \star B$ correctly. Unfortunately, the non-isolated entries might introduce some errors to the recovery; note that we cannot guarantee that each index $k$ as computed by the algorithm actually corresponds to an isolated index-non-isolated buckets can coincidentally lead to integers quotients $k$.

A standard idea is to repeat this algorithm $\log t$ times so that with high probability each index was recovered correctly in the majority of cases. Unfortunately, this is not as is easy as it looks: The errors in the recovery could, in principle, corrupt the same index $k$ in each repetition. We take another approach to fix this remaining issue.

Key Idea 3: Iterative Recovery. Instead, we will run the algorithm for several iterations and fix these errors one by one until we have computed $C=A \star B$. That is, we start from the all-zeros vector $C$ and apply the previous two steps to arrive at an approximation $C \approx A \star B$. In the next iteration, our goal is to recover the residual vector $A \star B-C$. Again we recover a constant fraction of coordinates correctly and thereby correct some errors introduced in the first iteration (while introducing some new errors). After $O(\log t)$ iterations we have removed all errors with high probability.

This idea can be implemented very efficiently by taking into account that the sparsity of the residual vector decreases geometrically across the iterations. We can therefore also use geometrically smaller and smaller bucket sizes and ultimately save a factor $\log t$ in the running time.

We summarize the complete algorithm in Algorithm 2.1 and include a short formal analysis. The algorithm does not assume that the sparsity $t$ is known, but instead guesses $t$ by exponential search. We also assume access to an algorithm $\operatorname{Verify}(A, B, C)$ that tests whether $A \star B=C$ (with high probability); we will design this algorithm in Section 2.5.

Theorem 2.13 (Sparse Integer Convolution). With high probability, Algorithm 2.1 returns the convolution $A \star B$ of the given vectors $A, B \in \mathbf{Z}^{n}$, and it runs in expected time $O\left(t \log ^{2} n\right)$ where $t=\|A\|_{0}+\|B\|_{0}+\|A \star B\|_{0}$.

Proof. - We will ignore the iterations of the outer loop until we have reached the critical value $t \geq\|A \star B\|_{0}$. As the verifier is correct with high probability, the algorithm will not prematurely stop and return a wrong answer with high probability. Focus on one iteration after the critical threshold. We claim that with constant probability the inner loop correctly computes $C=A \star B$ and the algorithm terminates.

We refer to the iterations of the inner loop as levels $\ell$. Let $C_{\ell}$ denote the vector $C$ after executing the $\ell$-th iteration of the inner loop; i.e., $C_{0}$ is the all-zeros vector and $C_{L}$ for $L=\lceil\log t\rceil$ hopefully equals $C$. We say that the $\ell$-th level is successful if the residual vector $A \star B-C$ has sparsity $\left\|A \star B-C_{\ell}\right\| \leq t / 4^{\ell}$. We prove by induction that, conditioned on the events that the levels $0,1, \ldots, \ell-1$ are successful, also the $\ell$-th level is successful with probability at least $1-2^{-\ell-1}$.

For the base case, note that $\left\|A \star B-C_{0}\right\|=\|A \star B\| \leq t$. So let $\ell>0$ and assume that all previous levels $0,1, \ldots, \ell-1$ were successful. Let $m$ be the prime sampled in the $\ell$-th level and let $h(x)=x \bmod m$ as Algorithm 2.1. We say that an index $k \in$ $\operatorname{supp}\left(A \star B-C_{\ell-1}\right)$ is isolated if there is no other index $k^{\prime} \in \operatorname{supp}\left(A \star B-C_{\ell-1}\right)$ with $h(k)=h\left(k^{\prime}\right)$. By the universality of our hash family (see Lemma 2.6), the event $h(k)=h\left(k^{\prime}\right)$ happens with probability at most

$$
\frac{2 \log n}{\frac{128 t}{2^{\ell}} \cdot \log n}=\frac{2^{\ell}}{64}
$$

for any fixed keys $k, k^{\prime}$. Taking a union bound over the at most $t / 4^{\ell-1}$ options for $k^{\prime}$ (here we use the induction hypothesis), the probability that $k$ is non-isolated is at most $\frac{2^{\ell}}{64} \cdot \frac{t}{4^{\ell-1}} \leq \frac{1}{16 \cdot 2^{\ell}}$. The expected number of non-isolated indices is $\frac{t}{4^{\ell-1}} \cdot \frac{1}{16 \cdot 2^{\ell}}$, and by Markov's inequality the number of non-isolated indices exceeds $\frac{t}{2 \cdot 4^{t}}$ with probability at most $2^{-\ell-1}$.

We come back to the algorithm and consider the vector $C_{\ell}$ as computed in the $\ell$-th level. By the previous two Lemmas 2.11 and 2.12 we have correctly computed the vectors $V=h\left(A \star B-C_{\ell-1}\right)$ and $W=h\left(\partial\left(A \star B-C_{\ell-1}\right)\right)$ in Lines 7 and 8. Therefore, for each isolated index $k$ we have that $V[z]=\left(A \star B-C_{\ell-1}\right)[k]$ and $W[z]=k \cdot V[z]$ for $z=h(k)$. It follows that the algorithm eventually identifies $k$ in Line 10 and correctly updates $C_{\ell}[k] \leftarrow C_{\ell-1}[k]+V[z]=(A \star B)[k]$. This proves that the algorithm correctly recovers all isolated indices, but we also have to account for the non-isolated indices. There is no hope to recover the nonisolated indices, and moreover each non-isolated index might lead to one false recovery in Lines 10 and 12. It follows that $\left\|A \star B-C_{\ell}\right\|_{0}$ is at most twice the number of non-isolated indices. In combination with the previous paragraph we conclude that $\left\|A \star B-C_{\ell}\right\|_{0} \leq \frac{t}{4^{\ell}}$, and thus the $\ell$-th level is successful.

By a union bound over all levels $\ell=0,1, \ldots, L=\lceil\log t\rceil$, we obtain that the $L$-th level is successful with probability at least $1-\sum_{\ell} 2^{-\ell-1} \geq \frac{1}{2}$. In this case we have that $\left\|A \star B-C_{L}\right\| \leq \frac{t}{4^{L}}<1$ and therefore $A \star B=C_{L}$ as claimed.

Finally, it remains to analyze the running time. We prove that each iteration of the outer loop (with value $t$ ) runs in time $O\left(t \log ^{2} n\right)$. Then, by taking into account that each iteration after the critical threshold $t \geq\|A \star B\|_{0}$ terminates with probability at least $\frac{1}{2}$, the expected running time is also bounded by $O\left(t \log ^{2} n\right)$.

We analyze the running time per level $\ell$. Sampling the prime $p$ takes time polylog $(t \log n)$ (which is negligible). It takes time $O(t)$ to prepare the derivatives and the hashed vectors of $A, B$ and $C$. The dominant step is to compute the three convolutions in FFT time $O(m \log m)=O\left(\frac{t \log n}{2^{\ell}} \log (t \log n)\right)=O\left(\frac{t}{2^{\ell}} \log ^{2} n\right)$.

Finally, the recovery loop in Line 9 runs in time $O(m)$. Summing over all levels $\ell=0,1, \ldots,\lceil\log t\rceil$, the running time per outer iteration becomes

$$
\sum_{\ell=0}^{\lceil\log t\rceil} O\left(t+\frac{t}{2^{\ell}} \log ^{2} n\right)=O\left(t \log t+t \log ^{2} n\right)=O\left(t \log ^{2} n\right)
$$

as claimed. 4

Advantages and Disadvantages. The hashing approach powers most recent algorithms [164, 108, 61, 60] and has the clear advantages of being simple and flexible. For instance, while the algorithm we just described is Monte Carlo randomized (due to the Monte Carlo verifier) and it is possible to work in more tricks to get a Las Vegas algorithms for nonnegative convolution [60] (see Chapter 3).

In terms of the running time, this algorithm runs in time $O\left(t \log ^{2} n\right)$ which is one $\log n$ factor away from the optimal time bound $O(t \log t)$. One might guess that a log-factor can be saved by using more efficient hash functions in terms of universality. For instance, we could use linear hashing (Lemma 2.7). Unfortunately, since linear hashing is only almost-additive, the iterative recovery loop does no longer work, ${ }^{30}$ and the resulting algorithm still runs in time $O\left(t \log ^{2} n\right)$.

The most severe disadvantage is that this approach is inherently randomized. Derandomizations are known but only at the cost of super-polylogarithmic $t^{o(1)-}$ factors.

### 2.3 Sparse Convolution via Algebraic Methods

A radically different approach to computing sparse convolutions by viewing the vectors $A$ as polynomials $A(X)=\sum_{i} A[i] \cdot X^{i}$ and by exploiting their algebraic structure. Recall that in this view, the role of convolution is taken by polynomial multiplication.

One prime example is by a classical algorithm due to Gaspard de Prony from 1796, called Prony's method [177]. This algorithm was rediscovered several times since then, for decoding BCH codes [205] and in the context of polynomial interpolation [44]; see also [180]. The statement is that we can recover a $t$-sparse polynomial $P(X)$ from $2 t$ evaluations $P\left(x_{0}\right), \ldots, P\left(x_{2 t-1}\right)$ at strategically chosen points $x_{0}, \ldots, x_{2 t-1}$.

For our purposes, we can apply Prony's method in three steps to compute the convolution $C=A \star B$ of two sparse vectors $A, B$ :

1 Evaluate $A\left(x_{0}\right), \ldots, A\left(x_{2 t-1}\right)$ and $B\left(x_{0}\right), \ldots, B\left(x_{2 t-1}\right)$.
2 Multiply $C\left(x_{0}\right) \leftarrow A\left(x_{0}\right) \cdot B\left(x_{0}\right), \ldots, C\left(x_{2 t-1}\right) \leftarrow A\left(x_{2 t-1}\right) \cdot B\left(x_{2 t-1}\right)$
3 Interpolate the $t$-sparse polynomial $C$ from its evaluations $C\left(x_{0}\right), \ldots, C\left(x_{2 t-1}\right)$ using Prony's method.

This is a promising approach, but steps 3 and 1 (note that even the multipoint evaluation of a sparse polynomial is not obvious) require heavy algebraic machinery. In the remainder of this section we provide some more details on Prony's method, and even prove some of its algebraic ingredients.

### 2.3.1 Prony's Method in Detail

In this section we attempt to give a detailed overview of Prony's method. Our aim is to be more intuitive than formally precise. Recall that our goal is to interpolate a $t$-sparse polynomial $P(X)$ (with degree $n \gg t$ ) by evaluating the polynomial at $2 t$ strategically chosen evaluation points. For a more involved discussion see [132, $44]$ and specifically the survey [180].

Which Evaluation Points? We choose as evaluation points the geometric sequence $\omega^{0}, \omega^{1}, \ldots, \omega^{2 t-1}$. This choice turns out to be convenient for several reasons which will become clear soon. Assume for now that $\omega>1$ is an integer and that all computations are over the integers. (Later we will work over a finite field and pick $\omega$ more carefully.)

Throughout, we write $P=\sum_{j=0}^{t-1} P\left[x_{j}\right] \cdot X^{x_{j}}$ and refer to $x_{0}, \ldots, x_{t-1}$ as the support of $P$. Initially, neither the support nor the coefficients of $P$ are known; we only have access to the evaluations $P\left(\omega^{0}\right), \ldots, P\left(\omega^{2 t-1}\right)$. The two major phases of Prony's method are to first recover the support, and then the coefficients. We start with the second phase which is conceptually easier.

Phase 2: Recovering the Coefficients. Observe that we can express the evaluation of $P$ by means of the following matrix-vector product:

$$
\left[\begin{array}{c}
P\left(\omega^{0}\right)  \tag{1}\\
P\left(\omega^{1}\right) \\
\vdots \\
P\left(\omega^{t-1}\right)
\end{array}\right]=\underbrace{\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\omega^{x_{0}} & \omega^{x_{1}} & \cdots & \omega^{x_{t-1}} \\
\vdots & \vdots & \ddots & \vdots \\
\omega^{(t-1) x_{0}} \omega^{(t-1) x_{1}} \cdots & \omega^{(t-1) x_{t-1}}
\end{array}\right]}_{W}\left[\begin{array}{c}
P\left[x_{0}\right] \\
P\left[x_{1}\right] \\
\vdots \\
P\left[x_{t-1}\right]
\end{array}\right] .
$$

Here, the matrix $W$ is a transposed Vandermonde matrix. This matrix has full rank (as can easily be checked via its determinant $\operatorname{det}(W)=\prod_{i<j}\left(\omega^{x_{i}}-\omega^{x_{j}}\right)$ ) and therefore any polynomial with support $x_{0}, \ldots, x_{t-1}$ is uniquely determined by its evaluations $P\left(\omega^{0}\right), \ldots, P\left(\omega^{t-1}\right)$. In particular, knowing the support $x_{0}, \ldots, x_{t-1}$ (which we can assume was recovered in step 1) we can interpolate $P$ by solving this equation system for the coefficients $P\left[x_{0}\right], \ldots, P\left[x_{t-1}\right]$.

Note that for the recovery of the coefficients, it was sufficient to have access to the $t$ evaluations $P\left(\omega^{0}\right), \ldots, P\left(\omega^{t-1}\right)$. We need the full sequence of $2 t$ evaluations only for recovering the support.

Phase 1: Recovering the Support. The more involved task is to recover the support set $x_{0}, \ldots, x_{t-1}$ from the sequence of evaluations $P\left(\omega^{0}\right), \ldots, P\left(\omega^{2 t-1}\right)$. We start with some background on linear recurrences:

Definition 2.14 (Linear Recurrence). A sequence $S_{0}, S_{1}, \ldots$ is linearly recurrent with degree $r$ if there is a degree-r polynomial $\Lambda(X)=\sum_{\ell=0}^{r} \lambda_{\ell} X^{\ell}$ such that each term in the sequence is determined by a linear combination of its $r$ preceding terms, weighted with $\lambda_{0}, \ldots, \lambda_{r}$ :
$\sum_{\ell=0}^{r} \lambda_{\ell} S_{i+\ell}=0 \quad$ for all $i \geq 0$.
If $\Lambda$ is the monic polynomial (i.e., with leading coefficient 1) with smallest-possible degree satisfying this condition then we call $\Lambda$ the minimal polynomial of the recurrence.
(At first, it seems odd why we view the $\lambda_{i}$ 's as a polynomial, but this viewpoint hopefully soon starts to make sense.)

It turns out that the sequence of evaluations $P\left(\omega^{0}\right), \ldots, P\left(\omega^{2 t-1}\right)$ is linearly recurrent with degree exactly $t$. And, more importantly, we can read of the support from the minimal polynomial of this recurrence:

Lemma 2.15. For any t-sparse polynomial $P$, the sequence $P\left(\omega^{0}\right), \ldots, P\left(\omega^{2 t-1}\right)$ is linearly recurrent with degree $t$. Moreover, the minimal polynomial of this recurrence is

$$
\Lambda(X)=\prod_{x \in \operatorname{supp}(P)}\left(X-\omega^{x}\right) .
$$

Proof. $\downarrow$ Let $x_{0}, \ldots, x_{t-1}$ denote the support of $P$ and write $P(X)=\sum_{j=0}^{t-1} P\left[x_{j}\right] \cdot X^{x_{j}}$. Assume that the sequence $P\left(\omega^{0}\right), \ldots, P\left(\omega^{2 t-1}\right)$ is linearly recurrent with degree $r$ for some polynomial $\Lambda(X)=\sum_{\ell=0}^{r} \lambda_{\ell} X^{\ell}$. We can therefore express the recurrence condition as follows, for any $i \geq 0$ :

$$
\begin{aligned}
0= & \sum_{\ell=0}^{r} \lambda_{\ell} P\left(\omega^{i+\ell}\right) \\
& =\sum_{\ell=0}^{r} \lambda_{\ell} \sum_{j=0}^{t-1} P\left[x_{j}\right] \cdot \omega^{(i+\ell) x_{j}} \\
& =\sum_{j=0}^{t-1} \omega^{i x_{j}} \cdot P\left[x_{j}\right] \cdot \sum_{\ell=0}^{r} \lambda_{\ell} \omega^{\ell x_{j}} \\
& =\sum_{j=0}^{t-1} \omega^{i x_{j}} \cdot P\left[x_{j}\right] \cdot \Lambda\left(\omega^{x_{j}}\right) .
\end{aligned}
$$

We see two consequences: First, picking the polynomial $\Lambda(X)=\prod_{j=0}^{t-1}\left(X-\omega^{x_{j}}\right)$ with roots at all powers $\omega^{x_{0}}, \ldots, \omega^{X_{t-1}}$ satisfies this recurrence condition for all $i$. In particular, the recurrence has degree at most $t$.

Second, suppose that the minimal polynomial $\Lambda$ has degree less than $t$. Then for at least one power $\omega^{x_{0}}, \ldots, \omega^{x_{t-1}}, \Lambda$ does not have a root. Consider the polynomial $Q$ defined by $Q(X)=\sum_{j=0}^{t-1} P\left[x_{j}\right] \cdot \Lambda\left(\omega^{x_{j}}\right) \cdot X^{x_{j}}$; note that $Q$ is not identically zero. We can rewrite the recurrence from before as $Q\left(\omega^{i}\right)=0$ for all $i \in[t]$. This yields a contradiction: On the one hand $Q$ is not identically zero, but on the other hand, $Q$ is $t$-sparse and therefore uniquely determined by its evaluations $Q\left(\omega^{0}\right), \ldots, Q\left(\omega^{t-1}\right)$ all of which are zero. 4

The previous lemma suggests the following algorithm: Compute the minimal polynomial $\Lambda$ of the sequence $P\left(\omega^{0}\right), \ldots, P\left(\omega^{2 t-1}\right)$. Knowing that the roots of $\Lambda$ are exactly the powers $\omega^{x_{0}}, \ldots, \omega^{x_{t-1}}$, we can extract the support set by computing the roots of $\Lambda$ and taking their logarithms (with base $\omega$ ).

Finite-Field Arithmetic. Before stating the complete algorithm, we point out a serious issue in this approach: The integers involved in the computations are guaranteed to become huge-to represent a single power $\omega^{x_{j}}$ we need at least $n$ bits.

We will therefore perform all computations modulo some prime $p$. This leads to another complication: So far we have implicitly assumed that the powers $\omega^{x_{0}}, \ldots, \omega^{x_{t-1}}$ are distinct (and this is in fact the only property about $\omega$ that we need). To preserve this property, we will pick $\omega \in \mathbf{F}_{p}$ in such a way that its multiplicative order is greater than the degree of $P$.

The Complete Algorithm. We finally summarize Prony's method as an algorithm with six steps. (Phase 1 consists of steps $3-5$ and phase 2 consists of step 6.)

1 Find an element $\omega$ with multiplicative order at least $n$ :
In most cases, it suffices to pick a random element, but there are also deterministic methods for this task [80, 79].

2 Evaluate P: Compute $P\left(\omega^{0}\right), \ldots, P\left(\omega^{2 t-1}\right)$.
3 Compute the minimal polynomial $\Lambda$ of the linear recurrence $P\left(\omega^{0}\right), \ldots, P\left(\omega^{2 t-1}\right)$ : This task can be classically solved in quadratic time using the BerlekampMassey algorithm [45, 157], but it is also known how to solve this task in near-linear time using a Toeplitz solver [132] (which in this case is essentially an application of the Extended Euclidian Algorithm).
4 Compute the roots $\omega^{x_{0}}, \ldots, \omega^{x_{t-1}}$ of $\Lambda$ :
(This is indeed the set of roots by Lemma 2.15.) It is known how to implement
this step in randomized near-linear time [131], but in terms of deterministic methods nothing comparable is known.

5 Compute the discrete logarithms $x_{0}, \ldots, x_{t-1}$ of the roots to the base $\omega$ : Here we use again that $\omega$ has multiplicative order at least $n$ (as otherwise we could not distinguish two exponents $x, x^{\prime}$ that are equal modulo $n$ ). The complexity of this step depends on the multiplicative structure of $\mathbf{F}_{p}$, but is typically expensive.

However, if $P$ is an integer polynomial, we can use the following trick [180]. We work over $\mathbf{F}_{p}$ for some carefully chosen prime $p$ where $p-1$ is divisible by a large power of two. Then we can pick an element $\omega$ whose order is a large power of two. In this case it is possible to compute discrete logarithms in time polylog(n).

6 Compute the coefficients $P\left[x_{0}\right], \ldots, P\left[x_{t-1}\right]$ by solving a transposed Vandermonde system in Equation (1):
The magic is that these structured linear systems can be solved in near-linear time $O\left(t \log ^{2} t\right)$; see the upcoming Theorem 2.18.

Advantages and Disadvantages. Unfortunately, it seems difficult to use this algorithm to answer either of our driving questions: For a deterministic algorithm, the main obstacle is step 4 which is currently not known to run in deterministic nearlinear time. For optimal algorithms (in terms of the running time), many steps are prohibitively expensive such as computing discrete logarithms computation in step 5, but also solving the transposed Vandermonde system in step 6. There are other techniques for sparse convolution using polynomial interpolation, see [180], but they do not seem sufficient in going beyond a $O(t$ polylog $n)$-time algorithm in any variation of the problem, owing to the usage of a variety of tools from structured linear algebra which come with additional log-factors.

Our answer to both driving questions nevertheless relies on ideas from Prony's method, specifically from the final step 6 . In both Chapters 3 and 4 we will compute the support $\operatorname{supp}(P)=\left\{x_{0}, \ldots, x_{t-1}\right\}$ by other means, and then use the efficient transposed Vandermonde solver to find the coefficients $P\left[x_{0}\right], \ldots, P\left[x_{t-1}\right]$. For this reason we include a formal proof of the transposed Vandermonde solver in the next Section 2.3.2.

Prony's Method and Derivatives. We remark that the recipe behind Prony's method as outlined before can be generalized: For instance, we can recover a $t$ sparse given the $2 t$ evaluations of $P$ 's derivatives, e.g. given $\frac{d^{0}}{d x^{0}} P(1), \ldots, \frac{d^{2 t-1}}{d x^{2 t-1}}(1)$; see [122] and see [194] for a generalization to even more general operators. This derivative version saves some algebraic machinery (in particular, we can skip step 2 and the computationally expensive step 5).

### 2.3.2 Algebraic Tools

On more than one occasion we need to efficiently perform simple algebraic computations such as computing powers or inverses. The next two lemmas describe how to easily obtain improved algorithms for the exponentiation and division of many numbers.

Lemma 2.16 (Bulk Exponentiation). Let $R$ be a ring. Given an element $x \in R$, and a set of nonnegative exponents $k_{1}, \ldots, k_{n} \leq k$, we can compute $x^{k_{1}}, \ldots, x^{k_{n}}$ in time $O\left(n \log _{n} k\right)$ using $O\left(n \log _{n} k\right)$ multiplications.

The naive way to implement exponentiations is via repeated squaring in time $O(n \log k)$. There are methods $[208,173]$ improving the dependence on $k$, but for our purposes this simple algorithm suffices.

Proof. $>$ First, compute the base- $n$ representations of all exponents $e_{i}=\sum_{j} k_{i, j} n^{j}$; then $k_{i, j} \in[n]$ where $j=0, \ldots,\left\lceil\log _{n} k\right\rceil$. For all $i=1, \ldots, n$ and $j=0, \ldots,\left\lceil\log _{n} k\right\rceil$ we precompute the powers $x^{i n^{j}}$ using the rules $x^{n^{j+1}}=\left(x^{n^{j}}\right)^{n}$ and $x^{(i+1) n^{j}}=x^{i n^{j}} x^{n^{j}}$. Finally, each output $x^{k_{i}}$ is the product of $\left\lceil\log _{n} k\right\rceil$ numbers $\prod_{j} x^{k_{i, j}}{ }^{j}$. The correctness is immediate, and it is easy to check that all steps takes time $O\left(n \log _{n} k\right)$.
Lemma 2.17 (Bulk Division). Let $F$ be a field. Given $n$ field elements $a_{1}, \ldots, a_{n} \in F$, we can compute their inverses $a_{1}^{-1}, \ldots, a_{n}^{-1} \in F$ in time $O(n)$ using $O(n)$ multiplications and a single inversion.

Proof. $\downarrow$ First, we compute the $n$ prefix products $b_{j}=a_{1} \cdots a_{i}$. It takes a single inversion to compute $b_{n}^{-1}$. Then, for $i=n, n-1, \ldots, 2$, we compute $a_{i}^{-1}=b_{i}^{-1} b_{i-1}$ and $b_{i-1}^{-1}=b_{i}^{-1} a_{i}$. Finally, $a_{1}^{-1}=b_{1}^{-1}$. As claimed, this algorithm takes time $O(n)$ and it uses $O(n)$ multiplications and a single inversion. 4

Finally, a crucial ingredient to our core algorithm is the following theorem about solving transposed Vandermonde systems.

Theorem 2.18 (Transposed Vandermonde Systems). Let $F$ be a field. For distinct field elements $a_{1}, \ldots, a_{n} \in F$, let

$$
V=V(a)=\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
a_{1} & a_{2} & \cdots & a_{n} \\
a_{1}^{2} & a_{2}^{2} & \cdots & a_{n}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
a_{1}^{n-1} & a_{2}^{n-1} & \cdots & a_{n}^{n-1}
\end{array}\right] .
$$

Given $x \in F^{n}$ we can compute Vx in time $O\left(n \log ^{2} n\right)$ using at most $O\left(n \log ^{2} n\right)$ ring operations, and we can compute $V^{-1} x$ in time $O\left(n \log ^{2} n\right)$ using at most $O\left(n \log ^{2} n\right)$ ring operations and one division.

Note that the distinctness condition ensures that the matrix $V$ has full rank (as the Vandermonde determinant $\operatorname{det}(V)=\prod_{i<j}\left(a_{j}-a_{i}\right)$ is nonzero). This algorithm has been discovered several times [132, 152, 168]. Although none of these sources pays attention to the number of divisions, one can check that applying the bulk division strategy from Lemma 2.17 suffices to obtain the claimed bound. For the sake of completeness, we include a full proof.

Throughout, let $W=W(a)=V(a)^{T}$ denote the transpose of the matrix $V$, i.e., $W$ is a Vandermonde matrix. The proof of Theorem 2.18 is by the so-called transposition principle: First, classic algorithms show that $W x$ and $W^{-1} x$ can be computed by efficient arithmetic circuits (Lemma 2.19). Second, whenever $A x$ can be computed efficiently by an arithmetic circuit, then also $A^{T} X$ can be computed similarly efficiently (Lemma 2.20). See [102] for a definition of arithmetic circuits. For our purposes it suffices to only consider addition, subtraction and multiplication gates.
Lemma 2.19 (Polynomial Evaluation and Interpolation). There are algorithms $\mathcal{A}$ and $\mathcal{A}^{\prime}$ which, given $a \in F^{n}$ with pairwise distinct entries $a_{i}$, respectively compute arithmetic circuits $C$ and $C^{\prime}$ such that:
> $\mathcal{A}$ and $\mathcal{A}^{\prime}$ run in time $O\left(n \log ^{2} n\right)$,
> $\mathcal{A}$ and $\mathcal{A}^{\prime}$ use at most $O\left(n \log ^{2} n\right)$ ring operations and $\mathcal{A}^{\prime}$ additionally uses at most 1 division,
> On input $x \in F^{n}$, the circuits compute $C^{\prime}(x)=W(a) x$ and $C^{\prime}(x)=W(a)^{-1} x$.
Proof sketch. For $C$, note that evaluating $C(x)=W(a) x$ is exactly the problem of evaluating the polynomial $\sum_{i} x_{i} X^{i} \in F[X]$ at the points $a_{1}, \ldots, a_{n}$. Hence, we can use the classical $O\left(n \log ^{2} n\right)$-time algorithm for polynomial multi-point evaluation, see e.g. [102, Algorithm 10.7]. This algorithm can be interpreted to compute the arithmetic circuit $C$ rather than computing the multi-point evaluation directly. As this algorithm works over rings, it does not use any divisions.

For $C^{\prime}$, observe that computing $C^{\prime}(x)=W(a)^{-1} x$ corresponds to polynomial interpolation, which again has a classical $O\left(n \log ^{2} n\right)$-time algorithm [102, Algorithm 10.11]. This time however, we have to pay attention to the number of divisions performed in the process. Note that [102, Algorithm 10.11] only computes divisions in the second step, all of which can be bulked together by Lemma 2.17, and moreover all inputs to these divisions only depend on $a$ and can thus be performed by the algorithm $\mathcal{A}^{\prime}$, rather than by the arithmetic circuit $C^{\prime}$. This proves the claim. 4

Next, we need the following lemma, see [168, Theorem 3.4.1]. It can be proven in several ways, for instance via the Baur-Strassen Theorem [42, 162].

Lemma 2.20 (Transposition Principle). Let $C$ be an arithmetic circuit of size s computing some linear function $x \mapsto A x$ for some $A \in F^{n \times n}$. Then there is an arithmetic circuit $C^{T}$ of size $O(s+n)$ computing the function $x \mapsto A^{T} x$. Moreover, one can compute $C^{T}$ from $C$ in time $O(s+n)$.

Proof of Theorem 2.18. $\downarrow$ For the computation of $V x$, we first run the algorithm $\mathcal{A}$ from Lemma 2.19 to compute an arithmetic circuits $C$ of size $s=O\left(n \log ^{2} n\right)$. Recall that $\mathcal{A}$ uses $O\left(n \log ^{2} n\right)$ ring operations. The circuit computes $C(x)=W(a) x$. Second, use the transposition principle (Lemma 2.20) to compute the circuits $C^{T}$ computing $C^{T}(x)=W(a)^{T} x=V(a) x$. By Lemma 2.20, $C^{T}$ has size $O(s+n)=O\left(n \log ^{2} n\right)$, and it can be computed in the same running time. Finally, we evaluate $C^{T}$ at $x$, which again takes time $O\left(n \log ^{2} n\right)$ and uses only ring operations.

The computation of $V^{-1} X$ follows exactly the same lines, using the algorithm $\mathcal{A}^{\prime}$ in place of $A$. Recall that $\mathcal{A}^{\prime}$ additionally computes one division. 4

### 2.4 Sparse Convolution via Sparse Fourier Transform

For completeness, we mention a third approach via sparse Fourier transforms that also results in a $O\left(t \log ^{2}(n \Delta)\right)$-time algorithm. This idea is not explicitly written down as far as we know. It has been established in the celebrated work of Hassanieh, Indyk, Katabi and Price [118] that one can recover a $t$-sparse vector $A \in \mathbf{C}^{n}$ in time $O(t \log (n \Delta))$ by only accessing a small subset of its Fourier transform $\widehat{A}$. This alone might not seem sufficient, but spelling out the details of [118] reveals that the pattern of accesses to $\widehat{A}$ is a random arithmetic progression of length $O(t \log (n \Delta))$. In light of this, one can additionally leverage known techniques from so-called semi-equispaced Fourier transforms [92], [126, Section 12] to obtain a $O\left(t \log ^{2}(n \Delta)\right)$-time algorithm. The semi-equispaced Fourier transform is a well-studied subfield of computational Fourier transforms, and results from that area show that $s$ equally spaced Fourier coefficients of a length- $n$ and $s$-sparse vector can be computed in time $O(s \log (n \Delta))$ [126, Section 12]. Combining this with the algorithm of [118] yields an $O\left(t \log ^{2}(n \Delta)\right)$-time algorithm for sparse integer convolution. The inherent reason for this logarithmic blow-up is that going back and forth in Fourier and time domain is more costly in the sparse case than in the dense case.

### 2.5 Verifier using Polynomial Identity Testing

In this section we prove the following useful tool by again exploiting the algebraic nature of taking convolutions.

Lemma 2.21 (Sparse Verification). Given three integer vectors $A, B, C \in \mathbf{Z}^{n}$ of sparsity at most $t$, there is a randomized algorithm testing whether $A \star B=C$. It runs in time $O\left(t \log _{t} n+\operatorname{polylog}\left(\|A\|_{\infty}\|B\|_{\infty}\right)\right)$ and fails with probability at most $1 / \operatorname{poly}(t)$.

The typical application of this verifier is to boost the success probability of sparse convolution algorithms: If there is a sparse convolution algorithm with
constant success probability, say, then we can construct an algorithm succeeding with high probability by rerunning the algorithm whenever this verifier fails.

The idea behind the lemma is standard: We view $A, B$ and $C$ as polynomials via $A(X)=\sum_{i} A[i] \cdot X^{i}$ and similarly for $B$ and $C$. Recall that taking convolutions is the same as multiplying polynomials in that viewpoint, i.e., it suffices to check whether $A B=C$. This is a polynomial identity testing problem which can be classically solved by the Schwartz-Zippel lemma.

Proof. $\downarrow$ First check whether $\|C\|_{\infty}>t\|A\|_{\infty}\|B\|_{\infty}$ and reject in this case. Otherwise compute a prime $p>\operatorname{poly}(t) \cdot n+t\|A\|_{\infty}\|B\|_{\infty}$. We view $A, B$ and $C$ as polynomials over $\mathbf{Z}_{p}$, by interpreting $A(X)=\sum_{i} A[i] \cdot X^{i}$ and similarly for $B$ and $C$. Next, sample a random point $x \in \mathbf{Z}_{p}$. We use the bulk exponentiation algorithm (Lemma 2.16) to precompute all relevant powers $x^{i}$ and then evaluate $A(x), B(x)$ and $C(x)$ at $x$. If $A(x) B(x)=C(x)$, then we accept (confirming that $A \star B=C$ ), otherwise we reject.

If $A B=C$, then this algorithm is always correct. So suppose that $A B \neq C$, and let $D=A B-C$. Over the integers it is clear that $D$ is not the zero polynomial, and since $p$ is large enough it also holds that $D$ is nonzero over $\mathbf{Z}_{p}$. The algorithm essentially evaluates $D$ at a random point $x \in \mathbf{Z}_{p}$ and accepts if and only if $D(x)=0$. The error event is that $D(x)=0$ despite $D$ being nonzero as a polynomial. Recall that $D$ has degree at most $n$, so it has at most $n$ zeros. Therefore, the probability of hitting a zero is at most $n / p<1 / \operatorname{poly}(t)$.

Finally, we analyze the running time. Precomputing the prime $p$ takes time polylog $\left(t\|A\|_{\infty}\|B\|_{\infty}\right)$. Using the bulk exponentiation trick (Lemma 2.16), computing the powers of $x$ takes time $O\left(t \log _{t} n\right)$. Finally, evaluating $A, B$ and $C$ at $x$ takes time $O(t)$. Note that all arithmetic operations carried out in these steps are over $\mathbf{Z}_{p}$ and since a single element of $\mathbf{Z}_{p}$ can be written down using a constant number of machine words, each ring operation takes constant time. The total time is $O\left(t+\operatorname{polylog}\left(\|A\|_{\infty}\|B\|_{\infty}\right)\right)$.

### 2.6 The Scaling Trick

Another handy ingredient to many of our algorithms is the so-called scaling trick; see the followimg Lemma 2.22. The scaling trick was first applied to the context of convolutions in [65]; see also [66, 58]. It states that, whenever we want to compute the sumset $X+Y$ of two given sets $X+Y$, we can assume that we have access to a small superset $\widetilde{Z} \supseteq X+Y$ at the cost of worsening the running time by a factor $O(\log n)$. Formally:

Lemma 2.22 (Scaling Trick). Assume that there exists an algorithm that, given sets $X, Y, \widetilde{Z} \subseteq[n]$ such that $X+Y \subseteq \widetilde{Z}$, computes $X+Y$ in time $T(|\widetilde{Z}|)$. Then there is an algorithm that, given sets $X, Y \subseteq[n]$, computes $X+Y$ in time $O(T(|X+Y|) \log n)$.

Proof. Let $\mathcal{A}$ be the algorithm to compute the sumset $X+Y$ given a small superset $\widetilde{Z} \supseteq X+Y$. We design a simple recursive algorithm that computes the sumset $X+Y$ without any further assumptions:

1 Let $X^{\prime}=\left\{\left\lfloor\frac{x}{2}\right\rfloor: x \in X\right\}, Y^{\prime}=\left\{\left\lfloor\frac{y}{2}\right\rfloor: y \in Y\right\}$ and recursively compute $Z^{\prime}=$ $X^{\prime}+Y^{\prime}$.
2 Let $\widetilde{Z}=\left\{2 z, 2 z+1,2 z+2: z \in Z^{\prime}\right\}$. We will prove that this set $\widetilde{Z}$ satisfies the desired condition $X+Y \subseteq \widetilde{Z}$.
3 Compute $X+Y$ by calling $\mathcal{A}(X, Y, \widetilde{Z})$.

For the correctness of this algorithm it suffices to argue that $X+Y \supseteq \widetilde{Z}$. Take any pair of elements $x \in X, y \in Y$. We clearly have that $z^{\prime}=\left\lfloor\frac{x}{2}\right\rfloor+\left\lfloor\frac{y}{2}\right\rfloor \in Z^{\prime}$ and using
this we prove that $x+y \in \widetilde{Z}$. By the elementary bounds $a-1 \leq\lfloor a\rfloor \leq a$, for any rational $a \in \mathbf{Q}$, we have that

$$
\begin{aligned}
& x+y=\frac{2 x}{2}+\frac{2 y}{2} \leq 2\left\lfloor\frac{x}{2}\right\rfloor+1+2\left\lfloor\frac{y}{2}\right\rfloor+1=2 z^{\prime}+2 \\
& x+y=\frac{2 x}{2}+\frac{2 y}{2} \geq 2\left\lfloor\frac{x}{2}\right\rfloor+2\left\lfloor\frac{y}{2}\right\rfloor=2 z^{\prime}
\end{aligned}
$$

In summary, $x+y$ is an integer in the range $\left[2 z^{\prime} . .2 z^{\prime}+2\right]$. By construction, $x+y \in \widetilde{Z}$. From the same argument it follows that $\widetilde{Z} \leq 3|X+Y|$ as any element in $X+Y$ causes at most three elements in $\widetilde{Z}$.

It remains to bound the running time. As $|\widetilde{Z}| \leq 3|X+Y|$, calling the algorithm $\mathcal{A}$ takes time $T(3|X+Y|)=O(T(|X+Y|))$. The recursive call continues to compute a sumset $X^{\prime}+Y^{\prime}$ of size $\left|X^{\prime}+Y^{\prime}\right| \leq|X+Y|$, and since the recursion tree reaches depth $\log n$, the total time is $O(T(|X+Y|) \log n)$.

We remark that the scaling trick only works for sumsets (or more generally, nonnegative convolutions), but it cannot be applied to approximate the support of integer convolutions. Recall that for integer convolutions, there can be cancellations leading to unexpectedly small support sets. For instance, consider the length- $n$ vectors $A=(1, \ldots, 1)$ and $B=(1,-1,0, \ldots, 0)$. Their convolution is the vector $A \star B=(1,0, \ldots, 0,-1,0, \ldots, 0)$ with sparsity 2 . Attempting to apply the scaling trick to recursively approximate the $\operatorname{support} \operatorname{supp}(A \star B)$ leads to failure, as in this case the vector $B^{\prime}$ would collapse $B$ to the zero-vector. It remains an interesting question to find an appropriate substitute of the scaling trick for integer convolutions, which would possibly lead to new (in particular, deterministic) algorithms for computing integer convolutions.

Scaling Trick over $\mathbf{F}_{\boldsymbol{p}}^{\boldsymbol{d}}$. The scaling trick can however be applied to approximate the support of nonnegative convolutions over groups other than the integers. We specifically need the following variant for finite-field vector spaces:
Lemma 2.23 (Scaling Trick over $\mathbf{F}_{\boldsymbol{p}}^{\boldsymbol{d}}$ ). Assume that there exists an algorithm that, given sets $X, Y, \widetilde{Z} \subseteq \mathbf{F}_{p}^{d}$ such that $X+Y \subseteq \widetilde{Z}$, computes $X+Y$ in time $T(|\widetilde{Z}|)$. Then there is an algorithm that, given sets $X, Y \subseteq[n]$, computes $X+Y$ in time $O(T(p|X+Y|) d)$.

Proof. This proof is very similar to the proof of Lemma 2.22. We let $\mathcal{A}$ be the algorithm computing the sumset $X+Y$ provided a small superset $\widetilde{Z} \supseteq X+Y$ is given, and design a recursive algorithm computing the sumset $X+Y$ unconditionally.

1 Let

$$
\begin{aligned}
X^{\prime} & =\left\{\left(x_{1}, \ldots, x_{d-1}\right):\left(x_{1}, \ldots, x_{d}\right) \in X\right\}, \\
Y^{\prime} & =\left\{\left(y_{1}, \ldots, y_{d-1}\right):\left(y_{1}, \ldots, y_{d}\right) \in Y\right\}
\end{aligned}
$$

and recursively compute $Z^{\prime}=X^{\prime}+Y^{\prime}$. Notice that $Z^{\prime}$ can be obtained from $X+Y$ by chopping of the last coordinates from all elements.
2 Let

$$
\widetilde{Z}=\left\{\left(z_{1}, \ldots, z_{d}\right):\left(z_{1}, \ldots, z_{d-1}\right) \in Z^{\prime}, z_{d} \in \mathbf{F}_{p}\right\} .
$$

It is fairly obvious that this set $\widetilde{Z}$ satisfies the desired condition $X+Y \subseteq \widetilde{Z}$.
3 Compute $X+Y$ by calling $\mathcal{A}(X, Y, \widetilde{Z})$.
As the correctness should be clear from the previous explanations, it merely remains to bound the running time. Note that $|\widetilde{Z}| \leq p|X+Y|$ as $\widetilde{Z}$ is obtained from $X+Y$ by replacing in each element $z \in X+Y$ the last coordinate by an arbitrary field element from $\mathbf{F}_{p}$. It follows that calling $\mathcal{A}$ takes time $T(p|X+Y|)$.

Moreover, as before, the recursion tree reaches depth $d$ and the size of the recursively computed sumsets $X^{\prime}+Y^{\prime}$ does not increase, i.e., $\left|X^{\prime}+Y^{\prime}\right| \leq|X+Y|$. In total, the algorithm therefore runs in time $O(T(p|X+Y|) d)$ as claimed.

Exploiting this scaling trick, it is easy to obtain an efficient algorithm to compute nonnegative convolutions over $\mathbf{F}_{p}^{d}$ (whenever both $p$ and $d$ are small). We use the hashing approach outlined in Section 2.2.

Theorem 2.24 (Sparse Nonnegative Convolution over $\mathbf{F}_{p}^{\boldsymbol{d}}$ ). Let $G=\mathbf{F}_{p}^{d}$. Given nonnegative vectors $A, B \in \mathbf{N}^{G}$, we can compute $A \star B$ in time $\widetilde{O}(t \cdot \operatorname{poly}(p d))$ by a Monte Carlo randomized algorithm, where $t=\|A \star B\|_{0}$.

Proof. $\downarrow$ Let $X=\operatorname{supp}(A), Y=\operatorname{supp}(B)$. By the previous Lemma 2.23 we can assume that we have access to a superset $\widetilde{Z} \supseteq X+Y=\operatorname{supp}(A \star B)$, and it remains to design an algorithm running in near-linear time with respect to $t=|\widetilde{Z}|$.

We apply the hashing approach: Let $d^{\prime}=\left\lceil\log _{p}(100 t)\right\rceil$ and let $G^{\prime}=\mathbf{F}_{p}^{d^{\prime}}$; i.e., the subgroup $G^{\prime}$ has size $100 t \leq\left|G^{\prime}\right| \leq 100 p \cdot t$. Let $h: G \rightarrow G^{\prime}$ be a random linear map (see Lemma 2.10). We claim that for any element $z \in \widetilde{Z}$, the probability that $z$ is isolated under the hashing (that is, that there is no other $z^{\prime} \in Z$ with $h(z)=h\left(z^{\prime}\right)$ ) is at least $\frac{9}{10}$. Indeed, the collision probability is $\mathbf{P}\left(h(z)=h\left(z^{\prime}\right)\right) \leq|G|^{-1} \leq \frac{1}{100 t}$, therefore is suffices to take a union bound over all possible $t=|\widetilde{Z}|$ elements.

Our goal is to compute $A \star B$ on the subset of entries which are isolated under $h$. To this end, we compute $h(A)$ and $h(B)$, compute their convolution using Theorem 2.3, and recover $(A \star B)[z]=(h(A) \star h(B))[h(z)]$ for all isolated elements $z$. By the isolation property, it is easy to check that this is correct.

As we have argued before, each element is isolated with probability at least $\frac{9}{10}$. Hence, by repeating the process for $O(\log t)$ iterations, each element in $Z$ was isolated at least once with high probability, and at this point we have recovered the complete vector $A \star B$.

The total running time (ignoring the scaling trick) can be bounded as follows: Constructing $h(A)$ and $h(B)$ takes time $O\left(\|A\|_{0}+\|B\|_{0}\right)=O(t)$. Computing their convolution $h(A) \star h(B)$ takes time $O\left(\left|G^{\prime}\right| \log \left|G^{\prime}\right|\right)$ using Theorem 2.3, and by our choice of $G^{\prime}$ this becomes $\widetilde{O}(t \cdot p)$. In the same time budget we can also test for each element in $\widetilde{Z}$ whether it is isolated under the hashing. In total the running time is $\widetilde{O}(t \cdot p)$ and the repetitions only add a logarithmic overhead of $O(\log t)$. The scaling trick incurs a factor $p d$, thereby worsening the running time to $\widetilde{O}\left(t \cdot p^{2} d\right)$. 4

### 2.7 Witness Finding

Specifically in the context of Boolean convolution (aka computing sumsets $X+Y$ ), it is sometimes desirable to find witnesses. Here, we say that a witness of $z \in X+Y$ is a pair $(x, y) \in X \times Y$ such that $x+y=z$; we denote the set of witness of $z$ by $W_{X, Y}(z)$.

Theorem 2.25 (Witness Finding). Assume that, given $X, Y \subseteq G$ we can compute $X+Y$ in time $T(|X+Y|)$. Then there is a Monte Carlo randomized algorithm that uniformly samples, for each $z \in X+Y$, a witness from $W_{X, Y}(z)=\{(x, y) \in X \times Y: x+y=z\}$. The algorithm runs in time $\widetilde{O}(T(|X+Y|))$.

We remark that in order to list $w$ witnesses from $W_{X, Y}(z)$ for each $z \in X+Y$ (or all witnesses, if $\left|W_{X, Y}(z)\right| \leq w$ ), it suffices to run this algorithm $\widetilde{O}(w)$ times. If $Z$ has more than $w$ witnesses, then with high probability we have sampled at least $w$ different witnesses in this way. And if $z$ has at most $w$ many witnesses, then with high probability we have sampled all witnesses.

Proof. The algorithm follows a standard recipe. We first apply the isolation technique to isolate a single witness (for many elements $z$ ). Then, we identify this unique witness bit-by-bit.

Step 1: Isolating a Single Witness. As the first step we repeatedly subsample the set $X$. The hope is that in this way, for any fixed $z$, we isolate a single witness. Formally, we define a sequence of sets $X_{0}, X_{1}, \cdots \subseteq X$ by letting $X_{0}=X$ and letting $X_{i} \subseteq X_{i-1}$ be a random subset that including each element with probability $\frac{1}{2}$. With high probability, after at most $L=O(\log |X|)$ steps this process has reached the empty set $X_{L}=\emptyset$.

Fix any $z \in X+Y$, and consider the sequence $W_{0}=W_{X_{0}, Y}(z), W_{1}=W_{X_{1}, Y}(z), \ldots$. Note that this sequence is equivalently obtained by $W_{0}=W_{X, Y}(z)$ and by subsampling a random subseteq $W_{i} \subseteq W_{i-1}$ with rate $\frac{1}{2}$ for all $i>0$. We show that with constant probability, there is a set $W_{i}$ in the sequence with size exactly $\left|W_{i}\right|=1$. Indeed, suppose that $\left|W_{i}\right| \geq 2$. Then the only error event is the number of witnesses drops from at least 2 to 0 . In case that the number of witnesses stays at least 2 , we simply move on to the next set $W_{i+1}$. This error event happens with probability at most

$$
\mathbf{P}\left(\left|W_{i+1}\right|=0| | W_{i+1} \mid \leq 1\right)=\frac{\mathbf{P}\left(\left|W_{i+1}\right|=0\right)}{\mathbf{P}\left(\left|W_{i+1}\right| \leq 1\right)}=\frac{2^{-\left|W_{i}\right|}}{\left(1+\left|W_{i}\right|\right) \cdot 2^{-\left|W_{i}\right|}}=\frac{1}{1+\left|W_{i}\right|} \leq \frac{1}{3}
$$

Moreover, note that by symmetry the only surviving witness is uniformly distributed.

Step 2: Identifying the Unique Witness. Focus on any set $X_{i}$ as constructed in the previous step, and assume that for the fixed $z$ we have isolated a single witness, i.e., $\left|W_{i}\right|=1$. Our goal is to identify that unique witness. Let $X_{i, 0}, \ldots, X_{i, R-1} \subseteq X_{i}$ be random subsets of $X_{i}$ including each element independently with probability $\frac{1}{2}$. Using the fast sumset algorithm, we compute $Z_{i, 0}=X_{i, 0}+Y, \ldots, Z_{i, R-1}=X_{i, R-1}+Y$. For each element $z \in X+Y$, we define its identifier as the length- $R$ bit-vector indicating which sets $Z_{i, 0}, \ldots, Z_{i, R-1}$ contain $z$. We similarly define the identifier of an element $x \in X$ by the length- $R$ bit-vector indicating which sets $X_{i, 0}, \ldots, X_{0, R-1}$ contain $x$. Note that for each isolated element $z$, the unique witness $x$ of $z$ shares the same identifier. Moreover, by choosing $R=\Omega(\log |X|)$ with high probability the identifiers of all elements in $X$ are pairwise distinct. Therefore, by computing the identifiers of all elements in $X$ and $Z$, and comparing these to each other, we can identify the unique witnesses of all isolated elements $z$.

The running time of this approach is dominated by the $O\left(\log ^{2}|X|\right)$ calls to the sumset algorithm. Each call is of the form $X_{i, j}+Y$ where $X_{i, j} \subseteq Y$, hence the running time can be bounded by $O\left(T(|X+Y|) \log ^{2}|X|\right)$ (assuming that $T(\cdot)$ is nondecreasing). Note that this algorithm succeeds for each $z$ with constant probability, hence we have to repeat the whole procedure $O(\log |X|)$ times.

We remark that finding a single witness can be derandomized at polylogarithmic cost using $\epsilon$-biased sets similar to [15].

## 3 Deterministic and Las Vegas Algorithms for Sparse Nonnegative Convolution

In this chapter we provide technical details on the deterministic and Las Vegas algorithms for sparse nonnegative convolution in Theorems 1.3 to 1.5. The results of this chapter are originally based on the same-named paper [60].

Karl Bringmann, Nick Fischer, and Vasileios Nakos. "Deterministic and Las Vegas algorithms for sparse nonnegative convolution". In: 33rd annual ACMSIAM symposium on discrete algorithms (SODA 2022). SIAM, 2022, pages 30693090.10.1137/1.9781611977073.119.

Organization. We organize this chapter as follows: In Section 3.1 we give a quick high-level overview of our techniques. Then, in Sections 3.3 and 3.4 we respectively give details. For this chapter we presuppose several tools from the previous Chapter 2.

### 3.1 Overview

We start with a technical overview of the ideas behind Theorems 1.3 to 1.5. The deterministic algorithm uses a radically different approach than the Las Vegas algorithms.

### 3.1.1 Deterministic Algorithm

Theorem 1.3 (Deterministic Sparse Nonnegative Convolution). There is a deterministic algorithm to compute the convolution of two nonnegative vectors $A, B \in \mathbf{N}^{n}$ in time $O(t \operatorname{polylog}(n \Delta))$, where $t=\|A \star B\|_{0}$ and $\Delta=\|A \star B\|_{\infty}$.

The algorithm is in fact easy to describe, given the tool set we established in the last section. The main parts of the algorithm are algebraic and we will view the vectors $A$ and $B$ as univariate polynomials via the natural correspondence $A(X)=\sum_{i=0}^{n-1} A[i] \cdot X^{i}$. We follow the approach outlined in Section 2.3 to compute the product polynomial $C=A B$ :

1 Evaluate $A\left(x_{0}\right), \ldots, A\left(x_{2 t-1}\right)$ and $B\left(x_{0}\right), \ldots, B\left(x_{2 t-1}\right)$ at some carefully chosen points $x_{0}, \ldots, x_{2 t-1}$.
2 Multiply $C\left(x_{0}\right) \leftarrow A\left(x_{0}\right) \cdot B\left(x_{0}\right), \ldots, C\left(x_{2 t-1}\right) \leftarrow A\left(x_{2 t-1}\right) \cdot B\left(x_{2 t-1}\right)$
3 Interpolate the $t$-sparse polynomial $C$ from its evaluations $C\left(x_{0}\right), \ldots, C\left(x_{2 t-1}\right)$ using a variant of Prony's method.

Unfortunately, it is not known how to implement Prony's method in deterministic near-linear time, so we have to improvise. In the following we reiterate our explanation of Prony's method from Section 2.3.1 and describe how we implement each step for our convolution algorithm. Recall that in Prony's method we evaluate the polynomial at the points of a geometric series $\omega^{0}, \ldots, \omega^{2 t-1}$, for a particularly chosen $\omega$. The remaining algorithm runs in two phases: In the first phase we recover the support of polynomial and in the second phase we recover its coefficients. We again start with the second phase which is conceptually simpler.

Phase 2: Recovering the Coefficients. Suppose that we have already solved phase 1 and have successfully recovered the support $\operatorname{supp}(C)=\left\{z_{0}, \ldots, z_{t-1}\right\}$. Then, given the evaluations $C\left(\omega^{0}\right), \ldots, C\left(\omega^{t-1}\right)$, how can we recover the coeffi-
cients $C\left[z_{0}\right], \ldots, C\left[z_{t-1}\right]$ ? The trick is to observe that the evaluation of a sparse polynomial can be expressed as a nicely structured matrix-vector product:

$$
\left[\begin{array}{c}
C\left(\omega^{0}\right) \\
C\left(\omega^{1}\right) \\
\vdots \\
C\left(\omega^{t-1}\right)
\end{array}\right]=\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\omega^{z_{0}} & \omega^{z_{1}} & \cdots & \omega^{z_{t-1}} \\
\vdots & \vdots & \ddots & \vdots \\
\omega^{(t-1) z_{0}} & \omega^{(t-1) z_{1}} \cdots & \omega^{(t-1) z_{t-1}}
\end{array}\right]\left[\begin{array}{c}
C\left[z_{0}\right] \\
C\left[z_{1}\right] \\
\vdots \\
C\left[z_{t-1}\right]
\end{array}\right] .
$$

This matrix is the transpose of a Vandermonde matrix. It is known that performing linear algebra operations (such as computing matrix-vector products, or solving linear systems) with transposed Vandermonde matrices can be implemented in $O\left(t \log ^{2} t\right)$ field operations (see Theorem 2.18 [132, 152, 168]). Therefore, to interpolate the coefficients $C\left[z_{0}\right], \ldots, C\left[z_{t-1}\right]$, we solve this system of linear equations with indeterminates $C\left[z_{0}\right], \ldots, C\left[z_{t-1}\right]$. Note that for this step is necessary to know the support $z_{0}, \ldots, z_{t-1}$ in advance, as otherwise cannot even write down the equation system.

Another critical condition is that the equation system must be nonsingular in order to have a unique solution. This condition is equivalent to $\omega^{Z_{0}}, \ldots, \omega^{Z_{t-1}}$ being pairwise distinct. Thus, a reasonable way to achieve the condition is to let $\omega$ be a field element with multiplicative order at least $n \geq \operatorname{deg}(C)$. We soon describe how to obtain such an element deterministically.

Phase 1: Recovering the Support. In Prony's method we run involved algebraic machinery such as solving a linear recurrence, polynomial root finding and computing discrete logarithms to get access to the support $z_{0}, \ldots, z_{t-1}$. Unfortunately, it is not known how to efficiently implement the root-finding step by a deterministic algorithm.

We will therefore compute the support differently, exploiting that we only deal with nonnegative convolution. In fact, it suffices to compute a small superset $\widetilde{Z}$ of the support. To this end, we use the scaling trick described in Section 2.6. In a nutshell, the scaling trick is to construct smaller vectors $A^{\prime}, B^{\prime}$ of length $\frac{n}{2}$ defined by $A^{\prime}[i]=A[2 i]+A[2 i+1]$ and $B^{\prime}[j]=B[2 j]+B[2 j+1]$, to compute their convolution $C^{\prime}=A^{\prime} \star B^{\prime}$ recursively, and to obtain the superset as

$$
\widetilde{Z}=\left\{2 k, 2 k+1,2 k+2: k \in \operatorname{supp}\left(C^{\prime}\right)\right\} .
$$

This choice is correct: Clearly $|\widetilde{Z}| \leq 3 t$, and it is easy to verify that $\widetilde{Z}$ is indeed a superset of $\operatorname{supp}(A \star B)$. The recursion only reaches depth $\log n$, and thus incurs a logarithmic overhead in the running time.

Which Evaluation Points? Finally, let us revisit how to pick the evaluation points. We will work over some appropriately large finite field $\mathbf{F}_{p}$ so that we do not suffer from losses in the running due to large integers. (We remark that this algorithm is numerically unstable, so using complex arithmetic is not an option.) As outlined before, it is necessary to pick the evaluation points $\omega^{0}, \ldots, \omega^{x_{t-1}}$ for some $\omega \in \mathbf{F}_{p}$, but how to pick $\omega$ ? The only relevant property is that $\omega$ has multiplicative order at least $n$. (In particular, this requires $p \geq n$.)

There is a simple randomized algorithm: Pick a random element. Unfortunately, the best-known deterministic algorithms for finding a large-order element in a given prime field $\mathbf{F}_{p}$ require time polynomial in $p$ [80]. Thus, it seems intractable to work over a finite field $\mathbf{F}_{p}$ with $p \geq n$ as originally intended.

Fortunately, in a finite field $\mathbf{F}_{q}=\mathbf{F}_{p^{m}}$ with prime power order, it is possible to find large-order elements in time $\operatorname{poly}(p, m)$ [79, 190, 191]. Specifically, setting $p, m=\operatorname{polylog}(n)$ we can find an element $\omega$ with order at least $n$ in time polylogarithmic time. Working over a finite field with small characteristic $p \leq \operatorname{polylog}(n)$ has another drawback though: We cannot recover the entries of the vector $A \star B$ (which can have size up to $n$, even if $A$ and $B$ are bit-vectors

```
Algorithm 3.1. Given two nonnegative vectors \(A, B \in \mathbf{N}^{n}\), this Las Vegas algo-
rithm correctly computes their convolution \(A \star B\).
```

```
for \(m \leftarrow 1,2,4, \ldots, \infty\) do
```

for $m \leftarrow 1,2,4, \ldots, \infty$ do
repeat $2 \log m$ times
repeat $2 \log m$ times
Sample a linear hash function $h:[n] \rightarrow[m]$
Sample a linear hash function $h:[n] \rightarrow[m]$
Compute $X \leftarrow h(A) \star_{m} h(B)$
Compute $X \leftarrow h(A) \star_{m} h(B)$
Compute $Y \leftarrow h(\partial A) \star_{m} h(B)+h(A) \star_{m} h(\partial B)$
Compute $Y \leftarrow h(\partial A) \star_{m} h(B)+h(A) \star_{m} h(\partial B)$
Compute $Z \leftarrow h\left(\partial^{2} A\right) \star_{m} h(B)+2 h(\partial A) \star_{m} h(\partial B)+h(A) \star_{m} h\left(\partial^{2} B\right)$
Compute $Z \leftarrow h\left(\partial^{2} A\right) \star_{m} h(B)+2 h(\partial A) \star_{m} h(\partial B)+h(A) \star_{m} h\left(\partial^{2} B\right)$
Initialize $R \leftarrow(0, \ldots, 0)$
Initialize $R \leftarrow(0, \ldots, 0)$
for each $k \in[m]$ do
for each $k \in[m]$ do
if $X[k] \neq 0$ and $Y[k]^{2}=X[k] \cdot Z[k]$ then
if $X[k] \neq 0$ and $Y[k]^{2}=X[k] \cdot Z[k]$ then
$z \leftarrow Y[k] / X[k]$
$z \leftarrow Y[k] / X[k]$
$R[z] \leftarrow R[z]+X[k]$
$R[z] \leftarrow R[z]+X[k]$
Let $C$ be the coordinate-wise maximum of all vectors $R$
if $\|C\|_{1}=\|A\|_{1} \cdot\|B\|_{1}$ then return $C$

```
to begin with). We remedy this problem by computing the convolution \(A \star B\) over several finite fields \(\mathbf{F}_{q_{1}}, \mathbf{F}_{q_{2}}, \ldots\), and use the Chinese Remainder Theorem to identify the correct integer solution afterwards.

This completes the description of the deterministic algorithm. We provide the details in Section 3.3.

\subsection*{3.1.2 Simple Las Vegas Algorithm}

Next, we state our simple Las Vegas algorithm and outline the idea behind the proof.

Theorem 1.4 (Simple Las Vegas for Sparse Nonnegative Convolution). There is a Las Vegas randomized algorithm to compute the convolution of two nonnegative vectors \(A, B \in \mathbf{N}^{n}\) in expected time \(O\left(t \log ^{2} t\right)\), where \(t=\|A \star B\|_{0}\). Moreover, with probability \(1-\delta\) the running time is bounded by \(O\left(t \log ^{2}(t / \delta)\right)\).

The proof of Theorem 1.4 is essentially given by Algorithm 3.1-this is a simple Las Vegas algorithm with expected running time \(O\left(t \log ^{2} t\right)\) as claimed in Theorem 1.4; however, to obtain the tail bound on the running time one has to slightly refine Algorithm 3.1. We provide this refinement along with a detailed analysis in Section 3.4; for the rest of the overview we will analyze the simple version in Algorithm 3.1.

To understand the pseudocode, we first recall some notation: For a vector \(A\), we denote by \(\partial A\) its derivative defined coordinate-wise as \((\partial A)[i]=i \cdot A[i]\). More generally, we denote by \(\partial^{d} A\) its \(d\)-th derivative with \(\left(\partial^{d} A\right)[i]=i^{d} \cdot A[i]\). This definition is in slight dissonance with the analogous definition for polynomials (which would require the derivative vector to be scaled and shifted), but we prefer this version as it leads to a slightly simpler algorithm.

We also define hashing for vectors: For a hash function \(h:[n] \rightarrow[m]\) and a length- \(n\) vector \(A\), define the length- \(m\) vector \(h(A)\) via \(h(A)[j]=\sum_{i: h(i)=j} A[i]\). The operator \(\star_{m}\) denotes convolution with wrap-around (see Section 2.1 for details).

Let us outline the high-level idea of Algorithm 3.1. The outer loop (Line 1) guesses the correct sparsity, i.e., as soon as the outer loop reaches a value \(m \geq \Omega(t)\) we expect the algorithm to terminate. Each iteration of the repeat-loop (Line 2) is supposed to produce a vector \(R\) which closely approximates \(A \star B\). More specifically, we prove that \(R\) satisfies the following two properties:
1 It always holds that \(R \leq A \star B\) (coordinate-wise).
2 Equality is achieved at any coordinate with constant probability (provided that the outer loop has reached a sufficiently large value \(m \geq \Omega(t)\) ).
\({ }^{31}\) Strictly speaking, that condition is not sufficient because linear hashing is only "almost" additive. We ignore this technical issue in the overview and give the full analysis in Section 3.4.

It follows that \(C\), the coordinate-wise maximum of several vectors \(R\), also always satisfies \(C \leq A \star B\). Hence, the algorithm never outputs an incorrect solution. Indeed, since \(C\) and \(A \star B\) are nonnegative vectors, the vector \(C=A \star B\) is the only one simultaneously satisfying \(C \leq A \star B\) and \(\|C\|_{1}=\|A \star B\|_{1}=\|A\|_{1} \cdot\|B\|_{1}\). To see that Algorithm 3.1 terminates fast, note that the repeat-loop runs for \(\Omega(\log m)\) iterations and thus, using the second claim we correctly assign all coordinates with high probability.

The crucial part is to prove that \(R\) satisfies the claims 1 and 2 . Intuitively, \(R\) consists of all nonzero entries from \(A \star B\) which did not suffer from a collision with another nonzero entry. For a more formal argument, we analyze the inner-most loop (Line 8). For starters, focus on an iteration \(k \in[m]\) and suppose that there is only a single nonzero entry in \(A \star B\), say at \(z\), which is hashed to the bucket \(k .{ }^{31}\) In this case we have the three identities \(X[k]=(A \star B)[z], Y[k]=z \cdot(A \star B)[z]\) and \(Z[k]=z^{2} \cdot(A \star B)[z]\). As a consequence, the conditions " \(X[k] \neq 0\) " and " \(Y[k]^{2}=X[k] \cdot Z[k]\) " in Line 9 are satisfied. The algorithm then correctly identifies \(z\) in Line 10 and updates " \(R[z] \leftarrow R[z]+(A \star B)[z]\) " as intended.

However, to prove claim 1 (which is ultimately responsible for the Las Vegas guarantee), we have to be certain that Lines 10 and 11 are only executed if there is a single entry hashed to the \(k\)-th bucket (otherwise, the index \(z\) computed in Line 10 is likely to be nonsense). The key insight is that the simple test " \(Y[k]^{2}=X[k] \cdot Z[k]\) " in Line 9 suffices, as can be proven by the following lemma (see Section 3.4 for a proof).
Lemma 3.1 (Testing 1-Sparsity). Let \(V\) be a nonnegative vector. Then \(\|\partial V\|_{1}^{2} \leq\|V\|_{1}\). \(\left\|\partial^{2} V\right\|_{1}\). This inequality is tight if and only if \(\|V\|_{0} \leq 1\).

This new tester is one of the reasons why we can achieve the claimed Las Vegas running time simplifying (and slightly improving) upon Cole and Hariharan's algorithm. This concludes the overview of our simple Las Vegas algorithm (Theorem 1.4).

\subsection*{3.2 Accelerated Las Vegas Algorithm}

We continue with an exposition of our accelerated Las Vegas algorithm:
Theorem 1.5 (Fast Las Vegas for Sparse Nonnegative Convolution). There is a Las Vegas randomized algorithm to compute the convolution of two nonnegative vectors \(A, B \in \mathbf{N}^{n}\) in expected time \(O(t \log t \log \log t)\), where \(t=\|A \star B\|_{0}\).

The insight behind this result is that Algorithm 3.1 already reaches a very good approximation after much less than \(O(\log m)\) iterations of the inner loop. Indeed, after only \(O(\log \log n)\) iterations we expect that algorithm has already recovered \(A \star B\) correctly up to a \((\log n)^{-\Omega(1)}\) fraction of the entries. At this point it becomes more efficient to switch to another recovery approach which exploits that \(A \star B-C\) is already quite sparse, as in [61]. In particular, since \(A \star B-C\) is a nonnegative vector and its sparsity is at most \(t / \log n\), say, we can use the hash function \(h(x)=x \bmod p\) for \(p\) being a random prime in \([t, 2 t]\). This family of hash functions (1) satisfies that \(h(A) \star_{m} h(B)-h(C)=h(A \star B-C)\) (and thus preserves all cancellations) and (2) isolates a constant fraction of elements in \(A \star B-C\) with constant probability to clear up the rest of the elements. Note that it is important that \(A \star B-C\) is \(t / \log n\) sparse instead of \(t\) sparse for (2) to hold, because \(h\) is only \(O(\log n)\)-universal. Choosing \(O(\log t)\) different random primes and using the 1-sparsity testing we arrive at our desired algorithm. For the sparsity test we require that the vector \(A \star B-C\) is nonnegative.

One catch is that this approach only gives a \(O(t \log t \cdot \log \log n)\)-time algorithm (instead of the desired time with \(\log \log t\) in place of \(\log \log n\) ) due to the fact that \(h(x)\) is \(O(\log n)\)-universal and hence the random prime must be chosen in an interval that is also dependent on \(n\) rather than solely on \(t\). To address this issue we apply the following precomputation: We hash to a \(\operatorname{poly}(t)\)-size universe and
verify that this hashing was successful in Las Vegas randomized time, again using our 1-sparsity tester. The details of this step appear in Section 3.4.4.

\subsection*{3.2.1 Beyond 1-Sparsity?}

An interesting technical open question is whether our sparsity-testing technique can be extended? Specifically, can the technique be adapted to obtain the optimal running time \(O(t \log t)\) ? Recall that the key step in the analysis is the application of Lemma 3.1. This lemma can be generalized as follows: A nonnegative vector \(V\) is at most \(s\)-sparse if and only if the following positive-semidefinite matrix is nonsingular:
\[
\left[\begin{array}{cccc}
\left\|\partial^{0} V\right\|_{1} & \left\|\partial^{1} V\right\|_{1} & \cdots & \left\|\partial^{s} V\right\|_{1} \\
\left\|\partial^{1} V\right\|_{1} & \left\|\partial^{2} V\right\|_{1} & \cdots\left\|\partial^{s+1} V\right\|_{1} \\
\vdots & \vdots & \ddots & \vdots \\
\left\|\partial^{s} V\right\|_{1}\left\|\partial^{s+1} V\right\|_{1} & \cdots\left\|\partial^{s s} V\right\|_{1}
\end{array}\right] ;
\]
see for instance [154, Theorem 3A] for a proof. One approach for an improved Las Vegas algorithm would be to hash to \(t / \log t\) buckets using a linear hash function, recover each bucket as in [61] in \(O(t \log t)\) time and, using the generalized sparsity-testing technique, verify that most buckets indeed have sparsity \(O(\log t)\), which in turn means that all but a \(1 / \log t\)-fraction of \(A \star B\) has been successfully recovered; then one can continue and recover the rest with \(h(x)=x \bmod p\). Although promising, this approach suffers from precision issues (when implementing the \(O(\log t)\)-tester the numbers get too large) and hence does not lead to the desired \(O(t \log t)\) time. It would be very interesting to find a way to circumvent this obstacle and obtain the ideal \(O(t \log t)\) Las Vegas running time.

\subsection*{3.3 Deterministic Algorithm}

In this section we prove Theorem 1.3. We proceed in three steps, as outlined before. We start with some preliminaries on finite field arithmetic.

Finite Field Arithmetic. Let \(q=p^{m}\) be a prime power. Recall that the prime field \(\mathbf{F}_{p}\) can be represented as \(\mathbf{Z} / p \mathbf{Z}\), the integers modulo \(p\). The field \(\mathbf{F}_{q}\) can be represented as \(\mathbf{F}_{p}[X] /\langle f\rangle\) where \(f \in \mathbf{F}_{p}[X]\) is an arbitrary irreducible degree- \(m\) polynomial. There is a deterministic algorithm to precompute such an irreducible polynomial \(f \in \mathbf{F}_{p}\) in time \(\operatorname{poly}(p, m)\) [189]; we will point out this step in our algorithms. Having precomputed \(f\), we can perform the basic field operations in \(\mathbf{F}_{q}\) using polynomial arithmetic in time \(\widetilde{O}(\log q)\) [102].

Let us quickly recall some definitions from field theory. The multiplicative order of an element \(x\) is the smallest positive integer \(i\) such that \(x^{i}=1\); we also call \(x\) an i-th root of unity. The minimal polynomial of a field element \(x \in \mathbf{F}\) is defined as the smallest-degree monic polynomial (i.e., with leading coefficient 1) over \(\mathbf{F}\) which vanishes at \(x\). We say that two field elements \(x, y\) are conjugate if their minimal polynomials coincide.

\subsection*{3.3.1 Sparse Polynomial Evaluation and Interpolation}

The key ingredient to our deterministic algorithm is the efficient evaluation and interpolation of sparse polynomials based on fast linear algebra with transposed Vandermonde matrices.

Lemma 3.2 (Sparse Evaluation and Interpolation). Let \(\mathbf{F}\) be a field and let \(\omega \in \mathbf{F}\) have multiplicative order at least \(n\). The following two computational problems can be solved in deterministic time \(O\left(t \log ^{2} t+t \log n\right)\) :

1 Evaluation: Given a t-sparse degree-n polynomial \(A\), output \(A\left(\omega^{0}\right), \ldots, A\left(\omega^{t-1}\right)\).
2 Interpolation: Given \(a_{0}, \ldots, a_{t-1} \in \mathbf{F}\) and a size-t set \(\widetilde{X} \subseteq[n]\), interpolate the unique polynomial \(A\) with support \(\operatorname{supp}(A) \subseteq \widetilde{X}\) and with evaluations \(A\left(\omega^{i}\right)=\) \(a_{i}\) for all \(i \in[t]\).

Proof. \(\downarrow\) We build the two algorithms separately.
1 Evaluation: Assume that \(A\) has the form \(A(X)=\sum_{i=0}^{t-1} A\left[x_{i}\right] \cdot X^{x_{i}}\). We precompute the powers \(\omega^{x_{0}}, \ldots, \omega^{x_{t-1}}\) by repeated squaring in time \(O(t \log n)\). We can then compute the evaluations \(A\left(\omega^{0}\right), \ldots, A\left(\omega^{t-1}\right)\) by computing the following transposed Vandermonde matrix-vector product:
\[
\left[\begin{array}{c}
A\left(\omega^{0}\right) \\
A\left(\omega^{1}\right) \\
\vdots \\
A\left(\omega^{t-1}\right)
\end{array}\right]=\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\omega^{x_{0}} & \omega^{x_{1}} & \cdots & \omega^{x_{t-1}} \\
\vdots & \vdots & \ddots & \vdots \\
\omega^{(t-1) x_{0}} & \omega^{(t-1) x_{1}} & \cdots & \omega^{(t-1) x_{t-1}}
\end{array}\right]\left[\begin{array}{c}
A\left[x_{0}\right] \\
A\left[x_{1}\right] \\
\vdots \\
A\left[x_{t-1}\right]
\end{array}\right] .
\]

Since \(\omega\) has order at least \(n\), the elements \(\omega^{\chi_{1}}, \ldots, \omega^{\chi_{t}}\) are pairwise distinct. Therefore, this matrix is nonsingular and we may apply Theorem 2.18 to efficiently evaluate the product in time \(O\left(t \log ^{2} t\right)\).

2 Interpolation: Let \(x_{0}, \ldots, x_{t-1}\) denote the elements in \(\widetilde{X}\). We similarly prepare the powers \(\omega^{x_{1}}, \ldots, \omega^{x_{t}}\) via repeated squaring. To interpolate \(A\), we use Theorem 2.18 to solve the following transposed Vandermonde equation system with indeterminates \(A\left[x_{1}\right], \ldots, A\left[x_{t}\right]\) :
\[
\left[\begin{array}{c}
a_{0} \\
a_{1} \\
\vdots \\
a_{t-1}
\end{array}\right]=\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\omega^{x_{0}} & \omega^{x_{1}} & \cdots & \omega^{x_{t-1}} \\
\vdots & \vdots & \ddots & \vdots \\
\omega^{(t-1) x_{0}} & \omega^{(t-1) x_{1}} \cdots & \omega^{(t-1) x_{t-1}}
\end{array}\right]\left[\begin{array}{c}
A\left[x_{0}\right] \\
A\left[x_{1}\right] \\
\vdots \\
A\left[x_{t-1}\right]
\end{array}\right] .
\]

Again, this matrix is nonsingular and thus Theorem 2.18 applies to compute a solution in time \(O\left(t \log ^{2} t\right)\). Setting \(A(X)=\sum_{i=0}^{t-1} A\left[x_{i}\right] \cdot X^{X_{i}}\), we clearly reconstructed a polynomial with the correct evaluations \(A\left(\omega^{i}\right)=a_{i}\) and support \(\operatorname{supp}(A) \subseteq \widetilde{X}\). Moreover, \(A\) is the only polynomial satisfying these conditions, since the equation system is nonsingular and therefore \(A\) is uniquely determined.

Using Lemma 3.2 we the deterministic algorithm is immediate, knowing a superset of the support and an appropriate element \(\omega\).

Lemma 3.3 (Sparse Convolution over a Large Field). Let \(\mathbf{F}\) be a field. Given vectors \(A, B \in \mathbf{F}^{n}\), a set \(\widetilde{Z} \supseteq \operatorname{supp}(A \star B)\) and an element \(\omega \in \mathbf{F}\) with multiplicative order at least \(n\), we can compute \(A \star B\) in deterministic time \(O\left(t \log ^{2} t+t \log n\right)\) using \(O\left(t \log ^{2} t+t \log n\right)\) field operations. Here, \(t=\|A\|_{0}+\|B\|_{0}+|\widetilde{Z}|\).

Proof. D We follow an evaluation-interpolation approach. Let us identify vectors with polynomials via \(A(X)=\sum_{i=0}^{n-1} A[i] \cdot X^{i}\). In this correspondence, taking convolutions \(A \star B\) corresponds to multiplying polynomials \(A(X) \cdot B(X)\).

We first evaluate \(A\left(\omega^{0}\right), \ldots, A\left(\omega^{t-1}\right)\) and \(B\left(\omega^{0}\right), \ldots, B\left(\omega^{t-1}\right)\) using Lemma 3.2. We then apply Lemma 3.2 again to interpolate a polynomial \(C(X)\) with support \(\operatorname{supp}(C) \subseteq \widetilde{Z}\) and evaluations \(C\left(\omega^{i}\right)=A\left(\omega^{i}\right) \cdot B\left(\omega^{i}\right)\) for all \(i \in[t]\). One solution is the correct polynomial \(C(X)=A(X) \cdot B(X)\), and Lemma 3.2 guarantees that this is the unique solution. The running time is \(O\left(t \log ^{2} t+t \log n\right)\) as claimed.

It remains to construct \(\omega\) (see Section 3.3.2) and to find a superset of the support (see the complete algorithm in Section 3.3.3).

\subsection*{3.3.2 Finding Large-Order Elements}

We next solve the sparse convolution problem for integer vectors \(A, B\) assuming that we know the support of \(A \star B\), using what we have established in the last section. We start with the following two lemmas due to Cheng [79]; for completeness we include short proofs.

Lemma 3.4 ([79]). Let \(\beta \in \mathbf{F}_{p}\) be primitive. Then \(X^{p-1}-\beta \in \mathbf{F}_{p}[X]\) is irreducible.
Proof. \({ }^{\text {Let }} f=X^{p-1}-\beta\) and let \(f=f_{1} \ldots f_{m}\) denote its factorization into monic irreducibles. We first prove that all factors have the same degree. Let \(\alpha\) be a root of \(f\) (in a field extension). Then \(\left\{x \alpha: x \in \mathbf{F}_{p}^{\times}\right\}\)must be the full set of roots of \(f\). Indeed, \((x \alpha)^{p-1}-\beta=x^{p-1} \beta-\beta=0\) by Fermat's Little Theorem, and there cannot be other roots since \(f\) has degree \(p-1\). Pick arbitrary distinct indices \(1 \leq i, j \leq m\); we prove that \(\operatorname{deg}\left(f_{i}\right) \leq \operatorname{deg}\left(f_{j}\right)\). Let \(x, y \in \mathbf{F}_{p}^{\times}\)be such that \(x \alpha\) is a root of \(f_{i}\) and \(y \alpha\) is a root of \(f_{j}\). We can construct a polynomial \(f_{j}^{\prime}(X)=f_{j}\left(y x^{-1} X\right)\), which by construction has degree \(\operatorname{deg}\left(f_{j}\right)\) and has \(x \alpha\) as a root. But recall that \(f_{i}\) is irreducible (and monic) and therefore the minimal polynomial of \(x \alpha\). It follows that \(\operatorname{deg}\left(f_{i}\right) \leq \operatorname{deg}\left(f_{j}^{\prime}\right)=\operatorname{deg}\left(f_{j}\right)\). Since \(i, j\) were arbitrary we conclude that all polynomials \(f_{1}, \ldots, f_{m}\) must have common degree \(d=\frac{p-1}{m}\).

Next, we prove that \(m=1\). Let \(\alpha_{1}, \ldots, \alpha_{d}\) denote the roots of \(f_{1}\) (in a field extension). As observed before, we have that \(\alpha_{i} \alpha_{j}^{-1} \in \mathbf{F}_{p}\) for all \(i, j\). Moreover, \(\prod_{i} \alpha_{i}\) is the constant coefficient of \(f_{1}\) and thus \(\prod_{i} \alpha_{i} \in \mathbf{F}_{p}\). It follows that \(\alpha_{1}^{d}=\prod_{i=1}^{d} \alpha_{1} \alpha_{i}^{-1} \alpha_{i}\) is an element of \(\mathbf{F}_{p}\). Recall that \(\alpha_{1}\) is a root of \(f\) and hence \(\alpha_{1}^{p-1}=\left(\alpha_{1}^{d}\right)^{m}=\beta\). Finally, any value \(m>1\) would contradict the primitivity of \(\beta .4\)

Lemma 3.5 ([79]). Let \(f=X^{p-1}-\beta \in \mathbf{F}_{p}[X]\) be an irreducible polynomial. Then \(X+1\) has multiplicative order at least \(2^{p}\) in \(\mathbf{F}_{p}[X] /\langle f\rangle\) provided that \(p \geq 7\).

Proof. \({ }^{\text {Let }} \mathbf{F}_{p^{p-1}}\) denote the field \(\mathbf{F}_{p}[X] /\langle f\rangle\). Let \(s\) denote the order of \(X+1 \in \mathbf{F}_{p^{p-1}}\) and let \(S\) denote the set of \(s\)-th roots of unity in \(\mathbf{F}_{p^{p-1}}\) (that is, \(S\) is the set of all polynomials \(g \in \mathbf{F}_{p}[X] /\langle f\rangle\) such that \(\left.g^{s}=1(\bmod f)\right)\). We show that \(S\) must be large. We clearly have \(X+1 \in S\). More generally, for any \(i \in \mathbf{F}_{p}^{\times}\)we also have \(i X+1 \in S\) since \(X+1\) and \(i X+1\) are conjugate over \(\mathbf{F}_{p}\). Furthermore, \(S\) is closed under multiplication.

Let \(E \subseteq \mathbf{N}^{p-1}\) be the set of all sequences \(e=\left(e_{1}, \ldots, e_{p-1}\right)\) with entry sum \(\sum_{i} e_{i}=p-2\). For any such sequence \(e \in E\), we define \(\phi(e)=\prod_{i=1}^{p-1}(i X+1)^{e_{i}} \in \mathbf{F}_{p^{p-1}}\). By the previous paragraph, \(\phi\) is a map \(\phi: E \rightarrow S\). We claim that \(\phi\) is injective. If \(\phi(e)=\phi\left(e^{\prime}\right)\) for distinct \(e, e^{\prime} \in E\), then by definition
\[
\prod_{i=1}^{p-1}(i X+1)^{e_{i}}=\prod_{i=1}^{p-1}(i X+1)^{e_{i}^{\prime}}(\bmod f) .
\]

Recall that \(f\) has degree \(p-1\), but \(\sum_{i} e_{i}=\sum_{i} e_{i}^{\prime}<p-1\). It follows that the equation remains true even without computing modulo \(f\) :
\[
\prod_{i=1}^{p-1}(i X+1)^{e_{i}}=\prod_{i=1}^{p-1}(i X+1)^{e_{i}^{\prime}} .
\]

However, this identity contradicts unique factorization in \(\mathbf{F}_{p}[X]\). It follows that \(\phi\) is injective and therefore \(s \geq|S| \geq|E|\). Finally, by a simple counting argument one can show that \(|E|=\binom{2 p-4}{p-2} \geq 2^{p}\), for all \(p \geq 7\). 4

For the rest of this section, we will analyze Algorithm 3.2.
Lemma 3.6 (Correctness of Algorithm 3.2). Given integer vectors \(A, B\) and an arbitrary set \(\widetilde{Z} \supseteq \operatorname{supp}(A \star B)\), Algorithm 3.2 correctly returns \(C=A \star B\).

Proof. \({ }^{-1}\) First, focus on an arbitrary iteration \(i\) of the loop in Lines 3 to 8 . We prove that the algorithm correctly computes the vector \(C_{i} \in \mathbf{F}_{p_{i}}\) which is obtained from

Algorithm 3.2. Given vectors \(A, B \in \mathbf{Z}^{n}\) and a set \(\widetilde{Z} \supseteq \operatorname{supp}(A \star B)\), this deterministic algorithm computes the convolution \(C=A \star B\).
```

Let $k=\left\lceil\log \left(n\|A\|_{\infty}\|B\|_{\infty}\right)\right\rceil$
Compute the smallest $k$ primes $p_{1}, \ldots, p_{k}$ larger than $\lceil\log n\rceil$
for $i \leftarrow 1, \ldots, k$ do
Find a primitive element $\beta \in \mathbf{F}_{p_{i}}$ by brute-force
Let $q_{i}=p_{i}^{p_{i}-1}$ and represent $\mathbf{F}_{q_{i}}$ as $\mathbf{F}_{p_{i}}[X] /\left\langle X^{p_{i}-1}-\beta\right\rangle$
Let $\omega=X+1 \in \mathbf{F}_{q_{i}}$
Reduce the coefficients of $A, B$ modulo $p_{i}$ to obtain $A_{i}, B_{i} \in \mathbf{F}_{p_{i}}^{n} \subseteq \mathbf{F}_{q_{i}}^{n}$
Compute $C_{i} \leftarrow A_{i} \star B_{i}$ over $\mathbf{F}_{q_{i}}$ using Lemma 3.3 with $\widetilde{Z}$ and ${ }_{\omega}^{\omega}$
for each $x \in \widetilde{Z}$ do
Recover $C[x] \in \mathbf{Z}$ from $C_{1}[x] \in \mathbf{F}_{p_{1}}, \ldots, C_{k}[x] \in \mathbf{F}_{p_{k}}$ using Chinese
Remaindering
return $C$ with entries $C[x]$ for $x \in \widetilde{Z}$ and zeros elsewhere

```
\(C=A \star B\) by reducing all coefficients modulo \(p_{i}\). The polynomial \(X^{p_{i}-1}-\beta\) computed in Lines 4 and 5 is indeed irreducible by Lemma 3.4, so we can represent \(\mathbf{F}_{q_{i}}\) as \(\mathbf{F}_{p_{i}} /\left\langle X^{p_{i}-1}-\beta\right\rangle\) as claimed. Moreover, the element \(\omega \in \mathbf{F}_{q_{i}}\) constructed in Line 6 has multiplicative order at least \(2^{p_{i}} \geq n\) by Lemma 3.5. The preconditions of Lemma 3.3 are satisfied ( \(\widetilde{Z} \supseteq \operatorname{supp}(A \star B) \supseteq \operatorname{supp}\left(A_{i} \star B_{i}\right)\) and \(\omega\) has order at least \(n\) ), hence we correctly compute \(C_{i}=A_{i} \star B_{i}\) in Line 8 . Note that although we carry out the computations over the extension field \(\mathbf{F}_{q_{i}}\), the vector \(C_{i}\) is guaranteed to have coefficients in \(\mathbf{F}_{p_{i}}\).

We finally use the Chinese Remainder Theorem to recover \(C\) from its images modulo \(p_{1}, \ldots, p_{k}\). As \(\prod_{i=1}^{k} p_{i} \geq 2^{k} \geq n\|A\|_{\infty}\|B\|_{\infty}\) exceeds the maximum coefficient in \(C\), this recovery step correctly identifies \(C=A \star B\).

Lemma 3.7 (Running Time of Algorithm 3.2). The running time of Algorithm 3.2 is bounded by \(O\left(t \log ^{4} n\right.\) polyloglog \(\left.n\right)\) where \(t=\|A\|_{0}+\|B\|_{0}+|\widetilde{Z}|\), assuming that \(\|A\|_{\infty},\|B\|_{\infty} \leq \operatorname{poly}(n)\).

Proof. Assuming that \(\|A\|_{\infty},\|B\|_{\infty} \leq \operatorname{poly}(n)\), we have \(k=\left\lceil\log \left(n\|A\|_{\infty}\|B\|_{\infty}\right)\right\rceil \leq\) \(O(\log n)\). Note that \(p_{1}, \ldots, p_{k} \leq \widetilde{O}(\log n)\) by the Prime Number Theorem, and therefore computing these primes in Line 2 takes time \(\widetilde{O}(\log n)\), using for instance Eratosthenes’ sieve. Finding a primitive element \(\beta \in \mathbf{F}_{p_{i}}\) in Line 4 takes time \(\widetilde{O}(\log n)\) as well and Lines 5 to 7 have negligible costs. Per iteration, running the convolution algorithm in Line 8 takes time \(O\left(t \log ^{2} t+t \log n\right)=O\left(t \log ^{2} n\right)\) and requires the computation of at most \(O\left(t \log ^{2} n\right)\) field operations in \(\mathbf{F}_{q_{i}}\), thus amounting for time \(O\left(t \log ^{3} n\right.\) polyloglog \(\left.n\right)\). In total the loop in Line 3 takes time \(O\left(t \log ^{4} n\right.\) polyloglog \(\left.n\right)\). Finally, each call to the algorithmic Chinese Remainder Theorem in Line 10 takes time \(O\left(\log ^{2}\left(\prod_{i=1}^{k} p_{i}\right)\right)=O\left(\log ^{2} n\right.\) polyloglog \(\left.n\right)\) [102]. \&

We remark that our algorithm can be somewhat simplified by exploiting the following result: For any finite field \(\mathbf{F}_{p^{m}}\), one can construct in time poly \((p, m)\) a (simple-structured) set which is guaranteed to contain a primitive element [190, 191]. The drawback is that the running time worsens by a couple of log factors.

\subsection*{3.3.3 Complete Algorithm}

We finally remove the assumption that the support of \(A \star B\) is given as part of the input by applying Lemma 2.22. The following lemma is immediate:

Lemma 3.8 (Deterministic Sparse Nonnegative Convolution). There is a deterministic algorithm to compute the convolution of two nonnegative vectors \(A, B \in \mathbf{N}^{n}\) in time \(O\left(t \log ^{5} n\right.\) polyloglog \(\left.n\right)\) where \(t=\|A \star B\|_{0}\), assuming that \(\|A\|_{\infty},\|B\|_{\infty} \leq\) poly \((n)\).

Algorithm 3.3. This algorithm takes two nonnegative vectors \(A, B \in \mathbf{N}^{n}\) and a parameter \(m\) and computes a vector \(R \leq A \star B\). For details see Lemma 3.10. The algorithm works as well when \(h\) is sampled from Lemma 2.8, and in this case the algorithm avoids computing a prime number.
```

Sample a linear hash function $h:[n] \rightarrow[m]$
Compute $X \leftarrow h(A) \star_{m} h(B)$
Compute $Y \leftarrow h(\partial A) \star_{m} h(B)+h(A) \star_{m} h(\partial B)$
Compute $Z \leftarrow h\left(\partial^{2} A\right) \star_{m} h(B)+2 h(\partial A) \star_{m} h(\partial B)+h(A) \star_{m} h\left(\partial^{2} B\right)$
Initialize $R \leftarrow(0, \ldots, 0)$
for each $k \in[m]$ do
if $X[k] \neq 0$ and $Y[k]^{2}=X[k] \cdot Z[k]$ then
$z \leftarrow Y[k] / X[k]$
$R[z] \leftarrow R[z]+X[k]$
return $R$

```

This lemma yields the proof of Theorem 1.3; to analyze the algorithm for vectors with entries of size \(\Delta\), simply view the vectors as having length \(n^{\prime}=\max \{n, \Delta\}\).

\subsection*{3.4 Las Vegas Algorithms}

The goal of this section is to prove Theorems 1.4 and 1.5. We first prove the sparsity testing lemma (in Section 3.4.1). Then we prove Theorem 1.4 (in Section 3.4.2) and Theorem 1.5 (in Sections 3.4.3 and 3.4.4).

\subsection*{3.4.1 Sparsity Testing}

Recall that we define the derivative \(\partial A\) coordinate-wise by \((\partial A)[i]=i \cdot A[i]\), and we define the \(d\)-th derivative \(\partial^{d} A\) by \(\left(\partial^{d} A\right)[i]=i^{d} \cdot A[i]\). The crucial ingredient for the Las Vegas guarantee is the following lemma about testing 1 -sparsity of a vector, having access to its first and second derivatives.

Lemma 3.1 (Testing 1-Sparsity). Let \(V\) be a nonnegative vector. Then \(\|\partial V\|_{1}^{2} \leq\|V\|_{1}\). \(\left\|\partial^{2} V\right\|_{1}\). This inequality is tight if and only if \(\|V\|_{0} \leq 1\).

Proof. Note that since \(V\) is nonnegative, we can rewrite \(V[i]=\sqrt{V[i]} \cdot \sqrt{V[i]}\). The proof is a straightforward application of the Cauchy-Schwartz inequality:
\[
\begin{aligned}
\|\partial V\|_{1}^{2}=\left(\sum_{i} i V[i]\right)^{2}=\left(\sum_{i} \sqrt{V[i]}\right. & \cdot i \sqrt{V[i]})^{2} \\
& \leq\left(\sum_{i} V[i]\right)\left(\sum_{i} i^{2} V[i]\right)=\|V\|_{1} \cdot\left\|\partial^{2} V\right\|_{1}
\end{aligned}
\]

Recall that the Cauchy-Schwartz inequality is tight if and only if the involved vectors \(V\) and \(\partial^{2} V\) are scalar multiples of each other. In our case this is possible if and only if \(\|V\|_{0} \leq 1\). 4

\subsection*{3.4.2 Simple Algorithm}

We are finally ready to analyze Algorithm 3.1. For the ease of presentation, we have extracted the core part of Algorithm 3.1 (Lines 3 to 11) as Algorithm 3.3, and our first goal is a detailed analysis of that core part.

To increase clarity we shall adopt the following naming convention for the rest of this section: The indices \(x, y, z \in[n]\) exclusively denote coordinates of large vectors, whereas \(i, j, k \in[m]\) denote coordinates of the hashed vectors, or
equivalently, buckets of a hash function \(h\). The first lemma analyzes the vectors \(X, Y, Z\) computed by the algorithm.

Lemma 3.9. Let \(h, X, Y, Z\) be as in Algorithm 3.3. Moreover, for a bucket \(k \in[m]\) define the nonnegative vector \(V_{k} \in \mathbf{N}^{n}\) by
\[
V_{k}[z]=\sum_{\substack{x+y=z \\ h(x)+h(y) \equiv k(\bmod m)}} A[x] \cdot B[y] .
\]

Then \(X[k]=\left\|V_{k}\right\|_{1}, Y[k]=\left\|\partial V_{k}\right\|_{1}\) and \(Z[k]=\left\|\partial^{2} V_{k}\right\|_{1}\).
Note that \(A \star B=\sum_{k} V_{k}\). Intuitively, the vector \(V_{k}\) is that part of \(A \star B\) which is hashed into the \(k\)-th bucket.

Proof. \(\downarrow\) We merely showcase that \(Y[k]=\left\|\partial V_{k}\right\|_{1}\); the other proofs are very similar. For convenience, let us denote equality modulo \(m\) by \(\equiv\). It holds that:
\[
\begin{aligned}
Y[k] & =\left(h(\partial A) \star_{m} h(B)+h(A) \star_{m} h(\partial B)\right)[k] \\
& =\sum_{\substack{i, j \in[m] \\
i+j=k}} h(\partial A)[i] \cdot h(B)[j]+h(A)[i] \cdot h(\partial B)[j] \\
& =\sum_{\substack{x, y \in[n] \\
h(x)+h(y) \equiv k}}(\partial A)[x] \cdot B[y]+A[x] \cdot(\partial B)[y] \\
& =\sum_{\substack{x, y \in[n] \\
h(x)+h(y) \equiv k}}(x+y) \cdot A[x] \cdot B[y] \\
& =\sum_{z \in[n]} z \cdot \sum_{\substack{x, y \in[n] \\
x+y=z \\
h(x)+h(y) \equiv k}} A[x] \cdot B[y] \\
& =\sum_{z \in[n]} z \cdot V_{k}[z] \\
& =\left\|\partial V_{k}\right\|_{1} .
\end{aligned}
\]

Next, we will prove that in every iteration the algorithm computes a feasible approximation \(R\) to the target vector \(A \star B\).

Lemma 3.10 (Correctness and Running Time of Algorithm 3.3). Given nonnegative vectors \(A, B\) and any parameter \(m\), Algorithm 3.3 runs in time \(O(m \log m)\) and computes a vector \(R\) such that for every \(z \in[n]\) :
> \(R[z] \leq(A \star B)[z]\) (always), and
\(>R[z]<(A \star B)[z]\) with probability at most \(c \cdot\|A \star B\|_{0} / m\) for some constant \(c\).
Proof. Fix an iteration \(k \in[m]\) of the loop (Line 6) and suppose that the condition in Line 7 is satisfied. Defining \(V_{k}\) as in the previous lemma, we claim that \(V_{k}\) is exactly 1 -sparse. Indeed, on the one hand, \(V_{k}\) is not the all-zeros vector as \(\left\|V_{k}\right\|_{1}=\) \(X[k]>0\). On the other hand, since \(\left\|V_{k}\right\|_{1} \cdot\left\|\partial^{2} V_{k}\right\|_{1}=X[k] \cdot Z[k]=Y[k]^{2}=\left\|\partial V_{k}\right\|_{1}^{2}\) we have that \(\left\|V_{k}\right\|_{0} \leq 1\) by Lemma 3.1. Given that \(V_{k}\) is 1 -sparse, it is easy to check that the value \(z:=Y[k] / X[k]\) as computed in Line 8 is the unique nonzero coordinate in \(V_{k}\), i.e., \(\operatorname{supp}\left(V_{k}\right)=\{z\}\). It follows that the update in Line 9 is in fact an update of the form " \(R \leftarrow R+V_{k}\) ". Recall that \(\sum_{k} V_{k}=A \star B\), and thus the first item follows directly.

Next, we focus on the second item. We can assume that \(z \in \operatorname{supp}(A \star B)\) as otherwise the statement is trivial given the previous paragraph. Let \(\Phi \subseteq[m]\) be the set from Lemma 2.8. We say that \(z\) collides with another index \(z^{\prime}\) if there are \(\phi, \phi^{\prime} \in \Phi\) such that \(h(z)+\phi \equiv h\left(z^{\prime}\right)+\phi^{\prime}(\bmod m)\). If \(z\) does not collide with any other \(z^{\prime} \in \operatorname{supp}(A \star B)\) then we say that \(z\) is isolated. The remaining proof splits into the following two statements:
> Each index \(z \in \operatorname{supp}(A \star B)\) is isolated with probability \(1-O\left(\|A \star B\|_{0} / m\right)\) : If \(z\) collides with another index \(z^{\prime}\) then we have \(h(z)-h\left(z^{\prime}\right) \equiv q(\bmod m)\) for some \(q=\phi-\phi^{\prime}, \phi, \phi^{\prime} \in \Phi\). For any fixed \(q\) this event occurs with probability at most \(O\left(\frac{1}{m}\right)\) by the uniform difference property of linear hashing (Lemma 2.8). Taking a union bound over the constant number of elements \(q\), we conclude that \(z\) collides with \(z^{\prime}\) with probability at most \(O\left(\frac{1}{m}\right)\). Hence the expected number of collisions is \(O(\|A \star B\| / m)\). Using Markov's inequality we finally obtain that a collision occurs with probability at most \(O(\|A \star B\| / m)\) and only in that case \(z\) fails to be isolated.
> Whenever \(z\) is isolated we have \(R[z]=(A \star B)[z]\) :
To see this, it suffices to argue that for all \(k\) of the form \(k \equiv h(z)+\phi(\bmod m)\), for some \(\phi \in \Phi\), the vectors \(V_{k}\) are at most 1-sparse. In that case the corresponding iterations \(k\) each perform the update " \(R \leftarrow R+V_{k}\) " in Line 9 and the claim follows since \(R[z]=\sum_{k} V_{k}[z]=(A \star B)[z]\). So suppose that some vector \(V_{k}\) is at least 2 -sparse. In this case there exist \(x, x^{\prime} \in \operatorname{supp}(A)\) and \(y, y^{\prime} \in \operatorname{supp}(B)\) such that \(h(x)+h(y) \equiv h\left(x^{\prime}\right)+h\left(y^{\prime}\right) \equiv k(\bmod m)\) and \(x+y \neq x^{\prime}+y^{\prime}\). Then either \(z^{\prime}:=x+y\) or \(z^{\prime}:=x^{\prime}+y^{\prime}\) differs from \(z\), and we have witnessed a collision between \(z\) and \(z^{\prime}\). This contradicts the assumption that \(z\) is isolated.

Finally, note that the running time is dominated by the six calls to FFT in Lines 2 to 4 taking time \(O(m \log m)\). The loop (Line 6) only takes linear time.

Recall that Algorithm 3.1 simply calls Algorithm 3.3 repeatedly and returns the coordinate-wise maximum \(C\) of all vectors \(R\) as soon as \(\|C\|_{1}=\|A\|_{1} \cdot\|B\|_{1}\). The bucket size \(m\) increases from iteration to iteration. Given the analysis of Algorithm 3.3, it remains to prove that Algorithm 3.1 is correct and fast, thereby proving Theorem 1.4.

Lemma 3.11 (Correctness of Algorithm 3.1). Whenever Algorithm 3.1 outputs a vector \(C\), then \(C=A \star B\) (with error probability 0 ).

Proof. In Line 11, \(C\) is computed as the coordinate-wise maximum of several vectors \(R\) computed by Algorithm 3.3. The previous lemma asserts that \(R \leq A \star B\) (coordinate-wise) and therefore also \(C \leq A \star B\). Moreover, since \(C\) was returned by the algorithm we must have \(\|C\|_{1}=\|A\|_{1} \cdot\|B\|_{1}\) (Line 13). In conjunction, these facts imply that \(C=A \star B\), since both \(C\) and \(A \star B\) are nonnegative vectors.

Lemma 3.12 (Running Time of Algorithm 3.1). The expected running time of Algorithm 3.1 is \(O\left(t \log ^{2} t\right)\), where \(t=\|A \star B\|_{0}\).

Proof. - We first prove that the algorithm terminates with high probability as soon as the outer loop (Line 1) reaches a sufficiently large value. More precisely, let \(c\) be the constant from Lemma 3.10 and fix any iteration of the outer loop with value \(m \geq 2 c t\). We claim that the algorithm terminates within this iteration with probability at least \(1-t^{-1}\). To this end we analyze the probability of the event \(C[z]=(A \star B)[z]\), for any fixed index \(z\). Recall that \(C\) is the coordinatewise maximum of \(2 \log m \geq 2 \log t\) vectors \(R\) computed by Algorithm 3.3. For any such vector \(R\), Lemma 3.10 guarantees that \(R[z]=(A \star B)[z]\) with probability at least \(1-c t / m \geq \frac{1}{2}\). Hence, the probability that \(C[z]=(A \star B)[z]\) is at least \(1-2^{-2 \log t}=1-t^{-2}\). By a union bound over the \(t\) nonzero entries \(z\), the probability that algorithm correctly computes \(C=A \star B\) in this iteration is at least \(1-t^{-1}\).

The running time of a single iteration with value \(m\) is dominated by the \(2 \log m\) calls to Algorithm 3.3 taking time \(O(m \log m)\). Sampling the hash functions \(h\) has negligible cost (by Lemma 2.8) and so does running the inner-most loop (Line 8). The previous paragraph in particular shows that the algorithm terminates before the \(\eta\)-th iteration after crossing the critical threshold \(m \geq 2 c t\), with probability at least \(1-t^{-\eta} \geq 1-4^{-\eta}\). Hence, we can bound the expected running time by the total

Algorithm 3.4. A more careful implementation of Algorithm 3.1. The running time of this algorithm can be bounded sharper than only in expectation, see Lemma 3.13. In the pseudocode, \(\epsilon>0\) is a parameter.
```

$C \leftarrow(0, \ldots, 0)$
for $\mu \leftarrow 0,1,2, \ldots, \infty$ do
for $v \leftarrow 0,1,2, \ldots, \mu$ do
repeat $\mu \cdot 2^{v /(1+\epsilon)}$ times
Compute $R$ by Algorithm 3.3 with parameter $m=2^{\mu-v}$
Update $C \leftarrow \max \{C, R\}$ (coordinate-wise)
if $\|C\|_{1}=\|A\|_{1} \cdot\|B\|_{1}$ then return $C$

```
time before this threshold ( \(m<2 c t\) ) plus the expected time after ( \(m=2^{\eta} \cdot 2 c t\) ) which can be bounded by a geometric series:
\[
\sum_{\mu=0}^{\log (2 c t)} O\left(2^{\mu} \log ^{2}\left(2^{\mu}\right)\right)+\sum_{\eta=0}^{\infty} 4^{-\eta} \cdot O\left(\left(2^{\eta} \cdot t\right) \cdot \log ^{2}\left(2^{\eta} \cdot t\right)\right)=O\left(t \log ^{2} t\right)
\]

This finishes the analysis of Algorithm 3.1, but not yet the proof of Theorem 1.4 which additionally claims a tail bound on the running time. To get this additional guarantee, we can modify Algorithm 3.1 to increase \(m\) more carefully; see the pseudocode in Algorithm 3.4.

Lemma 3.13 (Correctness and Running Time of Algorithm 3.4). Given nonnegative vectors \(A, B \in \mathbf{N}^{n}\) and any parameter \(\epsilon>0\), Algorithm 3.4 correctly computes their convolution \(A \star B\) in expected time \(O\left(t \log ^{2} t\right)\), where \(t=\|A \star B\|_{0}\). Moreover, with probability \(1-\delta\) it terminates in time
\[
O\left(t \log ^{2}(t) \cdot\left(\frac{\log (t / \delta)}{\log t}\right)^{1+\epsilon+o(1)}\right)
\]

Proof. - The correctness proof is exactly as in Lemma 3.11 and can therefore be omitted. We prove the improved running time bound. Let \(c\) be the constant from Lemma 3.10 and focus on the iterations of the outer loops (Lines 2 and 3) with values \(\mu=M\) and \(v=N\), where
\[
N=\left\lceil(1+\epsilon) \log \left(\frac{\log (t / \delta)}{\log t}\right)\right\rceil \text { and } M=\lceil\log (2 c t)\rceil+N .
\]

In this case we have \(m=2^{\mu-v} \geq 2 c t\). We claim that the algorithm terminates in this iteration with probability at least \(1-\delta\). To prove this, we again analyze the probability of the event \(C[z]=(A \star B)[z]\) for any fixed index \(z\). The vector \(C\) is the coordinate-wise maximum of all vectors \(R\) computed in the inner loop (Line 2) and Lemma 3.10 proves that the event \(R[z]=(A \star B)[z]\) happens with probability at least \(1-c t / m \geq \frac{1}{2}\). Since the inner loop is repeated \(\mu \cdot 2^{v /(1+\epsilon)}\) times, the event \(C[z]=(A \star B)[z]\) happens with probability at least
\[
1-2^{-\mu \cdot 2^{v /(1+\epsilon)}} \geq 1-2^{-\log (t) \cdot \log (t / \delta) / \log (t)}=1-\frac{\delta}{t}
\]

By a union bound over the \(t\) nonzero coordinates \(z\), the algorithm computes \(C=\) \(A \star B\) (and consequently terminates) with probability at least \(1-\delta\).

Now, to analyze the running time, we have to bound the running time until the algorithm reaches the required values \(\mu=M\) and \(v=N\). The running time of a single execution of the inner-most loop is dominated by the call to Algorithm 3.3
which takes time \(O(m \log m)\) by Lemma 3.10. Thus, with probability \(1-\delta\) the total running time is bounded by
\[
\sum_{\mu=0}^{M} \sum_{v=0}^{\mu} \mu \cdot 2^{v /(1+\epsilon)} \cdot O\left(2^{\mu-v} \log \left(2^{\mu-v}\right)\right) \leq O\left(M^{2} \sum_{\mu=0}^{M} 2^{\mu} \sum_{v=0}^{\mu} 2^{-\epsilon v /(1+\epsilon)}\right) \leq O\left(2^{M} \cdot M^{2}\right)
\]

Plugging in the definition of \(M\) this becomes
\[
O\left(2^{M} \cdot M^{2}\right)=O\left(t \cdot\left(\frac{\log (t / \delta)}{\log t}\right)^{1+\epsilon} \cdot M^{2}\right)=O\left(t \log ^{2}(t) \cdot\left(\frac{\log (t / \delta)}{\log t}\right)^{1+\epsilon+o(1)}\right)
\]

Finally, we derive from the previous paragraph that expected running time is bounded by \(O\left(t \log ^{2} t\right)\). Indeed, the total running time exceeds \(\ell \cdot t \log ^{2} t\) with probability \(\ll O\left(\ell^{-3}\right)\), and thus the expected running time is \(t \log ^{2} t \cdot \sum_{\ell=1}^{\infty} \ell \cdot O\left(\ell^{-3}\right) \leq\) \(O\left(t \log ^{2} t\right) .4\)

This completes the proof of Theorem 1.4: Plugging in any constant \(0<\epsilon<1\) into Lemma 3.13 yields running time \(O\left(t \log ^{2}(t / \delta)\right)\).

\subsection*{3.4.3 Accelerated Algorithm}

We now speed up Algorithm 3.4 in expectation. The crucial subroutine in that algorithm is Algorithm 3.3 which computes a good approximation \(R\) of \(A \star B\). For the improvement we design a similar subroutine which instead computes a good approximation of \(A \star B-C\); see Algorithm 3.5.

Lemma 3.14 (Correctness and Running Time of Algorithm 3.5). Given vectors \(A, B, C \in \mathbf{Z}^{n}\) such that \(A \star B-C\) is nonnegative, and any parameter \(m\), Algorithm 3.5 runs in time \(O(m \log m)\) and computes a vector \(R\) such that for every \(z \in[n]\) :
> \(R[z] \leq(A \star B-C)[z]\) (always), and
> \(R[z]<(A \star B-C)[z]\) with probability at most \(c \log n \cdot\|A \star B-C\|_{0} / m\) for some constant \(c\).

Proof. - Recall that by Lemma 2.6 the family of hash functions \(h(x)=x \bmod p\) is truly additive, i.e., satisfies \(h(x)+h(y) \equiv h(x+y)(\bmod p)\) for all keys \(x, y\). As a consequence, it holds that \(X=h(A) \star_{p} h(B)-h(C)=h(A \star B-C)\) and similarly \(Y=h(\partial(A \star B-C))\) and \(Z=h\left(\partial^{2}(A \star B-C)\right)\); the proofs of these statements are straightforward calculations.

The rest of the proof is very similar to Lemma 3.10 and we merely sketch the differences. We analogously define vectors \(V_{k}\) by \(V_{k}[z]=(A \star B-C)[z]\) if \(z \equiv k \bmod p\) and \(V_{k}[z]=0\) otherwise. Then, by the previous paragraph we have \(X[k]=\left\|V_{k}\right\|_{1}, Y[k]=\left\|\partial V_{k}\right\|_{1}\) and \(Z[k]=\left\|\partial^{2} V_{k}\right\|_{1}\). It follows by the same argument, using the sparsity tester (Lemma 3.1), that the recovered vector \(R\) is exactly \(R=\sum_{k} V_{k}\), where the sum is over all vectors \(V_{k}\) which are at most 1-sparse. The first item is immediate since \(\sum_{k \in[p]} V_{k}=A \star B-C\).

To prove the second item, it suffices to argue that with good probability each nonzero entry \(z\) does not collide with any other nonzero entry \(z^{\prime}\) under \(h\). In that case, the vector \(V_{k}\) for \(k=h(z)\) is 1-sparse and the algorithm correctly computes \(R[z]=(A \star B-C)[z]\). To see that each index \(z\) is likely isolated, we apply the \(O(\log n)\)-universality of \(h\) (Lemma 2.6 ): The probability that \(z\) collides with some fixed index \(z^{\prime}\) is at most \(O(\log (n) / p) \leq O(\log (n) / m)\). Taking a union bound over the \(\|A \star B-C\|_{0}\) nonzero entries \(z^{\prime}\) yields the claimed bound.

Finally, observe that the running time is again dominated by the six calls to FFT in Lines 2 to 4 , which take time \(O(m \log m)\). Sampling \(h\) takes time polylog \((m)\) and the loop in Line 6 takes linear time.
```

Algorithm 3.5. Given integer vectors $A, B, C \in \mathbf{Z}^{n}$ such that $A \star B-C$ is non-
negative and a parameter $m$, this algorithm computes a nonnegative vector
$R \leq A \star B-C$. For details see Lemma 3.14.
Sample a random prime $p \in[m, 2 m]$ and let $h(x)=x \bmod p$
Compute $X \leftarrow h(A) \star_{p} h(B)-h(C)$
Compute $Y \leftarrow h(\partial A) \star_{p} h(B)+h(A) \star_{p} h(\partial B)-h(\partial C)$
Compute $Z \leftarrow h\left(\partial^{2} A\right) \star_{p} h(B)+2 h(\partial A) \star_{p} h(\partial B)+h(A) \star_{p} h\left(\partial^{2} B\right)-h\left(\partial^{2} C\right)$
Initialize $R \leftarrow(0, \ldots, 0)$
for each $k \in[p]$ do
if $X[k] \neq 0$ and $Y[k]^{2}=X[k] \cdot Z[k]$ then
$Z \leftarrow Y[k] / X[k]$
$R[z] \leftarrow R[z]+X[k]$
return $R$

```

Algorithm 3.6. Given two nonnegative vectors \(A, B \in \mathbf{N}^{n}\), this Las Vegas algorithm correctly computes their convolution \(A \star B\). This is the accelerated version of Algorithm 3.1; see Lemmas 3.15 and 3.16.
```

$C \leftarrow(0, \ldots, 0)$
for $m \leftarrow 1,2,4, \ldots, \infty$ do
repeat $3 \log \log n$ times
Compute $R$ by Algorithm 3.3 with inputs $A, B$ and parameter $m$
Update $C \leftarrow \max \{C, R\}$ (coordinate-wise)
repeat $2 \log m$ times
Compute $R$ by Algorithm 3.5 with inputs $A, B, C, m^{\prime}=\left\lceil\frac{m}{\log n}\right\rceil$
Update $C \leftarrow C+R$
if $\|C\|_{1}=\|A\|_{1} \cdot\|B\|_{1}$ then return $C$

```

Next, to obtain the speed-up over Algorithm 3.4, we combine Algorithms 3.3 and 3.5. The idea is that Algorithm 3.4 reaches a good (but imperfect) approximation \(C\) of \(A \star B\) after only \(\log \log n\) iterations of the inner-most loop; after that point \(A \star B-C\) is sufficiently sparse so that a few iterations with Algorithm 3.5 can correct the remaining errors. The resulting algorithm is summarized in Algorithm 3.6.

Lemma 3.15 (Correctness of Algorithm 3.6). Whenever Algorithm 3.6 outputs \(a\) vector \(C\), then \(C=A \star B\) (with error probability 0 ).

Proof. \(\downarrow\) We first prove that the algorithm maintains the invariant \(0 \leq C \leq A \star B\). There are two types of updates. First, for a vector \(R\) computed by Algorithm 3.3, the algorithm updates " \(C \leftarrow \max \{C, R\}\) ". Since \(R\) satisfies \(0 \leq R \leq A \star B\) by Lemma 3.10, this update maintains the invariant. Second, for a vector \(R\) computed by Algorithm 3.5, the algorithm update " \(C \leftarrow C+R\) ". Since \(R\) satisfies \(0 \leq R \leq\) \(A \star B-C\) by Lemma 3.14, this update also upholds the invariant.

It is easy to conclude that the algorithm outputs the correct solution \(C=A \star B\), as this is the only vector \(0 \leq C \leq A \star B\) which also satisfies \(\|C\|_{1}=\|A\|_{1} \cdot\|B\|_{1 .}\).

Lemma 3.16 (Running Time of Algorithm 3.6). The expected running time of Algorithm 3.6 is \(O(t \log t \log \log n)\), where \(t=\|A \star B\|_{0}\).

Proof. For the analysis, we split the execution of the algorithm into two phases: The first and initial phase ends as soon as \(\|A \star B-C\|_{0} \leq t / \log ^{2} n\), and the second phase ends when the algorithm terminates. To analyze the expected running times of both phases, we assume that the outer loop (Line 2) has reached a value \(m \geq 2 c t\), where \(c\) is the maximum of the constants in Lemmas 3.10 and 3.14. In this case we claim that a single execution of the loop body terminates both phases with probability at least \(\frac{3}{4}\).

1 For the first phase we analyze the pseudocode in Lines 3 to 5. Fix an arbitrary index \(z \in \operatorname{supp}(A \star B)\). For a vector \(R\) computed by Algorithm 3.3 we have \(R[z]=(A \star B)[z]\) with probability at least \(1-c t / m \geq \frac{1}{2}\), by Lemma 3.10. If any of the vectors \(R\) computed in Lines 3 to 5 satisfies \(R[z]=(A \star B)[z]\), then we correctly assign " \(C[z] \leftarrow \max \{C[z], R[z]\}\) " in Line 5 (and we never change that entry for the remaining execution of the algorithm). Since the loop runs for \(3 \log \log n\) iterations, the probability that \(C[z]\) remains incorrect is at most \(2^{-3 \log \log n}=(\log n)^{-3}\). Therefore, the expected number of incorrectly assigned coordinates is at most \(t / \log ^{3} n\) and by Markov's inequality that number exceeds \(t / \log ^{2} n\) with probability at most \(1 / \log n\). This is less than \(\frac{1}{8}\) for sufficiently large \(n\).
2 For the second phase we analyze the pseudocode in Lines 6 to 8. Assuming that the first phase is finished, we have \(\|A \star B-C\|_{0} \leq t / \log ^{2} n\). The argument is similar to the first phase: A vector \(R\) computed by Algorithm 3.5 satisfies with probability at least \(1-c \log n \cdot\|A \star B-C\|_{0} / m^{\prime} \geq 1-c t / m \geq \frac{1}{2}\) that \(R[z]=(A \star B-C)[z]\), for any fixed \(z\). Moreover, if any of the vectors \(R\) computed in Lines 6 to 8 satisfies \(R[z]=(A \star B-C)[z]\) then we correctly update " \(C[z] \leftarrow C[z]+R[z]\) " (and this entry is unchanged for the remaining execution). The probability that \(C[z]\) is still incorrect after \(2 \log m \geq 2 \log t\) iterations is \(2^{-2 \log t}=t^{-2}\). By a union bound over the \(t\) nonzero entries \(z\), we have correctly computed \(C=A \star B\) after finishing the loop with probability at least \(1-t^{-1}\). For sufficiently large \(t\), this is at least \(\frac{7}{8}\).
In combination, with probability \(\frac{3}{4}\) both phases finish and therefore the algorithm terminates within a single iteration of the outer loop. Each iteration takes time \(O(m \log m \cdot \log \log n)\left(\right.\) Lemma 3.10) plus \(O\left(m^{\prime} \log m^{\prime} \cdot \log m\right)=O\left(m \log ^{2} m / \log n\right)\) (Lemma 3.14). To bound the total running time, we use that only with probability \(4^{-\eta}\) the algorithm continues for another \(\eta\) iterations of the outer loop after crossing the critical threshold \(m \geq 2 c t\). Hence, the expected running time is bounded by \(O(t \log t \log \log n)\) before that threshold and by
\[
\sum_{\eta=1}^{\infty} 4^{-\eta} \cdot O\left(\left(2^{\eta} \cdot t\right) \log \left(2^{\eta} \cdot t\right) \log \log n+\left(2^{\eta} \cdot t\right) \frac{\log ^{2}\left(2^{\eta} \cdot t\right)}{\log n}\right)=O(t \log t \log \log n)
\]
after. In total, the expected time is \(O(t \log t \log \log n)\) as claimed.

\subsection*{3.4.4 Las Vegas Length Reduction}

As the final step, we can reduce the running time of Lemma 3.16 by replacing the \(\log \log n\) factor with \(\log \log t\). To this end, we implement a length reduction which reduces the convolution of arbitrary-length vectors to a small number of convolutions of length-poly \((t)\) vectors. The pseudocode is given in Algorithm 3.7. The proof of the following Lemma 3.17 completes the proof of Theorem 1.5.

Lemma 3.17 (Correctness and Running Time of Algorithm 3.7). Given nonnegative vectors \(A, B\), Algorithm 3.7 correctly computes their convolution \(A \star B\). The expected running time is \(O(t \log t \log \log t)\), where \(t=\|A \star B\|\).

Proof. D We skip the correctness part since the proof is exactly like the correctness argument of Algorithm 3.1; the only difference here is that \(X, Y, Z\) are computed by Algorithm 3.6 instead of FFT, however, Algorithm 3.6 is a Las Vegas algorithm and therefore also always correct.

To analyze the running, we start by lower bounding the probability that any iteration terminates the algorithm. We say that a linear hash function \(h\) as sampled in Line 3 is good if for all distinct \(z, z^{\prime} \in \operatorname{supp}(A \star B)\) and all \(\phi, \phi^{\prime} \in \Phi\) it holds that \(h(z)+\phi \not \equiv h\left(z^{\prime}\right)+\phi^{\prime}(\bmod m)\); here \(\Phi\) is the set in Lemma 2.8. Following the same arguments as in Section 3.4.2 one can prove that Algorithm 3.7 terminates as soon as a good hash function is sampled. Therefore, we now lower bound the

Algorithm 3.7. Given two nonnegative vectors \(A, B \in \mathbf{N}^{n}\), this Las Vegas algorithm correctly computes their convolution \(A \star B\). This algorithm improves the running time of Algorithm 3.6 by replacing the dependence on \(\log \log n\) by \(\log \log t\).
```

repeat
Let $m=\|A\|_{0}^{3} \cdot\|B\|_{0}^{3}$
Sample a linear hash function $h:[n] \rightarrow[m]$
Compute $X \leftarrow h(A) \star_{m} h(B)$ by Algorithm 3.6
Compute $Y \leftarrow h(\partial A) \star_{m} h(B)+h(A) \star_{m} h(\partial B)$ by Algorithm 3.6
Compute $Z \leftarrow h\left(\partial^{2} A\right) \star_{m} h(B)+2 h(\partial A) \star_{m} h(\partial B)+h(A) \star_{m} h\left(\partial^{2} B\right)$
by Algorithm 3.6
Initialize $C \leftarrow(0, \ldots, 0)$
for each $k \in[m]$ do
if $X[k] \neq 0$ and $Y[k]^{2}=X[k] \cdot Z[k]$ then
$Z \leftarrow Y[k] / X[k]$
$C[z] \leftarrow C[z]+X[k]$
if $\|C\|_{1}=\|A\|_{1} \cdot\|B\|_{1}$ then return $C$

```
probability that a random linear hash function \(h\) is good. For fixed \(z, z^{\prime}, \phi, \phi^{\prime}\), the probability that \(h(z)+\phi \equiv h\left(z^{\prime}\right)+\phi^{\prime}(\bmod m)\) is at most \(O\left(\frac{1}{m}\right)\). We take a union bound over the \(O\left(t^{2}\right)\) choices of \(z, z^{\prime}, \phi, \phi^{\prime}\) and conclude that a random function \(h\) is good with probability at least \(1-O\left(t^{2} / m\right)\). Observe that \(\|A\|_{0}+\|B\|_{0}-1 \leq t \leq\) \(\|A\|_{0} \cdot\|B\|_{0}\), and thus \(t^{3} \leq m \leq t^{6}\). Therefore, for sufficiently large \(t\) each iteration of the loop terminates the algorithm with probability at least \(\frac{1}{2}\).

The running time of each iteration \(i\) is dominated by the six convolutions computed by Algorithm 3.6. Let \(T_{i, 1}, \ldots, T_{i, 6}\) denote the running times of these calls, respectively. Moreover, let \(S_{i}\) denote the random variable which indicates whether the \(i\)-th iteration takes place (or whether the algorithm has terminated before). By the previous paragraph we have that \(\mathbf{P}\left(S_{i}=1\right) \leq 2^{-i}\). The total running time is bounded by
\[
\sum_{i=1}^{\infty} S_{i} \cdot \sum_{j=1}^{6} T_{i, j}
\]

Hence, by linearity of expectation and since the random variables \(S_{i}\) and \(T_{i, j}\) are independent, the expected running time is at most
\[
\sum_{i=1}^{\infty} \mathbf{E}\left(S_{i}\right) \cdot \sum_{j=1}^{6} \mathbf{E}\left(T_{i, j}\right) \leq \sum_{i=1}^{\infty} 2^{-i} \cdot O(t \log t \log \log m)=O(t \log t \log \log t)
\]

Here, we used the expected time bound from Lemma 3.16 to bound \(\mathbf{E}\left(T_{i, j}\right) .4\)

\section*{4 An Optimal Algorithm for Sparse Nonnegative Convolution}

In this chapter we present details on our optimal algorithm for sparse nonnegative convolution. This is based on the paper [61].

61 Karl Bringmann, Nick Fischer, and Vasileios Nakos. "Sparse nonnegative convolution is equivalent to dense nonnegative convolution". In: 53rd annual ACM symposium on theory of computing (STOC 2021). ACM, 2021, pages 1711-1724. 10.1145/3406325.3451090.

Organization. This chapter is organized as follows. In Section 4.1 we sketch our algorithm and describe some technical difficulties and highlights. The reduction is split across several sections starting from Sections 4.2 to 4.6; we give an outline for these sections in Section 4.1. Finally, in Section 4.8, we show an improved concentration bound for linear hashing, which we used as an essential ingredient in our reduction, as well as an almost tight lower bound against a theorem from [139].

\subsection*{4.1 Overview}

Our goal is to prove the following theorems, where, as argued before, Theorem 1.1 follows immediately from Theorem 1.2 by setting \(\delta=2^{\sqrt{\log t}}\).

Theorem 1.1 (Time-Optimal Sparse Nonnegative Convolution). There is a randomized algorithm to compute the convolution of two nonnegative vectors \(A, B \in \mathbf{N}^{n}\) in time \(O(t \log t+\operatorname{polylog}(n \Delta))\) and with error probability \(2^{-\sqrt{\log t}}\), where \(t=\|A \star B\|_{0}\) and \(\Delta=\|A \star B\|_{\infty}\).

Theorem 1.2 (Sparse and Dense Nonnegative Convolution Are Equivalent). Any randomized algorithm for dense nonnegative convolution with running time \(D_{\delta}(n)\) and error probability \(\delta>0\) can be turned into a randomized algorithm for sparse nonnegative convolution with error probability \(\delta\) running in time
\[
S_{\delta}(t)=O\left(D_{\delta}(t)+t \log ^{2}(\log (t) / \delta)+\operatorname{polylog}(n \Delta)\right)
\]

As we will deal with a sequence of increasingly more and more specialized problems, let us formally introduce the convolution problem we are trying to solve:

\section*{Problem (SPARSECONV).}
\(>\) Input: Nonnegative vectors \(A, B \in \mathbf{N}^{n}\).
> Task: Compute \(A \star B\).
In what follows, we assume that we are given a number \(t\) so that \(\|A \star B\|_{0} \leq t\), and we want to recover \(A \star B\) in time \(O(t \log t)\). This assumption will be removed in Section 4.7 using standard techniques. For the sake of simplicity, we will focus on how to obtain a constant-error randomized algorithm for sparse convolution from a deterministic algorithm for dense convolution.

Step 1: Universe Reduction from Large to Small. The first step is to reduce our problem to vectors of length \(n=\operatorname{poly}(t)\). We will occasionally refer to \(n\) as the universe size and we refer to this regime of \(n\) as a small universe. We say that the universe is large if there is no bound on \(n\). Formally, we introduce the following problem.

Problem (SmallUniv-SparseConv).
> Input: An integer t and nonnegative vectors \(A, B \in \mathbf{N}^{\mathrm{poly}(t)}\) so that \(\|A \star B\|_{0} \leq t\).
\(>\) Task: Compute \(A \star B\).

We show in Section 4.6 how to reduce the general problem of computing \(A \star B\) in a large universe to three instances in a small universe \(n\). This step is very similar to the algorithm in Section 3.4.4.

The idea is that in this parameter regime the linear hash function \(h\) is perfect with probability \(1-1 / \operatorname{poly}(t)\). In combination with the derivative operator \(\partial\), it suffices to compute three convolutions \(h(A) \star_{n} h(B), h(\partial A) \star_{n} h(B), h(A) \star_{n} h(\partial B)\). Note that the cyclic convolution \(\star_{n}\) can be reduced in the nonnegative case to the non-cyclic convolution at the cost of doubling the sparsity of the underlying vector, i.e., \(\|h(A) \star h(B)\|_{0} \leq 2\left\|h(A) \star_{n} h(B)\right\|_{0} \leq 2\|A \star B\|_{0} \leq 2 t\). This yields the claimed reduction.

This universe reduction ensures that from now on that hashing via the hash family \(h(x)=x \bmod p(\) for a random prime \(p\) ) is \(O(\log t)\)-universal, i.e., we have removed its undesired dependence on \(n\), which will be important for the next step. We stress as a subtle detail that this step crucially relies on the fact that we are dealing with nonnegative convolution.

Step 2: Error Correction. In the next step, we show that it suffices to compute the convolution \(A \star B\) up to \(t /\) polylog \(t\) errors, since we can correct these errors by iterative recovery with an additive hash function \(h\). More precisely assume that we can can efficiently solve the following problem for an appropriate parameter \(\epsilon=1 /\) polylog \(t\).

\section*{Problem (SmallUniv-Approx-SPARSEConv).}
\(>\) Input: An integer \(t\) and nonnegative vectors \(A, B \in \mathbf{N}^{\text {poly }(t)}\) so that \(\|A \star B\|_{0} \leq t\).
\(>\) Task: Compute \(\widetilde{C}\) such that \(\|A \star B-\widetilde{C}\|_{0} \leq \epsilon t\).
If we are able to solve this problem, then the remaining goal is to correct the error between \(A \star B\) and \(\widetilde{C}\). Let \(h:[n=\operatorname{poly}(t)] \rightarrow[m=O(t)]\) be a truly additive hash function. We can access the residual vector \(A \star B-\widetilde{C}\) via \(h(A) \star_{m} h(B)-h(\widetilde{C})=h(A \star B-\widetilde{C})\). Thus, since the new universe size is a polylog factor larger than the sparsity of the residual vector, it is possible to continue in an iterative fashion using \(h\) and still be within the \(O(t \log t)\) time bound. Note that (i) it is crucial that we have recovered a \((1-1 / \log t)\)-fraction of the coordinates of \(\widetilde{C}\) rather than only a constant fraction, and (ii) it can (and will) be the case that \(\operatorname{supp}(\widetilde{C}) \backslash \operatorname{supp}(A \star B) \neq \emptyset\), i.e., there are spurious elements, but those spurious elements will be removed upon iterating.

There is one catch: Iterative recovery creates a sequence of successive approximations \(\widetilde{C}_{1}, \widetilde{C}_{2}, \ldots\) to \(A \star B\), and the time to hash each such vector, i.e., to perform the subtraction \(h_{1}(A) \star_{m} h_{1}(B)-h_{1}\left(\widetilde{C}_{\ell}\right)\), is \(O(t)\). Since there are \(O(\log t)\) such subtractions, the total cost spent on subtractions is \(O(t \log t)\), which suffices for Theorem 1.1 but not for Theorem 1.2. The natural solution is to reduce the number of successive approximations (iterations), which is closely related to the column sparsity of linear sketches that allow iterative recovery. More sophisticated iterative loop invariants exist [127, 176, 107], but these all get \(\Omega(\log t)\) column sparsity. What we observe is that, surprisingly, a small modification of the iterative loop in [105] finishes in \(O(\log \log t)\) iterations, rather than \(O(\log t)\). In the \(\ell\)-th iteration we hash to \(O\left(t / \ell^{2}\right)\) buckets, and let \(t_{\ell}=\left\|A \star B-\widetilde{C}_{\ell}\right\|_{0}\). An easy argument yields that with probability \(1-1 / \ell^{2}\) we have \(t_{\ell+1} \leq 1 / 10 \cdot t_{\ell}^{2} / t \cdot \ell^{4}\), which yields \(t_{L}<1\) for \(L=O(\log \log t)\). This means that the subtraction is performed \(O(\log \log t)\) times, so the running time overhead is only \(O(t \log \log t)\). A more involved implementation of this idea (due to the fact that we are interested in o(1) failure probability) appears in Section 4.5.

An Attempt Inspired by Prony's Method. So far we have reduced to small universe and established that we can afford \(t /\) polylog \(t\) errors. In the following we want to recover a ( \(1-1 / \log t\) )-fraction of the coordinates "in one shot". Consider the following line of attack. Fix a parameter \(w \ll t\) and sample a linear hash function \(h:[n=\operatorname{poly}(t)] \rightarrow[m=t / w]\) (see Lemma 2.7). We aim to recover, for each
bucket \(z \in[m]\), all entries of the convolution \(A \star B\) that are hashed to bucket \(z .{ }^{32}\) This corresponds to hashing \(C=A \star B\) to \(m=t / w\) buckets; we expect to have \(w\) elements per bucket and thus most buckets contain at most \(2 w\) elements, say. Note that we no longer expect isolated buckets, so we cannot simply use the first derivative \(h(\partial C)\) to identify the contribution to the bucket as in Section 2.2. Instead, we compute the first \(2 w\) derivatives \(h\left(\partial^{1} C\right), \ldots, h\left(\partial^{2 w} C\right)\) in the following way. Here, as before, \(\partial^{d} A\) denotes the vector with entries \(\left(\partial^{d} A\right)[i]=i^{d} \cdot A[i]\). By the product rule we have that
\[
\partial^{c} C=\partial^{c}(A \star B)=\sum_{a+b=c}\binom{c}{a} \cdot \partial^{a} A \star \partial^{b} B
\]
or equivalently,
\[
\frac{1}{c!} \partial^{c} C=\sum_{a+b=c}\left(\frac{1}{a!} \partial^{a} A\right) \star\left(\frac{1}{b!} \partial^{b} B\right)
\]

Using this identity we can encode the computation of \(h\left(\partial^{1} C\right), \ldots, h\left(\partial^{2 w} C\right)\) as a single (dense) convolution of size \(O(w m)=O(t)\). Inspired by Prony's method we will recover \(C\) from the precomputed vectors \(h\left(\partial^{1} C\right), \ldots, h\left(\partial^{2 w} C\right) .{ }^{33}\)

Two problems remain: First, Prony's method requires heavy algebraic machinery which is too expensive for our needs. We will therefore only use the transposed Vandermonde solver (Theorem 2.18) that itself requires access to the support \(\operatorname{supp}(C)\) (this is very similar to our deterministic algorithm in Section 3.3). We will deal with this obstacle later in Step 4.

The second problem is more severe. Since we want to successfully recover a ( \(1-1 / \log t\) )-fraction of elements in \(A \star B\), for a \((1-1 / \log t)\)-fraction of support elements \(k \in \operatorname{supp}(A \star B)\) it must be the case that \(\left|h^{-1}(h(i))\right| \leq 2 w\). This is a necessary condition in order to recover \((A \star B)\left[h^{-1}(h(i))\right]\) using the derivatives. If \(h\) was three-wise independent, a standard argument using Chebyshev's inequality would show the desired concentration bound. However, since the linear hash function \(h\) is only pairwise independent, we need to take a closer look at concentration of linear hashing.

Intermezzo on Linear Hashing. A beautiful paper by Knudsen [139] shows that the linear hash function \(h\), despite being only pairwise independent, satisfies refined concentration bounds.

Theorem 4.1 (Almost Three-Wise Independence [139, Theorem 5]). Let \(X \subseteq[U]\) be a set of \(t\) keys. Randomly pick a linear hash function \(h\) with parameters \(p>4 n^{2}\) and \(m \leq n\), fix a key \(x \notin X\) and buckets \(a, b \in[m]\). Moreover, let \(y, z \in X\) be chosen independently and uniformly at random. Then:
\[
\begin{equation*}
\mathbf{P}(h(y)=h(z)=b \mid h(x)=a) \leq \frac{1}{m^{2}}+\frac{2^{O(\sqrt{\log t \log \log t})}}{m t} \tag{2}
\end{equation*}
\]

Using the above theorem and Chebyshev's inequality, Knudsen arrives at a concentration bound on the number of elements falling in a fixed bucket, see [139, Theorem 2]. \({ }^{34}\) Up to the factor \(2^{O(\sqrt{\log t \log \log t)}}=t^{o(1)}\), this would indeed be the concentration bound satisfied by three-wise independent hash functions. However, this additional \(t^{o(1)}\) factor is crucial for our application. Moreover, as we show in Section 4.8, the analysis in [139] is nearly tight. In particular, we show the existence of a set \(X\) such that the \(t^{o(1)}\) factor is necessary.

Theorem 4.2 ([139, Theorem 5] is Almost Optimal). Let \(t\) and \(n\) be arbitrary parameters with \(n \geq t^{1+\epsilon}\) for some constant \(\epsilon>0\), and let \(h\) be a random linear hash
\({ }^{32}\) Here and in the following for ease of exposition we ignore the issue that entries of \(A \star B\) can be split up, due to \(h\) being only almost-affine.
\({ }^{33}\) Classically, Prony's method accesses specific evaluations of the respective vector, rather than its derivatives (see the overview in Section 2.3.1). That version comes with some complications though: For instance, it requires access to an element \(\omega\) with large multiplicative order. The derivative version, while a little less intuitive, circumvents these computational difficulties. In the conference version of our paper [61] we stick to the classical version and thus obtain a slightly weaker result.
\({ }^{34}\) We are referring to the FOCS 2016 proceedings version, which differs in an important way from the arXiv version.
function which hashes to \(m\) buckets. Then there exists a set \(X \subseteq[n]\) of \(t\) keys, a fixed key \(x \notin X\) and buckets \(a, b \in[m]\) such that for uniformly random \(y, z \in X\) we have
\[
\mathbf{P}(h(y)=h(z)=b \mid h(x)=a) \geq \frac{1}{m t} \exp \left(\Omega\left(\sqrt{\min \left(\frac{\log t}{\log \log t}, \frac{\log n}{\log ^{2} \log n}\right)}\right)\right) .
\]

This brings us to an unclear situation. The structured linear algebra machinery of Prony's method seems inadequate for our purposes and the state-of-the-art concentration bounds of linear hashing do not seem to be sufficiently strong. We show how to remedy this state of affairs, using the following new concentration bound for linear hashing:

Theorem 4.3 (Closer to Three-Wise Independence in Tiny Universes). Let \(X \subseteq[n]\) be a set of t keys. Randomly pick a linear hash function \(h\) with parameters \(p>4 n^{2}\) and \(m \leq n\), fix \(a\) key \(x \notin X\) and buckets \(a, b \in[m]\). Moreover, let \(y, z\) be chosen independently and uniformly at random. Then:
\[
\mathbf{P}(h(y)=h(z)=b \mid h(x)=a) \leq \frac{1}{m^{2}}+O\left(\frac{n \log n}{m t^{2}}\right) .
\]

Note that this theorem does not contradict our lower bound in Theorem 4.2. This result can be proved using the machinery established in [139] as well as some elementary number theory, and is actually simpler than the complete analysis of [139]. We state the relevant parts in Section 4.8.

Keeping this new concentration bound in mind, our next trick (Step 3) is to reduce to a tiny universe of size \(t\) polylog \(t\). In tiny universes, Theorem 4.3 shows that linear hashing is almost 3-wise independent up to polylogarithmic factors-a major improvement in comparison to the original \(t^{o(1)}\)-overhead. Another technical step is to approximate the support of \(A \star B\) (Step 4), which can be done efficiently when the universe is tiny. This replaces the computationally expensive part of Prony's method. After that, we are ready to make the attempt work (Step 5). These steps are described in the following.

Step 3: Universe Reduction from Small to Tiny. We further reduce the universe size to \(t\) polylog \(t\); let us call this regime tiny. This is the smallest universe we can hash to while ensuring that with constant probability a ( \(1-1 / \log t\) )-fraction of coordinates is isolated under the hashing. Apart from this difference the reduction is very similar to Step 0. It remains to solve the following computational problem (again, think of \(\epsilon=1\) /polylog \(t\) ). This is done in Section 4.4.

\section*{Problem (TinyUniv-Approx-SparseConv).}
> Input: An integer t and nonnegative vectors \(A, B \in \mathbf{N}^{\epsilon^{-2} t}\) such that \(\|A \star B\|_{0} \leq t\). \(>\) Task: Compute \(\widetilde{C}\) such that \(\|A \star B-\widetilde{C}\|_{0} \leq \epsilon t\).

Step 4: Approximating the Support. Next we want to approximate the support set \(\operatorname{supp}(A \star B)\). Specifically, we want to recover a set \(Z\) of size \(|Z|=O(t)\) such that \(|\operatorname{supp}(A \star B) \backslash Z| \leq t / \operatorname{polylog} t\). Since \(\operatorname{supp}(A \star B)=\operatorname{supp}(A)+\operatorname{supp}(B)\) (in the sumset notation), for \(X=\operatorname{supp}(A), Y=\operatorname{supp}(B)\) we formally want to solve the following problem.

\section*{Problem (TinYUniv-ApPROXSUPP).}
> Input: An integer \(t\) and sets \(X, Y \subseteq\left[\epsilon^{-2} t\right]\), such that \(|X+Y| \leq t\).
\(>\) Task: Compute a set \(Z\) of size \(O(t)\) such that \(|(X+Y) \backslash Z| \leq \epsilon t\).
Note that this problem is merely the restriction to Boolean convolutions in the previous problem TinyUniv-Approx-SparseConv. To solve this problem, we create a sequence of successive approximations to \(X+Y\). This approach is inspired by the scaling trick from Section 2.6. Specifically, consider the sets
\[
X_{\ell}=\left\{\left\lfloor\frac{x}{2^{\ell}}\right\rfloor: x \in X\right\}, \quad Y_{\ell}=\left\{\left\lfloor\frac{y}{2^{\ell}}\right\rfloor: y \in Y\right\},
\]
for \(0 \leq \ell \leq \log (n / t)\) (where \(n=\epsilon^{2} t\) is the tiny universe size). For \(\ell=\log (n / t)\), we have \(X_{\ell}, Y_{\ell} \subseteq[t]\), and thus we can compute \(Z_{\ell}:=X_{\ell}+Y_{\ell}\) by one Boolean convolution in FFT time \(O(t \log t)\). Since the universe size \(n\) is tiny, the number of levels is just \(\log (n / t)=O\left(\epsilon^{-1}\right)=O(\log \log t)\). It remains to argue how to go from level \(\ell+1\) to \(\ell\), to finally approximate \(X_{0}+Y_{0}=X+Y\). We say that a set \(Z_{\ell}\) closely approximates \(X_{\ell}+Y_{\ell}\) if \(\left|Z_{\ell}\right|=O(t)\), and \(\left|\left(X_{\ell}+Y_{\ell}\right) \backslash Z_{\ell}\right| \leq \epsilon t\). Given a set \(Z_{\ell+1}\) which closely approximates \(X_{\ell+1}+Y_{\ell+1}\), we want to find a set \(Z_{\ell}\) which closely approximates \(X_{\ell}+Y_{\ell}\). It is not hard to see that a candidate for \(Z_{\ell}\) is \(2 Z_{\ell+1}+\{0,1,2\}\). Hence the main problem is keeping the size of \(Z_{\ell}\) small by filtering out false positives. One way to do so would be to compute \(h\left(X_{\ell}\right)+h\left(Y_{\ell}\right)\), for a random linear hash function \(h:[n] \rightarrow[O(t)]\). We then throw away all coordinates \(i \in 2 Z_{\ell+1}+\{0,1,2\}\) for which the bucket \(h(i)\) is empty. Naively computing the convolution would lead to time \(\Omega(t \log t \log \log t)\). To improve this, we apply Indyk's algorithm for Boolean convolution:

Theorem 2.2 (Approximate Sumsets, [124]). There exists a randomized algorithm which, given two sets \(X, Y \subseteq[n]\) computes in time \(O(n)\) a set \(\widetilde{Z} \subseteq X+Y\), such that for all \(z \in X+Y\) we have \(\mathbf{P}(x \in \widetilde{Z}) \geq \frac{2}{3}\).

Since Indyk's algorithm has a small probability of not reporting an element in the sumset, this leads to losing some elements in \(\operatorname{supp}(A)+\operatorname{supp}(B)\), but we are fine with \(t /\) polylog \(t\) errors. On the positive side, compared to standard Boolean convolution this reduces the running time by a factor \(\log t\). Putting everything together carefully, we show that \(\operatorname{supp}(A \star B)\) can be approximated in time \(O\left(t(\log \log t)^{2}\right)\). For the complete proof we refer to Section 4.3.

Step 5: Approximate Set Query. With all reductions and preparations discussed so far, it remains to solve the following problem to finish our algorithm, for details see Section 4.2.

Problem (TinyUniv-Approx-SetQuery).
> Input: An integer \(t\), nonnegative vectors \(A, B \in \mathbf{N}^{\epsilon^{-2} t}\) and a set \(Z\) with \(|Z|=O(t)\) and \(|\operatorname{supp}(A \star B) \backslash Z| \leq \epsilon^{3} t\).
> Task: Compute \(\widetilde{C}\) such that \(\|A \star B-\widetilde{C}\|_{0} \leq \epsilon t\).
This is the last step of the algorithm. As in the approach using Prony's method that we discussed above, we pick a parameter \(w\), hash to \(m=t / w\) buckets, and get access to \(h\left(\partial^{1} C\right), \ldots, h\left(\partial^{2 w} C\right)\). Recall that in a tiny universe, the surprising observation is that the lower bound on the concentration of linear hashing does not apply, and we obtain the much stronger concentration bound from Corollary 4.27.

Furthermore, we can now circumvent the computationally expensive part of Prony's method, since we have knowledge of most of the support \(\operatorname{supp}(A \star B)\). It turns out that we only need to solve \(O(t / w)\) transposed Vandermonde systems of size \(O(w) \times O(w)\) (over some finite field \(\mathbf{Z}_{q}\) ). The part of the support we do not know might mess up some the estimates due to collisions, but it is such a small fraction that cannot make us fail on more than a 1/polylog \(t\)-fraction of the coordinates in \(Z\) (and the errors that will be introduced due to misestimation will be cleaned up by the iterative recovery loop in Step 2). Using the improved concentration bound for linear hashing, a fast transposed Vandermonde solver (Theorem 2.18), and some additional tricks to compute all vectors \(h\left(\partial^{1} C\right), \ldots, h\left(\partial^{2 w} C\right)\) simultaneously, we can pick \(w=\) polylog \(t\) and arrive at a \(O(t \log t)\)-time algorithm, that is also a reduction from sparse to dense convolution.

One last detail is that Vandermonde system solvers compute multiplicative inverses, which cost time \(\Omega(\log q)=\Omega(\log (n \Delta))\) each, and thus account for time \(\Omega(t \log (n \Delta))\) in total. We observe that, since we are solving several (in particular, \(t / w\) ) Vandermonde systems, we can run all of them in parallel and batch the inversions across calls. We can then simulate \(t / w\) inversions using \(O(t / w)\) multiplications and just one division, see Lemma 2.17. This yields \(O(t \log t)\) run-
ning time and, as claimed in Theorem 1.2, an additive polylog(ns) term (which is anyways already present, only for choosing the prime \(q\) ).

\subsection*{4.2 Set Queries in a Tiny Universe}

As the first step in our chain of reductions, the goal of this section is to give an efficient algorithm for the TinyUniv-Approx-SetQuery problem:

\section*{Problem (TinyUniv-Approx-SetQuery).}

】 Input: An integer \(t\), nonnegative vectors \(A, B \in \mathbf{N}^{\epsilon^{-2} t}\) and a set \(Z\) with \(|Z|=O(t)\) and \(|\operatorname{supp}(A \star B) \backslash Z| \leq \epsilon^{3} t\).
\(>\) Task: Compute \(\widetilde{C}\) such that \(\|A \star B-\widetilde{C}\|_{0} \leq \epsilon t\).
Lemma 4.4 (TinyUniv-Approx-SetQuery). Let \(\epsilon, \delta>0\). The TinyUniv-Approx-SetQUERY problem is in time \(O\left(D_{\delta}(t)+t \log ^{2}\left(\epsilon^{-1}\right)+t \log \left(\delta^{-1}\right)+\operatorname{polylog}\left(\|A\|_{\infty},\|B\|_{\infty}\right)\right)\) with error probability \(\delta\), provided that \(\log t \leq \epsilon^{-1}, \delta^{-1} \leq \operatorname{poly}(t)\).

We show the lemma in two steps. In Section 4.2 .1 we give two important preliminary lemmas, and in Section 4.2.2 we then present and analyze the algorithm which proves Lemma 4.4.

\subsection*{4.2.1 Derivative Representation}

Let \(m, w\) be parameters and let \(f(x)=x \bmod m\). As in the previous chapter, we will represent \(A\) by its derivatives. Specifically, in this section we will show that we can efficiently evaluate, and under certain restrictions also invert, the following map \(A \rightarrow f\left(\partial^{0} A\right), \ldots, f\left(\partial^{w-1} A\right)\). We will refer to \(f\left(\partial^{0} A\right), \ldots, f\left(\partial^{w-1} A\right)\) as the derivative representation of \(A\).

For the inversion a crucial assumption is that we are given a close approximation \(X\) of \(\operatorname{supp}(A)\). The quality of the recovery is controlled by the following measure \(F_{m}(X)\). We say that a bucket \(i \in[m]\) is overfull for \(X\) if there are more than \(\frac{2|X|}{m}\) elements \(x \in X\) with \(i=x \bmod m=f(x)\). We define \(F_{m}(X)\) as the number of elements in \(X\) falling into overfull buckets. In other words, we define
\[
F_{m}(X)=\sum_{x \in X}\left[\sum_{x^{\prime} \in X}\left[x \equiv x^{\prime}(\bmod m)\right]>\frac{2|X|}{m}\right],
\]
where we use the Iverson notation \([P] \in\{0,1\}\) to denote the truth value of \(P\).
For the remainder of this subsection we assume as before that \(A\) is an arbitrary length- \(n\) vector with sparsity at most \(t\). We further assume that \(A\) is over some finite field \(\mathbf{F}_{q}\) in order avoid precision issues in the underlying algebraic machinery.

Lemma 4.5 (Transform to and from the Derivative Representation). Let \(A \in \mathbf{F}_{q}^{n}\) be a \(t\)-sparse vector, let \(m\) be a parameter, let \(f(x)=x \bmod m\) and let \(w=\lceil 2 t / m\rceil\). Then:

1 Given \(A\), we can compute \(f\left(\partial^{0} A\right), \ldots, f\left(\partial^{w-1} A\right)\) in deterministic time \(O\left(t \log ^{2} w\right)\).
2 Given \(f\left(\partial^{0} A\right), \ldots, f\left(\partial^{w-1} A\right)\) and a size-t set \(X\), we can compute a vector \(\widetilde{A}\) in deterministic time \(O\left(t \log ^{2} w\right)\). The vector \(\widetilde{A}\) satisfies
\[
\|A-\widetilde{A}\|_{0} \leq w \cdot|\operatorname{supp}(A) \backslash X|+F_{m}(X) .
\]

Proof. 11 We start with the first item. Let \(X=\operatorname{supp}(A)\) (note that \(|X| \leq t\) ). We first partition \(X\) into several chunks \(X_{i, j}\). Start with \(X_{i}=\{x \in X: f(x)=i\}\) and then subdivide each part \(X_{i}\) into chunks \(X_{i, 1}, X_{i, 2}, \ldots\) of size \(\left|X_{i, j}\right|=w\) (except for one chunk of size \(\leq w\) ). We claim that in this way we have constructed at most \(O(m)\) chunks: On the one hand, there can be at most \(m\) chunks of size
exactly \(w\) since \(A\) has sparsity \(t \leq m w\). On the other hand, there can be at most \(m\) chunks of size less than \(w\) by the way the greedy algorithm works.

Now focus on an arbitrary chunk \(X_{i, j}\); for simplicity assume that \(\left|X_{i, j}\right|=w\). Let \(x_{1}, \ldots, x_{w}\) denote the elements of \(X_{i, j}\) in an arbitrary order. We compute the vector \(S_{i, j} \in \mathbf{Z}_{q}^{w}\) as the following transposed Vandermonde matrix-vector product:
\[
S_{i, j}=\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
x_{1} & x_{2} & \cdots & x_{w} \\
x_{1}^{2} & x_{2}^{2} & \cdots & x_{w}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
x_{1}^{w-1} & x_{2}^{w-1} & \cdots & x_{w}^{w-1}
\end{array}\right]\left[\begin{array}{c}
A\left[x_{1}\right] \\
A\left[x_{2}\right] \\
\vdots \\
A\left[x_{w}\right]
\end{array}\right] .
\]

Since \(n<q\) the elements \(x_{1}, \ldots, x_{w} \in[n]\) are distinct modulo \(q\) and therefore the matrix is nonsingular over \(\mathbf{F}_{q}\). We can therefore apply Theorem 2.18 to compute \(S_{i, j}\). It remains to return the vectors \(f\left(\partial^{\ell} A\right)\) for all \(\ell \in[w]\), which we compute as \(f\left(\partial^{\ell} A\right)[i]=\sum_{j} S_{i, j}[\ell]\). It is easy to check that \(S_{i, j}[\ell]\) equals \(f\left(\partial^{\ell} A^{\prime}\right)\) [i] where \(A^{\prime}\) is the vector obtained from \(A\) by restricting the support to \(X_{i, j}\). The correctness of the whole algorithm follows immediately.

Finally, we analyze the running time. The construction of the chunks takes time \(O(m w)=O(t)\), and also writing down all vectors \(f\left(\partial^{\ell} A\right)\) takes time \(O(t)\) given the vectors \(S_{i, j}\). The dominant step is to compute transposed Vandermonde matrix-vector product for each chunk. Since there are \(O(m)\) chunks in total and the running time for solving a single system is bounded by \(O\left(w \log ^{2} w\right)\) (by Theorem 2.18), the total running time is \(O\left(m w \log ^{2} w\right)\) plus \(O\left(m w \log ^{2} w\right)\) ring operations running in constant time each. Therefore, the total running time is \(O\left(t \log ^{2} w\right)\).
2 Next, we prove the second item. Assume we have access to \(f\left(\partial^{0}\right), \ldots, f\left(\partial^{w-1}\right)\). Our goal is to recover a good approximation \(\widetilde{A}\) of \(A\), provided that an approximation \(X\) of \(\operatorname{supp}(A)\) is given. As before, the first step is to partition \(X\) into buckets \(X_{i}=\{x \in X: x \bmod m=i\}\). We say that the bucket \(X_{i}\) is overfull if \(\left|X_{i}\right|>w\). In contrast to before, we can afford to ignore all overfull buckets here, so focus on an arbitrary bucket \(X_{i}\) with \(\left|X_{i}\right| \leq w\). Letting \(x_{1}, \ldots, x_{w}\) denote the elements in \(X_{i}\) in an arbitrary order (and assuming for the sake of simplicity that there are exactly \(w\) of these), it suffices to solve the following transposed Vandermonde system with indeterminates \(\widetilde{A}\left[x_{1}\right], \ldots, \widetilde{A}\left[x_{w}\right]\) :
\[
\left[\begin{array}{c}
f\left(\partial^{0} A\right)[i] \\
f\left(\partial^{1} A\right)[i] \\
\vdots \\
f\left(\partial^{w-1} A\right)[i]
\end{array}\right]=\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
x_{1} & x_{2} & \cdots & x_{w} \\
x_{1}^{2} & x_{2}^{2} & \cdots & x_{w}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
x_{1}^{w-1} x_{2}^{w-1} & \cdots & x_{w}^{w-1}
\end{array}\right]\left[\begin{array}{c}
\widetilde{A}\left[x_{1}\right] \\
\widetilde{A}\left[x_{2}\right] \\
\vdots \\
\widetilde{A}\left[x_{w}\right]
\end{array}\right] .
\]

We prove that \(\|A-\widetilde{A}\|_{0}\) is small. A bucket \(X_{i}\) is successful if (i) it is not overfull, and if (ii) there exists no support element \(x \in \operatorname{supp}(A) \backslash X \operatorname{with} x \bmod m=i\). The claim is that whenever \(X_{i}\) is successful, then \(\widetilde{A}[x]=A[x]\) for all \(x \in X_{i}\). Indeed, for any successful bucket one can verify that the equation system is valid for \(A\) in place of \(\widetilde{A}\), and as the Vandermonde matrix has full rank this is the unique solution.

Therefore, it suffices to bound the total size of all non-successful buckets: On the one hand, the number of elements in buckets for which condition (i) holds but (ii) fails is at most \(w \cdot|\operatorname{supp}(A) \backslash X|\). On the other hand, the contribution of elements in buckets for which condition (i) fails is exactly \(F_{m}(X)\) by definition. Together, these yield the claimed bound on \(\|A-\widetilde{A}\|_{0}\).

The running time can be analyzed in the same way as before: Forming the buckets takes time \(O(m w)=O(t)\) and solving the transposed Vandermonde
systems takes \(O\left(m w \log ^{2} w\right)=O\left(t \log ^{2} w\right)\) arithmetic operations. However, we have to be careful: Theorem 2.18 states that we need \(O\left(m w \log ^{2} w\right)\) ring operations (each running in constant time in the RAM model) plus one division. Divisions over \(\mathbf{F}_{q}\) can be implemented in time \(O(\log q)\) using the Euclidian algorithm, but it would be too costly to run the Euclidian algorithm \(m\) times. Instead, we use the bulk division lemma (Lemma 2.17) which states that we can simulate \(m\) parallel divisions by a single division and \(O(m)\) multiplications. The running time overhead due to the Euclidian algorithm becomes \(O(\log q)\) in total.

The previous lemma shows that we can efficiently transition from \(A\) to its derivative representation. The next lemma shows that in the derivative representation we can efficiently simulate the convolution of two vectors.

Lemma 4.6 (Convolution in the Derivative Representation). Let \(A, B \in \mathbf{F}_{q}^{n}\). Given their derivative representations \(f\left(\partial^{0} A\right), \ldots, f\left(\partial^{w-1} A\right)\) and \(f\left(\partial^{0} B\right), \ldots, f\left(\partial^{w-1} B\right)\), we can compute the derivative representation \(f\left(\partial^{0} C\right), \ldots, f\left(\partial^{w-1} C\right)\) of \(C=A \star B\) in time \(O\left(D_{\delta}(m w)+\log q\right)\) with error probability \(\delta \geq 0\).

Proof. \(\downarrow\) Let \(X\) be the integer vector of length \(2 m w\) with entries defined as follows: Initialize \(X\) to be all-zeros and then set \(X[i+2 a m]=\frac{1}{a!} \cdot h\left(\partial^{a} A\right)[i]\) for all \(i \in[m]\) and \(j \in[w]\). Similarly construct \(Y\) from \(B\). We compute the convolution \(Z:=X \star Y\) using the dense convolution algorithm and extract the derivative representation of \(C\) via
\[
f\left(\partial^{c} C\right)[k]=c!\cdot(Z[k+2 c m]+Z[k+(2 c+1) m])
\]

We start with the running time analysis. The factorials 0 !, \(1!, \ldots,(w-1)\) ! can be computed in time \(O(w)\). Using the bulk division algorithm (Lemma 2.17) we can reduce the computation of \(\frac{1}{0!}, \frac{1}{1!}, \ldots, \frac{1}{(w-1)!}\) to \(O(w)\) multiplications running in constant time each plus one division running in time \(O(\log q)\) using Euclid's algorithm. The rest of the algorithm runs in time \(O(m w+D(m w))=O(D(m w))\), using a possibly randomized dense convolution algorithm with error probability \(\delta \geq 0\).

The correctness is by the following calculation. On the one hand, we have:
\[
\begin{aligned}
\frac{1}{c!} \cdot & f\left(\partial^{c} C\right)[k] \\
& =\frac{1}{c!} \cdot \sum_{\substack{z \in[n] \\
z \bmod m=k}} z^{c} \cdot C[z] \\
& =\frac{1}{c!} \cdot \sum_{\substack{x, y \in[n] \\
(x+y) \bmod m=k}}(x+y)^{c} \cdot A[x] \cdot B[y]
\end{aligned}
\]

We now apply the binomial theorem \((x+y)^{c}=\sum_{a+b=c}\binom{c}{a} x^{a} \cdot y^{b}\) and use that the binomial coefficient can be expressed as \(\binom{a}{c}=\frac{c!}{a!(c-a)!}\).
\[
\begin{aligned}
& =\sum_{\substack{x, y \in[n] \\
(x+y) \bmod m=k}} \sum_{\substack{a, b \in[w] \\
a+b=c}} \frac{\binom{c}{a}}{c!} \cdot x^{a} \cdot y^{b} \cdot A[x] \cdot B[y] \\
& =\sum_{\substack{x, y \in[n] \\
(x+y) \bmod m=k}} \sum_{\substack{a, b \in[w] \\
a+b=c}} \frac{x^{a} \cdot A[x]}{a!} \cdot \frac{y^{b} \cdot B[y]}{b!} \\
& =\sum_{\substack{i, j \in[m] \\
(i+j)(\bmod m)=k}} \sum_{\substack{a, b \in[w] \\
a+b=c}}\left(\sum_{\substack{x \in[n] \\
x \bmod m=i}} \frac{x^{a} \cdot A[x]}{a!}\right) \cdot\left(\sum_{\substack{y \in[n] \\
y \bmod m=j}} \frac{y^{b} \cdot B[y]}{b!}\right) \\
& =\sum_{\substack{i, j \in[m]}} \sum_{\substack{a, b \in[w]}} \frac{f\left(\partial^{a} A\right)[i]}{a!} \cdot \frac{f\left(\partial^{b} B\right)[j]}{b!} \\
& =\sum_{\substack{i, j \in[m]}} \sum_{\substack{a, b \in[w] \\
(i+j)}} X[i+2 a m] \cdot Y[j+2 b m] \\
& (\bmod m)=k \\
& a+b+b=c
\end{aligned}
\]

On the other hand we have
\[
Z[k+2 c m]=\sum_{\substack{i, j \in[m], a, b \in[w] \\ i+2 a m+j+2 b m=k+2 c m}} X[i+2 a m] \cdot Y[j+2 b m]
\]

We claim that the condition \(i+2 a m+j+2 b m=k+2 c m\) is equivalent to \(i+j=k\) and \(a+b+c\). Indeed, note that \(a+b=c\) is implied since \(|i+j-k|<2 m\). Therefore:
\[
Z[k+2 c m]=\sum_{\substack{i, j \in[m] \\ i+j=k}} \sum_{\substack{a, b \in[w] \\ a+b=c}} X[i+2 a m] \cdot Y[j+2 b m],
\]
and similarly

In combination we have \(h(A \star B)[k, c]=k!\cdot(Z[k+2 c m]+Z[k+(2 c+1) m])\) and the correctness of the whole algorithm follows.

\subsection*{4.2.2 The Algorithm}

We are ready to prove Lemma 4.4 by analyzing the pseudocode given in Algorithm 4.1. We start with the running time analysis.
Lemma 4.7 (Running Time of Algorithm 4.1). With probability \(1-\frac{\delta}{2}\), Algorithm 4.1 terminates in time \(O\left(D_{\delta}(t)+t \log ^{2}\left(\epsilon^{-1}\right)+t \log \left(\delta^{-1}\right)+\operatorname{polylog}\left(t,\|A\|_{\infty},\|B\|_{\infty}\right)\right)\), provided that \(\log t \leq \epsilon^{-1} \leq \operatorname{poly}(t)\).

Proof. - We start analyzing the loop in Lines 4 and 8, and prove that a single iteration succeeds with constant probability. Having established that fact, it is clear that the loop is left after at most \(O(\log (1 / \delta))\) independent iterations with probability at least \(1-\frac{\delta}{4}\). Recall that the loop ends as soon as \(F_{m}(\widetilde{Z}) \leq \frac{\epsilon t}{2}\), that is,
\[
\begin{equation*}
F_{m}(X)=\sum_{z \in \widetilde{Z}}\left[\sum_{z^{\prime} \in \widetilde{Z}}\left[z \equiv z^{\prime}(\bmod m)\right]>\frac{2|\widetilde{Z}|}{m}\right] \leq \frac{\epsilon t}{2} \tag{3}
\end{equation*}
\]

Algorithm 4.1. Solves the TinyUniv-Approx-SetQuery problem: Given integer vectors \(A, B \in \mathbf{Z}^{n}\) where \(n=\epsilon^{-2} t\) and a set \(Z \approx \operatorname{supp}(A \star B)\), this algorithm computes an approximation \(\widetilde{C}\) of \(C=A \star B\) with \(\|C-\widetilde{C}\|_{0} \leq \epsilon t\).
```

procedure TinyUniv-Approx-SetQuery $(A, B, Z, t, \epsilon)$
Let $q>n \cdot\|A\|_{\infty} \cdot\|B\|_{\infty}$ be a prime and cast $A, B$ to vectors over $\mathbf{F}_{q}$
Let $p>4 n^{2}$ be a prime, let $m=\Theta(\epsilon t)$ and let $w=\lceil 2 t / m\rceil$
repeat
Pick $\sigma, \tau \in[p]$ uniformly at random
Let $f(x)=x \bmod m, g(x)=(\sigma x+\tau) \bmod p$ and $h(x)=f(g(x))$
$\widetilde{Z} \leftarrow g(Z)+\{0, p\}$
until $F_{m}(\widetilde{Z}) \leq \frac{\epsilon t}{2}$
Compute $A_{0} \leftarrow f\left(\partial^{0} g(A)\right), \ldots, A_{w-1} \leftarrow f\left(\partial^{w-1} g(A)\right)$ using Lemma 4.5
Compute $B_{0} \leftarrow f\left(\partial^{0} g(B)\right), \ldots, B_{w-1} \leftarrow f\left(\partial^{w-1} g(B)\right)$ using Lemma 4.5
Compute $R_{0} \leftarrow f\left(\partial^{0}(g(A) \star g(B))\right), \ldots, R_{w-1} \leftarrow f\left(\partial^{w-1}(g(A) \star g(B))\right)$
using Lemma 4.6
Recover $R$ from $R_{0}, \ldots, R_{w-1}$ and $\widetilde{Z}$ using Lemma 4.5
return $\widetilde{C}=g^{-1}(R)$ (cast back to an integer vector)

```

Since by definition \(\widetilde{Z}=g(X)+\{0, p\}\), we may fix offsets \(o, o^{\prime} \in\{0, p\}\) and instead bound
\[
\begin{equation*}
\sum_{z \in Z}\left[\sum_{z^{\prime} \in Z}\left[h(z)+o=h\left(z^{\prime}\right)+o^{\prime}(\bmod m)\right]>\frac{2|Z|}{m}\right] \leq \frac{\epsilon t}{4} \tag{4}
\end{equation*}
\]
where \(h(x)=g(x) \bmod m\) is a linear hash function with parameters \(p\) and \(m\). Indeed, if the latter event happens, then also the former event happens. Fix \(o, o^{\prime}\) and fix any \(x \in X\). Then:
\[
\begin{aligned}
& \mathbf{P}\left(\sum_{x^{\prime} \in X}\left[h(x)+o=h\left(x^{\prime}\right)+o^{\prime}(\bmod m)\right]>\frac{2|X|}{m}\right) \\
& =\sum_{a \in[m]} \mathbf{P}(h(x)=a) \cdot \mathbf{P}\left(\left.\sum_{x^{\prime} \in X}\left[h\left(x^{\prime}\right)=\left(a+o-o^{\prime}\right) \bmod m\right]>\frac{2|X|}{m} \right\rvert\, h(x)=a\right)
\end{aligned}
\]

This is where our concentration bounds come into play: This conditional probability can be bounded by Corollary 4.27 with buckets \(a\) and \(b=\left(a+o-o^{\prime}\right) \bmod m\). Let \(F=\sum_{x^{\prime} \in X}\left[h\left(x^{\prime}\right)=b\right]\), then \(\mathbf{E}(F)=\frac{|X|}{m}+O(1)\). It follows that:
\[
\begin{aligned}
& =\sum_{a \in[m]} \mathbf{P}(h(x)=a) \cdot \mathbf{P}\left(\left.F>\frac{2|X|}{m} \right\rvert\, h(x)=a\right), \\
& =\sum_{a \in[m]} \mathbf{P}(h(x)=a) \cdot \mathbf{P}\left(\left.F-\mathbf{E}(F)>\frac{|X|}{m}-O(1) \right\rvert\, h(x)=a\right), \\
& \leq \sum_{a \in[m]} \mathbf{P}(h(x)=a) \cdot O\left(\frac{m n \log n}{|X|^{2}}\right) \\
& =O\left(\frac{m n \log n}{|X|^{2}}\right)
\end{aligned}
\]
where for the inequality we applied Corollary 4.27 with \(\lambda=\sqrt{|X| / m}-O(1)\). We choose \(m=c \cdot \epsilon t\) for some small constant \(c>0\), then:
\[
=O\left(\frac{c \cdot \epsilon t n \log n}{t^{2}}\right)=O\left(\frac{c \cdot \epsilon t \epsilon^{-2} t \log \left(\epsilon^{-2} t\right)}{t^{2}}\right)=O\left(c \cdot \epsilon^{-1} \log t\right)=O(c) .
\]

Here we used the assumption \(\log t \leq \epsilon^{-1} \leq \operatorname{poly}(t)\). By setting \(c\) small enough, this probability becomes less than \(\frac{1}{12}\). Then, by a union bound over the three possible values of \(o-o^{\prime}\) and by Markov's inequality, we conclude that the event in Equation (4) (and thereby the event in Equation (3)) happens with probability at least \(\frac{1}{2}\).

We are ready to analyze the running time of Algorithm 4.1. Precomputing the primes \(p, q\) runs in time polylog \(\left(t,\|A\|_{\infty},\|B\|_{\infty}\right)\). As we just proved in the previous paragraph, with probability \(1-\frac{\delta}{4}\) the loop in Lines 4 and 8 runs for at most \(O\left(\log \left(\delta^{-1}\right)\right)\) iterations. Each execution of the loop body takes time \(O(t)\), and thus the loop terminates in time \(O\left(t \log \left(\delta^{-1}\right)\right)\). Finally, we apply Lemma 4.5 three times running in time \(O\left(t \log ^{2} w\right)=O\left(t \log ^{2}\left(\epsilon^{-1}\right)\right)\) and apply Lemma 4.6 running in time \(O\left(D_{\delta / 4}(t)+\log q\right)\) with error probability \(\frac{\delta}{4}\). By boosting the \(D_{\delta}\) algorithm a constant number of times, we obtain that \(O\left(D_{\delta / 4}(t)\right)=O\left(D_{\delta}(t)\right)\). Summing over all contributions yields the bound from the lemma statement, with error probability at most \(\frac{\delta}{4}+\frac{\delta}{4} \leq \frac{\delta}{2}\). 4
Lemma 4.8 (Correctness of Algorithm 4.1). With probability \(1-1 / \operatorname{poly}(t)\), Algorithm 4.1 correctly outputs a vector \(\widetilde{C}\) with \(\|A \star B-\widetilde{C}\|_{0} \leq \epsilon t\).

Proof. After the loop in Lines 4 and 8 has terminated, we have selected a hash function \(g(x)=(a x+b) \bmod p\) and a set \(\widetilde{Z}=g(Z)+\{0, p\}\) such that \(F_{m}(\widetilde{Z}) \leq \frac{\epsilon t}{2}\). We correctly compute derivative representations \(f\left(\partial^{0} g(A)\right), \ldots, f\left(\partial^{w-1} g(A)\right)\) of \(g(A)\) and \(f\left(\partial^{0} g(B)\right), \ldots, f\left(\partial^{w-1} g(B)\right)\) of \(g(B)\) by Lemma 4.5. Writing \(R=g(A) \star g(B)\), we compute the derivative representation \(R_{0}=f\left(\partial^{0} R\right), \ldots, R_{w-1}=f\left(\partial^{w-1} R\right)\) of \(R\) using Lemma 4.6. Finally, we recover an approximation \(\widetilde{R}\) of \(R\) using Lemma 4.5 with the guarantee that
\[
\|\widetilde{R}-R\|_{0} \leq w \cdot|\operatorname{supp}(R) \backslash \widetilde{Z}|+F_{m}(\widetilde{Z}) \leq w \cdot|\operatorname{supp}(R) \backslash \widetilde{Z}|+\frac{\epsilon t}{2}
\]

To bound \(w \cdot|\operatorname{supp}(R) \backslash \widetilde{Z}|\), note that since \(\operatorname{supp}(R) \subseteq g(\operatorname{supp}(A \star B))+\{0, p\}\) and \(\widetilde{Z}=Z+\{0, p\}\), we must have that \(|\operatorname{supp}(R) \backslash \widetilde{Z}| \leq 2|\operatorname{supp}(A \star B) \backslash Z|\). It follows that
\[
w \cdot|\operatorname{supp}(R) \backslash \widetilde{Z}| \leq 2 w \cdot|\operatorname{supp}(A \star B) \backslash Z| \leq 2 w \cdot \epsilon^{3} t \leq O\left(\epsilon^{2} t\right)
\]
which becomes \(\frac{\epsilon t}{2}\) for sufficiently large \(t\). All in all, this shows that \(\|R-\widetilde{R}\|_{0} \leq \epsilon t\) as claimed.

The remaining steps are easy to analyze: The function \(g(x)=(\sigma x+\tau) \bmod p\) is invertible on \([p]\) (assuming that \(\sigma \neq 0\), which happens with high probability). As \(g(A \star B)=R \bmod p\) and as \(A \star B\) has length \(2 n<p\) it follows that \(A \star B=g^{-1}(R)\). In the same way, we obtain for \(\widetilde{C}=g^{-1}(\widetilde{R})\) that \(\|A \star B-\widetilde{C}\|_{0} \leq \epsilon t\). In the final step we use that \(q\) is large enough (larger than any entry in the convolution \(A \star B\) ), so we can safely cast \(\widetilde{C}\) back to an integer vector. \(\triangleleft\)

In combination, Lemmas 4.7 and 4.8 show that Algorithm 4.1 is correct and runs in the claimed running time with probability at least \(1-\frac{\delta}{2}-1 / \operatorname{poly}(t) \geq 1-\delta\). This finishes the proof of Lemma 4.4.

\subsection*{4.3 Approximating the Support Set}

This section is devoted to finding a set \(Z\) which closely approximates \(\operatorname{supp}(A \star B)\). To that end, our goal is to solve the following problem, which is later applied with \(X=\operatorname{supp}(A)\) and \(Y=\operatorname{supp}(B)\).

\section*{Problem (TinYUniv-ApPROXSUPP).}

】 Input: An integer \(t\) and sets \(X, Y \subseteq\left[\epsilon^{-2} t\right]\), such that \(|X+Y| \leq t\).
\(>\) Task: Compute a set \(Z\) of size \(O(t)\) such that \(|(X+Y) \backslash Z| \leq \epsilon t\).

Algorithm 4.2. Solves the TinyUniv-APPRoxSupp problem. That is, given an integer \(t\) and sets \(X, Y \subseteq\left[n=\epsilon^{-2} t\right]\) such that \(|X+Y| \leq t\), this algorithm approximates their sumset \(Z \approx X+Y\).
```

procedure TinyUniv-ApproxSupp $(X, Y, t)$
Let $m=40 t$ and pick a prime $p \geq n$
Let $L=\left\lceil\log \left(\epsilon^{-1}\right)\right\rceil$
$Z_{L} \leftarrow\left\{0,1, \ldots,\left\lceil n / 2^{\ell}\right\rceil\right\}$
for $\ell \leftarrow L-1, \ldots, 1,0$ do
$X_{\ell} \leftarrow Y \operatorname{div} 2^{\ell}$
$Y_{\ell} \leftarrow Z \operatorname{div} 2^{\ell}$
$M_{\ell} \leftarrow 2 Z_{\ell+1}+\{0,1,2\}$
repeat $R=\Theta\left(\log \left(\epsilon^{-1}\right)+\log \left(\delta^{-1}\right)\right)$ times

```
            Randomly pick a linear hash function \(h\) with parameters \(p\) and \(m\)
            Compute \(S_{\ell} \approx h\left(X_{\ell}\right)+h\left(Y_{\ell}\right)\) using Indyk's algorithm (Theorem 2.2)
                with error probability 0.01
            for \(x \in M_{\ell}\) do
                if \(\exists o \in\{-p, 0, p\}\) s.t. \((h(0)+h(x)+o) \bmod m \in\left(S_{\ell} \bmod m\right)\) then
                    Give a vote to \(x\)
        \(Z_{\ell} \leftarrow\) all elements in \(M\) that have gathered at least \(\frac{3 R}{4}\) votes
    return \(Z=Z_{0}\)

Lemma 4.9 (TinyUniv-ApproxSupp). Let \(\epsilon, \delta>0\). The TinyUniv-ApproxSupp problem can be solved with error probability \(\delta\) in time \(O\left(k \log \left(\epsilon^{-1}\right) \log \left(\epsilon^{-1} \delta^{-1}\right)\right)\).

The algorithm claimed in Lemma 4.9 is given in Algorithm 4.2. For the remainder of this section, we will analyze this algorithm in several steps. We shall call the iterations of the outer loop levels and call an element \(z\) a witness at level \(\ell\) if \(z \in X_{\ell}+Y_{\ell}\). Otherwise, we say that \(z\) is a non-witness. Fix a level \(\ell\) and consider a single iteration of the inner loop (Lines 9 and 14). The voting probability of \(z\) at level \(\ell\) is the probability that \(z\) is given a vote in Line 14 . Recall that in every such iteration, we pick a random linear hash function \(h:[n] \rightarrow[m]\) using fresh randomness. The following lemmas prove that witnesses have large voting probability and non-witnesses have small voting probability.

Lemma 4.10 (Witnesses have Large Voting Probability). At any level \(\ell\), the voting probability of a witness \(z\) is at least 0.99 .
 and \(y \in Y_{\ell}\). By the almost-additiveness of linear hashing (Lemma 2.7), it holds that \(h(x)+h(y)=h(z)+h(0)+o(\bmod m)\) for some offset \(o \in\{-p, 0, p\}\). It follows that \((h(z)+h(0)+o) \bmod m\) is an element of the sumset \(\left(h\left(X_{\ell}\right)+h\left(Y_{\ell}\right)\right) \bmod m\). However, in order for \(z\) to gain a vote, this condition must be true for the set \(S_{\ell}\) returned by Indyk's algorithm. By the guarantee of Theorem 2.2 (boosted to error probability 0.01 ), \(S_{\ell}\) contains every element of \(h\left(Y_{\ell}\right)+h\left(Z_{\ell}\right)\) with probability at least 0.99 , which yields the claim.

Lemma 4.11 (Non-Witnesses have Small Voting Probability). At any level \(\ell\), the voting probability of a non-witness \(z\) is at most \(\frac{1}{2}\).

Proof. \(\downarrow\) Given the fact that Indyk's algorithm never returns a false positive, it suffices to prove that none of the three values \((h(0)+h(z)+\{-p, 0, p\}) \bmod m\) is contained in the sumset \(\left(h\left(X_{\ell}\right)+h\left(Y_{\ell}\right)\right) \bmod m\), with sufficiently large probability. By the almost-additiveness of \(h\), we have
\(h\left(X_{\ell}\right)+h\left(Y_{\ell}\right) \bmod m \subseteq\left(h(0)+h\left(X_{\ell}+Y_{\ell}\right)+\{-p, 0, p\}\right) \bmod m\).

So fix some offsets \(o, o^{\prime} \in\{-p, 0, p\}\) and some witness \(z^{\prime} \in X_{\ell}+Y_{\ell}\). As \(z\) is not a witness, we must have \(z \neq z^{\prime}\). It suffices to bound the following probability:
\[
\begin{aligned}
\mathbf{P}\left(h(0)+h(z)+o=h(0)+h\left(z^{\prime}\right)+\right. & \left.o^{\prime} \bmod m\right) \\
& =\mathbf{P}\left(h(z)=\left(h\left(z^{\prime}\right)+o^{\prime}-o\right) \bmod m\right) \leq \frac{4}{m},
\end{aligned}
\]
where in the last step we applied the universality of \(h\) (Lemma 2.7). By a union bound over the five possible values of \(o^{\prime}-o\) and over all witnesses \(x^{\prime}\), we conclude that the voting probability of \(x\) is at most \(20\left|X_{\ell}+Y_{\ell}\right| / m \leq 20 t / m \leq \frac{1}{2}\). 4

We are now ready to prove Lemma 4.9. We proceed in two steps: First we bound the running time and the number of false positives (i.e., \(|Z \backslash(X+Y)|\) ), and second the number of false negatives (i.e., \(|(X+Y) \backslash Z|)\).
Lemma 4.12 (Running Time of Algorithm 4.2). With probability \(1-\frac{\delta}{2}\), Algorithm 4.2 outputs a set \(Z\) of size \(O(t)\), and it runs in time \(O\left(t \log \left(\epsilon^{-1}\right) \log \left(\epsilon^{-1} \delta^{-1}\right)\right)\).

Proof. \(\downarrow\) Fix any level \(\ell\). By Lemma 4.11 we know that the voting probability of any non-witness \(z\) is at most \(\frac{1}{2}\). Thus, by an application of Chernoff's bound, the probability that \(z\) receives more than \(\frac{3 R}{4}\) votes over all \(R=\Omega(\log L+\log (1 / \delta))\) rounds is at most \(2^{-\Omega(R)} \leq \delta /(12 L)\) by appropriately choosing the constant in the definition of \(R\) (in the upcoming Lemma 4.13 we will see why \(R\) is even slightly larger). By Markov's inequality, we obtain that with probability \(1-\frac{\delta}{2 L}\) the number of nonwitness elements in \(M_{\ell}\) which will be inserted in \(X_{\ell}\) is at most \(\frac{1}{6}\left|M_{\ell}\right| \leq \frac{1}{2}\left|X_{\ell+1}\right|\). By a union bound over all levels, with probability \(1-\frac{\delta}{2}\) we get that
\[
\left|X_{\ell}\right| \leq k+\frac{1}{2}\left|X_{\ell+1}\right|,
\]
for all \(\ell \in[L]\). As initially \(\left|X_{L}\right| \leq k\) it follows by induction that \(\left|X_{\ell}\right| \leq \sum_{i=0}^{\infty} \frac{k}{2^{i}}=2 k\). In particular we have that \(|X|=\left|X_{0}\right|=O(k)\), as claimed.

The total running time of the algorithm can be split into two parts-the time spent on running Indyk's algorithm in Line 11, and the time needed to iterate over all elements \(x \in M_{\ell}\) across all levels and assign them votes (Line 14). The former is \(O(m L R)=O(t L R)\) (recall that Indyk's algorithm runs for sets over the universe [ \(m\) ]) and also the latter is
\[
\sum_{\ell \in[L]} O\left(\left|X_{\ell}\right| R\right)=\sum_{\ell \in[L]} O(t R)=O(t L R)
\]

All in all, the time is bounded by \(O(t L R)=O\left(t \log \left(\epsilon^{-1}\right) \log \left(\epsilon^{-1} \delta^{-1}\right)\right)\).
Lemma 4.13 (Correctness of Algorithm 4.2). With probability \(1-\frac{\delta}{2}\), Algorithm 4.2 correctly outputs a set \(Z\) with \(|(X+Y) \backslash Z| \leq \epsilon t\).

Proof. \({ }^{\text {Fix }}\) any \(x \in X, y \in Y\) and define \(x_{\ell}=\left\lfloor\frac{x}{2^{\ell}}\right\rfloor, y_{\ell}=\left\lfloor\frac{y}{2^{\ell}}\right\rfloor\) and \(z_{\ell}=x_{\ell}+y_{\ell}\). The first step is to prove that \(y_{\ell} \in 2\left\{y_{\ell+1}\right\}+\{0,1,2\}\). Indeed, from the basic inequalities \(2\lfloor a\rfloor \leq\lfloor 2 a\rfloor \leq 2\lfloor a\rfloor+1\), for all rationals \(a\), it follows directly that
\[
z_{\ell}-2 z_{\ell+1}=\left\lfloor\frac{x}{2^{\ell}}\right\rfloor+\left\lfloor\frac{y}{2^{\ell}}\right\rfloor-2\left\lfloor\frac{x}{2^{\ell+1}}\right\rfloor-2\left\lfloor\frac{y}{2^{\ell+1}}\right\rfloor \leq 2,
\]
and in the same way \(z_{\ell}-2 z_{\ell+1} \geq 0\).
Coming back to the algorithm, we claim that with probability \(1-\frac{\epsilon \delta}{2}, z=x+y\) will participate in \(Z\). It suffices to show that with the claimed probability, for all levels \(\ell\) the element \(z_{\ell}\) belongs to \(Z_{\ell}\). Note that trivially \(z_{L} \in Z_{L}\). Fix a specific level \(\ell\). Conditioning on \(z_{\ell+1} \in Z_{\ell+1}\), it will be the case that \(z_{\ell}\) is inserted into \(M_{\ell}=2 Z_{\ell+1}+\{0,1,2\}\) in Line 8 , by the fact that \(z_{\ell} \in 2\left\{z_{\ell+1}\right\}+\{0,1,2\}\). Moreover, recall that \(z_{\ell}\) is a witness at level \(\ell\) and thus, by Lemma 4.10, its voting probability is at least 0.99 . Therefore it receives more than \(\frac{3 R}{4}\) votes and is inserted
```

Algorithm 4.3. Solves the SmallUniv-Approx-SparseConv problem. Given an
integer $t$ and nonnegative vectors $A, B$ of length $n \leq \operatorname{poly}(t)$ such that $\|A \star B\|_{0} \leq$
$t$, this algorithm approximates the vector $A \star B$ by $\widetilde{C}$ such that $\|A \star B-\widetilde{C}\|_{0} \leq \epsilon k$.
procedure SmallUniv-Approx-SparseConv $(A, B, t, \epsilon, \delta)$
Let $p>U$ be a prime and let $m=\left\lceil 320 \epsilon^{-1} \delta^{-1} t\right\rceil$
Randomly pick a linear hash function with parameters $p$ and $m$
(Approximate $V=h(A) \star_{m} h(B)$ )
$\widetilde{V}_{1} \leftarrow$ TinyUniv-Approx-SparseConv $\left(h(A), h(B), t, \frac{\epsilon}{6}, \frac{\delta}{6}\right)$
$\widetilde{V} \leftarrow \widetilde{V}_{1} \bmod m$
(Approximate $W=h(\partial A) \star_{m} h(B)+h(A) \star_{m} h(\partial B)$ )
$\widetilde{W}_{1} \leftarrow$ TinyUniv-Approx-SparseConv $\left(h(\partial A), h(B), t, \frac{\epsilon}{6}, \frac{\delta}{6}\right)$
$\widetilde{W}_{2} \leftarrow \operatorname{TinyUniv-Approx-SparseConv}\left(h(A), h(\partial B), t, \frac{\epsilon}{6}, \frac{\delta}{6}\right)$
$\widetilde{W} \leftarrow\left(\widetilde{W}_{1}+\widetilde{W}_{2}\right) \bmod m$
$\widetilde{C} \leftarrow(0, \ldots, 0)$
for $i \in \operatorname{supp}(\widetilde{V})$ do
$z \leftarrow \widetilde{W}[i] / \widetilde{V}[i]$
if $z \in[2 n-1]$ then
$\widetilde{C}[z] \leftarrow \widetilde{C}[z]+\widetilde{V}[i]$
return $\widetilde{C}$

```
into \(Z_{\ell}\) with probability at least \(1-2^{-\Omega(R)} \geq 1-\frac{\epsilon \delta}{2 L}\). Taking a union bound over all levels we obtain that \(z\) is contained in \(Z\) with probability \(1-\frac{\epsilon \delta}{2}\), and hence we can apply Markov's inequality to conclude that with probability \(1-\frac{\delta}{2}\) it is the case that \(|(X+Y) \backslash Z| \leq \epsilon t\).

This finishes the proof of Lemma 4.9. Putting together the results from the previous section (Lemma 4.4) and this section (Lemma 4.9 with \(\epsilon^{\prime}=\epsilon^{3}\) ), we have established an efficient algorithm to approximate convolutions in a tiny universe:

Lemma 4.14 (TinyUniv-Approx-SparseConv). Let \(\epsilon, \delta>0\). Then TinyUniv-ApproxSPARSECONV is in time \(O\left(D_{\delta}(t)+t \log \left(\epsilon^{-1}\right) \log \left(\epsilon^{-1} \delta^{-1}\right)+\operatorname{polylog}\left(\|A\|_{\infty},\|B\|_{\infty}\right)\right)\) with error probability \(\delta\), provided that \(\log t \leq \epsilon^{-1}, \delta^{-1} \leq \operatorname{poly}(t)\).

\subsection*{4.4 Universe Reduction from Small to Tiny}

The goal of this section is to prove that approximating convolutions in a small universe (that is, a universe of size \(n=\operatorname{poly}(t)\) ) reduces to approximating convolutions in a tiny universe.

\section*{Problem (SmallUniv-Approx-SparseConv).}
> Input: An integer t and nonnegative vectors \(A, B \in \mathbf{N}^{\text {poly(t) }}\) so that \(\|A \star B\|_{0} \leq t\).
\(>\) Task: Compute \(\widetilde{C}\) such that \(\|A \star B-\widetilde{C}\|_{0} \leq \epsilon t\).
Lemma 4.15 (SmALLUniv-Approx-SparseConv). Let \(\epsilon, \delta>0\). Then SmaLLUNIV-Ap-PROX-SPARSECONV is in time \(O\left(D_{\delta}(t)+t \log \left(\epsilon^{-1}\right) \log \left(\epsilon^{-1} \delta^{-1}\right)+\operatorname{polylog}\left(\|A\|_{\infty},\|B\|_{\infty}\right)\right)\) with error probability \(\delta\), provided that \(\log t \leq \epsilon^{-1}, \delta^{-1} \leq \operatorname{poly}(t)\).

Our goal is to drastically reduce the universe size from poly \((t)\) to \(\epsilon^{-2} t\), while being granted to introduce up to \(\epsilon t\) errors in the output. The idea is to use again to use linear hashing to reduce the universe size, as well as the derivative trick.

For the remainder of this section we analyze the procedure in Algorithm 4.3. Let \(h\) be a random linear hash function with parameters \(p\) and \(m\). We say that an index \(z \in \operatorname{supp}(A \star B)\) is isolated if there is no other index \(z^{\prime} \in \operatorname{supp}(A \star B)\) with hash value \(h\left(z^{\prime}\right) \in(h(z)+\{-2 p,-p, 0, p, 2 p\}) \bmod m\).

Lemma 4.16 (Most Indices are Isolated). With probability \(1-\frac{\delta}{2}\), the number of non-isolated indices \(z \in \operatorname{supp}(A \star B)\) is at most \(\frac{\delta t}{8}\).

Proof. \({ }^{\text {For }}\) any fixed integers \(z^{\prime}, o\), the probability that \(h\left(z^{\prime}\right)=h(z)+o(\bmod m)\) is at most \(4 / m\) by the universality of linear hashing (Lemma 2.7). By taking a union bound over the five values \(o \in\{-2 p,-p, 0, p, 2 p\}\) and the \(|\operatorname{supp}(A \star B)| \leq t\) values of \(z^{\prime}\), the probability that \(z\) is isolated is at least \(1-\frac{20 t}{m}\). As \(m=320 \epsilon^{-1} \delta^{-1} t\), any index \(z \in \operatorname{supp}(A \star B)\) is isolated with probability at least \(1-\frac{\epsilon \delta}{16}\). The statement follows by an application of Markov's inequality.

Recall that \(V=h(A) \star_{m} h(B)\) and \(W=h(\partial A) \star_{m} h(B)+h(A) \star_{m} h(\partial B)\).
Lemma 4.17 (Isolated Indices are Recovered). For any isolated index \(z\) we have \(\sum_{i} V[i]=(A \star B)[z]\) where i runs over \((h(0)+h(z)+\{-p, 0, p\}) \bmod m\). Furthermore, for any such it holds that \(W[i]=z \cdot V[i]\).

Proof. Let \(z \in \operatorname{supp}(A \star B)\) be isolated and let \(x \in \operatorname{supp}(A)\) and \(y \in \operatorname{supp}(B)\) be such that \(z \neq x+y\). We claim that \(h(x)+h(y) \neq h(0)+h(z)+o(\bmod m)\) for all \(o \in\{-p, 0, p\}\). Assume the contrary, then by almost-additiveness (Lemma 2.7) we have that \(h(x)+h(y)=h(0)+h(x+y)+o^{\prime}(\bmod m)\) for some \(o^{\prime} \in\{-p, 0, p\}\) and thus \(h(x+y)=h(z)+o-o^{\prime}(\bmod m)\). This is a contradiction as \(x+y \in \operatorname{supp}(A \star B)\) and \(o-o^{\prime} \in\{-2 p,-p, 0, p, 2 p\}\) but \(z\) is assumed to be isolated.

Recall that \(V=h(A) \star_{m} h(B)\), and let \(i \in(h(0)+h(x)+\{-p, 0, p\}) \bmod m\). For convenience, we write \(\equiv\) to denote equality modulo \(m\). From the previous paragraph it follows that
\[
V[i]=\sum_{\substack{x, y \\ h(x)+h(y) \equiv i}} A[x] \cdot B[y]=\sum_{\substack{x+y=z \\ h(x)+h(y) \equiv i}} A[x] \cdot B[y] .
\]

By another application of almost-affinity it is immediate that \(\sum_{i} V[i]=(A \star B)[z]\). Moreover, we can express \(W[i]\) in a similar way: By repeating the previous argument twice, once with \(\partial A\) in place of \(A\) and once with \(\partial B\) in place of \(B\), we obtain that
\[
\begin{aligned}
W[i]= & \sum_{\substack{x+y=z \\
h(x)+h(y) \equiv i}}(\partial A)[x] \cdot B[y]
\end{aligned}+\sum_{\substack{x+y=z \\
h(x)+h(y) \equiv i}} A[x] \cdot(\partial B)[y] \quad \text { ( } n=\sum_{\substack{x+y=z \\
h(x)+h(y) \equiv i}}(x+y) \cdot A[x] \cdot B[z]=z \cdot V[i] .
\]

Lemma 4.18 (Correctness of Algorithm 4.3). With probability 1 - \(\delta\), Algorithm 4.3 correctly outputs a vector \(\widetilde{C}\) with \(\|A \star B-\widetilde{C}\|_{0} \leq \epsilon t\).

Proof. \(\rightarrow\) We call an iteration \(i \in \operatorname{supp}(\widetilde{V})\) good if the following three conditions hold: (i) \(V_{i}=\widetilde{V}_{i}\), (ii) \(W_{i}=\widetilde{W}_{i}\), and (iii) there is an isolated index \(z \in \operatorname{supp}(A \star B)\) it holds that \(i \in(h(0)+h(z)+\{-p, 0, p\}) \bmod m\). Otherwise, \(i\) is bad. We start analyzing the algorithm with the unrealistic assumption that all iterations are good.

Focus on an arbitrary iteration \(i\). By assumption (iii) there exists some isolated element \(z \in \operatorname{supp}(A \star B)\) such that \(i \in(h(0)+h(z)+\{-p, 0, p\}) \bmod m\). Moreover, by Lemma 4.17 and assumptions (i) and (ii) the algorithm correctly identifies \(z=\widetilde{W}[i] / \widetilde{V}[i]=W[i] / V[i]\), and hence, over the course of the at most three iterations with \(i \in(h(0)+h(z)+\{-p, 0, p\}) \bmod m\) the algorithm correctly assigns \(\widetilde{C}[z] \leftarrow \sum_{i} V[i]=(A \star B)[z]\) in Line 13. Under the unrealistic assumption it follows that \(\widetilde{C}=A \star B\) after all iterations.

We will now remove the unrealistic assumption. Clearly there is no hope of recovering the non-isolated elements, but Lemma 4.16 proves that there are at most \(\frac{\epsilon t}{8}\) non-isolated elements with probability \(1-\frac{\delta}{2}\). Any isolated element will be recovered if it happens to show up in a good iteration as shown in the previous paragraph. It suffices to prove that the number of bad iterations is at most \(\frac{7 \epsilon t}{8}\). It then follows that \(\|A \star B-\widetilde{C}\|_{0} \leq \epsilon t\), as any iteration modifies \(\widetilde{C}\) in at most one position.

Algorithm 4.4. Solves the SmallUniv-SparseConv problem. Given an integer \(t\) and nonnegative vectors \(A, B\) of length \(n \leq \operatorname{poly}(t)\) such that \(\|A \star B\|_{0} \leq t\), this algorithm computes their convolution \(C=A \star B\).
```

procedure SmallUniv-SparSeConv $(A, B, t, \delta)$
Let $m=8 t \log ^{-2}(t) \log (n)$
$C_{0} \leftarrow \operatorname{SmALLUniv}-A P P R O X-S P A R S E C O N V\left(A, B, t, \frac{\delta}{2}, \frac{\delta}{2}\right)$
for $\ell \leftarrow 1, \ldots, L=O(\log \log t)$ do
repeat $\left\lceil 2 \log \left(\frac{2 L}{\delta}\right) / 1.5^{\ell-1}\right\rceil$ times
Randomly pick a prime $p \in[m, 2 m]$ and let $h(x)=x \bmod p$
$V \leftarrow h(A) \star_{p} h(B)-h\left(C_{\ell-1}\right)$ using FFT
$W \leftarrow h(\partial A) \star_{p} h(B)+h(A) \star_{p} h(\partial B)-h\left(\partial C_{\ell-1}\right)$ using FFT
Keep $h, V, W$ for which $\|V\|_{0}$ is maximized
$C_{\ell} \leftarrow C_{\ell-1}$
for $i \in \operatorname{supp}(V)$ do
$z \leftarrow W[i] / V[i]$
if $z \in[2 n-1]$ then
$C_{\ell}[x] \leftarrow C_{\ell-1}[x]+V[i]$
return $C=C^{L}$

```

On the one hand, with probability \(1-\frac{\delta}{2}\), all three calls to the TinyUniv-ApproxSPARSECONV algorithm succeed and we have \(\|V-\widetilde{V}\|_{0} \leq \frac{\epsilon t}{6}\) and \(\|W-\widetilde{W}\|_{0} \leq \frac{\epsilon t}{3}\). So there can be at most \(\frac{\epsilon t}{2}\) iterations for which either assumption (i) or (ii) fails. On the other hand, with probability \(1-\frac{\delta}{2}\) there are at most \(\frac{\epsilon t}{8}\) non-isolated indices and any non-isolated index leads to at most three iterations for which (iii) fails. It follows that in total there are at most \(\frac{\epsilon t}{2}+\frac{3 \epsilon}{8}=\frac{7 \epsilon}{8}\) bad iterations.

It is easy to see that the running time of Algorithm 4.3 is dominated by the calls to TinyUniv-Approx-SparseConv and thus bounded as in Lemma 4.14. This completes the proof of Lemma 4.15.

\subsection*{4.5 Error Correction}

In the previous sections, the goal was design algorithms to approximate convolutions. In this step, we show how to clean up the errors and turn the approximations into exact convolutions. Formally, we give an algorithm for the following problem:

\section*{Problem (SmallUniv-SPARSECoNv).}
\(>\) Input: An integer t and nonnegative vectors \(A, B \in \mathbf{N}^{\text {poly(t) }}\) so that \(\|A \star B\|_{0} \leq t\).
> Task: Compute \(A \star B\).
Lemma 4.19 (SmalLUniv-SPARSECONV). Let \(\delta>0\). The SmaLLUniv-SparseConv problem is in time \(O\left(D_{\delta}(t)+t \log ^{2}\left(\delta^{-1}\right)+\operatorname{polylog}\left(\|A\|_{\infty},\|B\|_{\infty}\right)\right)\) with error probability \(\delta\), provided that \(\log ^{2} t \leq \delta^{-1} \leq \operatorname{poly}(t)\).

This is the only part of the reduction for which we cannot use linear hashing, as the recovery loop crucially relies on certain cancellations to take place. The problem is that linear hashing is only almost-not truly-additive. Instead, we use the simpler hash function \(h(x)=x \bmod p\), where \(p\) is a random prime in some specified range (see Lemma 2.6).

We analyze Algorithm 4.4. For the analysis, we refer to iterations of the outer loop as levels \(\ell\). We say that an element \(z \in \operatorname{supp}\left(A \star B-C_{\ell-1}\right)\) is isolated at level \(\ell\) if there exists no \(z^{\prime} \in \operatorname{supp}\left(A \star B-C_{\ell-1}\right)\) with \(z \neq z^{\prime}\) and \(h(x)=h\left(x^{\prime}\right)\), where \(h\) is the function picked at the \(\ell\)-th level.

Lemma 4.20 (Most Indices are Isolated). Let \(\ell\) be any level. If
\[
\left\|A \star B-C_{\ell-1}\right\|_{0} \leq \frac{2^{-1.5^{\ell-1} t}}{\log ^{2}(t)}
\]
then with probability \(1-\frac{\delta}{2 L}\), there will be at most
\[
\frac{2^{-1.5^{\ell}} t}{2 \log ^{2}(t)}
\]
non-isolated elements at level \(\ell\).
Proof. - We will prove the statement in three steps.
1 A random hash function \(h\) achieves that there are at most \(2^{-1.5^{\ell}} t \log ^{-2}(t) / 4\) nonisolated elements with probability at least \(1-\sqrt{2^{-1.5^{\ell-1}}}\) :
For any fixed index \(z \in \operatorname{supp}\left(A \star B-C_{\ell-1}\right)\) there are at most \(\left\|A \star B-C_{\ell-1}\right\|_{0}\) other indices \(z^{\prime}\) that \(z\) could collide with. And for any distinct \(z, z^{\prime}\) the collision probability is at most
\[
\mathbf{P}\left(h(z)=h\left(z^{\prime}\right)\right) \leq \frac{2 \log (n)}{m} \leq \frac{2 \log (n) \log ^{2}(t)}{8 t \log (n)}=\frac{\log ^{2}(t)}{4 t}
\]
by \(O(\log n)\)-universality, see Lemma 2.6. Taking a union bound over \(z^{\prime}\), we obtain that \(z\) is non-isolated with probability at most \(\left\|A \star B-C_{\ell-1}\right\|_{0} \cdot \frac{\log ^{2}(t)}{4 t}\) and we expect at most \(\left\|A \star B-C_{\ell-1}\right\|_{0}^{2} \cdot \frac{\log ^{2}(t)}{4 t}\) non-isolated elements. By Markov's inequality, the probability that there are more than \(2^{-1.5^{\ell}} \cdot \frac{t}{4 \log ^{2}(t)}\) non-isolated elements is at most
\[
\frac{\left\|A \star B-C_{\ell-1}\right\|_{0}^{2} \cdot \frac{\log ^{2}(t)}{4 t}}{2^{-1.5^{\ell}} \cdot \frac{t}{4 \log ^{2}(t)}} \leq \frac{\left(2^{-1.5^{\ell-1}}\right)^{2}}{2^{-1.5^{\ell}}}=\sqrt{2^{-1.5^{\ell-1}}}
\]

2 With probability \(1-\frac{\delta}{2 L}\), running \(\left\lceil 2 \log \left(\frac{2 L}{\delta}\right) / 1.5^{\ell-1}\right\rceil\) independent trials will result in at least one function \(h\) under which there are at most \(2^{-1.5^{\ell} t} \log ^{-2}(t) / 4\) non-isolated elements:
I.e., at some time during the execution of the inner loop in Lines 5 and 8 we find a good hash function \(h\). Indeed, the failure probability is at most
\[
\left(\sqrt{2^{-1.5^{\ell-1}}}\right)^{2 \log \left(\frac{2 L}{\delta}\right) / 1.5^{\ell-1}}=\frac{\delta}{2 L}
\]

3 If there are at most \(r\) non-isolated elements then \(\|V\|_{0} \geq\left\|A \star B-C_{\ell-1}\right\|_{0}-r\) and conversely, if \(\|V\|_{0} \geq\left\|A \star B-C_{\ell-1}\right\|_{0}-r\) then there can be at most \(2 r\) nonisolated elements:
By additiveness (Lemma 2.6) the algorithm computes \(V=h\left(A \star B-C_{\ell-1}\right)\). As every isolated element \(z\) is the unique element in its bucket \(i=h(z)\) it follows directly that \(\|V\|_{0} \geq\left\|A \star B-C_{\ell-1}\right\|_{0}-r\) without accounting for the non-isolated elements. For the converse direction we note that there is a way of "ignoring" \(r\) elements \(z \in \operatorname{supp}\left(A \star B-C_{\ell-1}\right)\) such that all other elements become isolated. The number of non-isolated elements is thus at most \(r\) (the ignored elements) plus \(r\) (the number elements colliding with one of the ignored elements).

The lemma statement follows by combining the second and third intermediate claims: By the second claim, the inner loop (Lines 5 and 8) will eventually discover some hash function \(h\) under which we have at most \(2^{-1.5^{\ell}} t \log ^{-2}(t) / 4\) non-isolated elements and thus, by the third claim, \(\|V\|_{0} \geq\left\|A \star B-C_{\ell-1}\right\|_{0}-2^{-1.5^{\ell}} t \log ^{-2}(t) / 4\). As the algorithm selects the function which maximizes \(\|V\|_{0}\), the third claim proves that whatever function is kept in Line 9 leads to at most \(2^{-1.5^{\ell}} t \log ^{-2}(t) / 2\) nonisolated elements.

Lemma 4.21 (Isolated Indices are Recovered). Denoting the umber of non-isolated elements at level \(\ell\) by \(r\), we have \(\left\|A \star B-C_{\ell}\right\|_{0} \leq 2 r\).
Proof. Focus on arbitrary \(\ell\), and assume that we already picked a hash function \(h\) in Lines 5 and 9. By the additiveness of \(h\) it holds that \(V=h\left(A \star B-C_{\ell-1}\right)\) and, by additionally using the product rule (Lemma 2.12), \(W=h\left(\partial\left(A \star B-C^{\ell-1}\right)\right)\).

Now focus on an arbitrary iteration \(i \in \operatorname{supp}(V)\) of the second inner loop in Lines 11 and 14 . There must exist some \(z \in \operatorname{supp}\left(A \star B-C_{\ell-1}\right)\) with \(g(z)=i\). If \(z\) is isolated then we will correctly set \(C_{\ell}[z]=(A \star B)[z]\). Indeed, since \(z\) is isolated it follows that \(V[i]=\left(A \star B-C_{\ell-1}\right)[z]\) and \(W[i]=\left(\partial\left(A \star B-C^{\ell-1}\right)\right)[z]=z \cdot V[i]\). Thus \(z\) is correctly detected in Line 12 and in Line 14 we correctly assign \(C_{\ell}[z] \leftarrow\) \(C_{\ell-1}[z]+V[i]=(A \star B)[z]\).

The previous paragraph shows that if at level \(\ell\) all elements were isolated, we would compute \(C_{\ell}=A \star B\). We analyze how this guarantee is affected by the bad iterations \(i\) for which there exist non-isolated elements \(z \in \operatorname{supp}\left(A \star B-C_{\ell-1}\right)\) with \(h(x)=i\). Clearly we cannot hope to correctly assign the \(r\) entries \(C_{\ell}[z]\) for which \(z\) is non-isolated. Additionally, there are at most \(r\) bad iterations, each of which possibly modifies \(C_{\ell}\) in at most one position. All in all, we conclude that \(\left\|A \star B-C_{\ell}\right\|_{0} \leq 2 r\). 4

Lemma 4.22 (Correctness of Algorithm 4.4). With probability 1 - \(\delta\), Algorithm 4.4 correctly outputs \(C=A \star B\).

Proof. \(\downarrow\) We show that with probability \(1-\delta\) it holds that
\[
\left\|A \star B-C_{\ell}\right\|_{0} \leq 2^{-1.5^{\ell}} t \log ^{-2}(t)
\]
for all levels \(\ell\). In particular, at the final level \(L=\log _{1.5} \log k=O(\log \log k)\) we must have \(\left\|A \star B-C_{L}\right\|_{0}=0\) and thus \(A \star B=C_{L}=C\). The proof is by induction on \(0 \leq \ell \leq L\).

For \(\ell=0\), the statement is true assuming that the SmallUniv-Approx-SparseConv algorithm with parameter \(\frac{\delta}{2} \leq \frac{1}{2} \log ^{-2}(t)\) succeeds.

For \(\ell \geq 1\), we appeal to the previous lemmas: By the induction hypothesis we assume that \(\left\|A \star B-C^{\ell-1}\right\|_{0} \leq 2^{-1.5^{\ell-1}} t \log ^{-2}(t)\). Hence, by Lemma 4.20, the algorithm picks a hash function \(h\) under which only \(2^{-1.5^{\ell}} t \log ^{-2}(t) / 2\) elements are non-isolated at level \(\ell\). It follows that \(\left\|A \star B-C^{\ell}\right\|_{0} \leq 2^{-1.5^{\ell}} t \log ^{-2}(t)\) by Lemma 4.21, which is exactly what we intended to show.

Let us analyze the error probability: For \(\ell=0\), the error probability is \(\frac{\delta}{2}\). For any other level (there are at most \(L\) such), the error probability is \(\frac{\delta}{2 L}\) by Lemma 4.20. Taking a union bound over these contributions yields the claimed error probability of \(1-\delta .4\)

Lemma 4.23 (Running Time of Algorithm 4.4). The running time of Algorithm 4.4 is \(O\left(D_{\delta}(t)+t \log ^{2}\left(\delta^{-1}\right)+\operatorname{polylog}\left(\|A\|_{\infty},\|B\|_{\infty}\right)\right)\).
Proof. \(\downarrow\) We invoke SmallUniv-Approx-SparseConv once with parameter \(\frac{\delta}{2}\) which takes time exactly as claimed, see Lemma 4.15. After that, the running is bounded by \(O\left(t \log \left(\delta^{-1}\right)\right)\) mostly due to the inner loop in Lines 5 and 8 : A single execution of the loop body takes time \(O(t)\) for hashing the six vectors \(A, \partial A, B, \partial B, C_{\ell-1}, \partial C_{\ell-1}\) and for computing three convolutions of vectors of length \(m=O(t / \log t)\) using FFT. It remains to bound the number of iterations:
\[
\sum_{\ell=1}^{L}\left[\frac{2 \log \left(\frac{2 L}{\delta}\right)}{1.5^{\ell-1}}\right] \leq L+\sum_{\ell=1}^{L} \frac{2 \log \left(\frac{2 L}{\delta}\right)}{1.5^{\ell-1}}=O\left(L+\log \left(\frac{L}{\delta}\right)\right)=O\left(\log \left(\delta^{-1}\right)\right) .
\]

This finishes the proof of Lemma 4.19.

\subsection*{4.6 Universe Reduction from Large to Small}

The final step in our chain of reductions is to reduce from an arbitrarily large universe to a small universe (that is, a universe of size \(n=\operatorname{poly}(t)\) ). We thereby solve the SparseConv problem and almost complete the proof of Theorem 1.2-up to the assumption that the sparsity \(t\) is known which we will remove in the next section.
```

Algorithm 4.5. Solves the Sparseconv problem by computing the convolution
$A \star B$ of two given vectors $A, B$ without any restriction on their length.
procedure $\operatorname{SparseConv}(A, B)$
Let $m=\operatorname{poly}(t)$ and let $p>n m$ be a prime
Randomly pick a linear hash function with parameters $p$ and $m$
(Compute $V=h(A) \star_{m} h(B)$ )
$V_{1} \leftarrow \operatorname{SPARSEUnIv-SPARSECONV}\left(h(A), h(B), \frac{\delta}{6}\right)$
$V \leftarrow V_{1} \bmod m$
(Compute $W=h(\partial A) \star_{m} h(B)+h(A) \star_{m} h(\partial B)$ )
$W_{1} \leftarrow \operatorname{SMALLUniv}-S$ PARSECONV $\left(h(\partial A), h(B), \frac{\delta}{6}\right)$
$W_{2} \leftarrow \operatorname{SmALLUNIV-SPARSECoNv}\left(h(A), h(\partial B), \frac{\delta}{6}\right)$
$W \leftarrow\left(W_{1}+W_{2}\right) \bmod m$
$C \leftarrow(0, \ldots, 0)$
for $i \in \operatorname{supp}(V)$ do
$z \leftarrow W[i] / V[i]$
if $z \in[2 n-1]$ then
$C[z] \leftarrow C[z]+V[i]$
return $C$

```

\section*{Problem (SPARSECONV).}
> Input: Nonnegative vectors \(A, B \in \mathbf{N}^{n}\).
\(>\) Task: Compute \(A \star B\).
Lemma 4.24 (SPARSECONV). Let \(\delta>0\). The SPARSECONV problem can be solved in time \(O\left(D_{\delta}(t)+t \log ^{2}\left(\delta^{-1}\right)+\operatorname{polylog}\left(n,\|A\|_{\infty},\|B\|_{\infty}\right)\right)\) with error probability \(\delta\), provided that \(\log ^{2} t \leq \delta^{-1} \leq \operatorname{poly}(t)\).

We will prove Lemma 4.24 by analyzing Algorithm 4.5, which in essence is a simpler version of Algorithm 4.3. For that reason, we will be brief in this section.

As in Section 4.4, we call an index \(z \in \operatorname{supp}(A \star B)\) isolated if there exists no other index \(z^{\prime} \in \operatorname{supp}(A \star B)\) with \(h\left(z^{\prime}\right) \in(h(z)+\{-2 p,-p, 0, p, 2 p\}) \bmod m\).

Lemma 4.25 (All Indices are Isolated). With probability 1 - \(1 / \operatorname{poly}(t)\), all indices \(z \in \operatorname{supp}(A \star B)\) are isolated.
Proof. \(>\) The probability that \(h\left(z^{\prime}\right)=h(z)+o(\bmod m)\) is at most \(\frac{4}{m}\), for any distinct keys \(z, z^{\prime}\) and any fixed integer \(o\), by the universality of linear hashing (Lemma 2.7). By taking a union bound over the five values \(o \in\{-2 p,-p, 0, p, 2 p\}\) and the \(t^{2}\) values of \(\left(z, z^{\prime}\right)\), the probability that all indices \(z\) are isolated is at least \(1-\frac{20 t^{2}}{m}\). The statement follows since \(m=\operatorname{poly}\left(\|A\|_{0} \cdot\|B\|_{0}\right) \geq \operatorname{poly}(t) .4\)
Proof of Lemma 4.24. \(\boldsymbol{T}\) To use the SmallUniv-SparseConv algorithm, we only have to guarantee that the hashed vectors have length at most poly \((t)\), which is true by \(m=\operatorname{poly}\left(\|A\|_{0} \cdot\|B\|_{0}\right) \leq \operatorname{poly}(t)\). Therefore, with probability \(1-\frac{\delta}{2}\) it holds that \(V\) and \(W\) are correctly computed. And, by Lemma 4.25, with probability \(1-1 / \operatorname{poly}(t)\) we have that all indices \(z\) are isolated. Both events happen simultaneously with probability at least \(1-\delta\), so for the rest for the proof we condition on both these events. By exactly the same proof as Lemma 4.17 we get that
\[
(A \star B)[z]=\sum_{i} V[i]
\]
where \(i\) runs over \((h(0)+h(z)+\{-p, 0, p\}) \bmod m\), and, for any such \(i\) it holds that \(W[i]=z \cdot V[i]\). In particular, in Line 11 we correctly identify \(z=W[i] / V[i]\) and thus correctly assign \(C[z]=\sum_{i} V[i]\) over the course of the at most three iterations \(i\).

The recovery loop in Lines 10 and 13 takes time \(O(t)\). The running time is dominated by the sparse convolutions in a small universe that, as shown in Lemma 4.19,
\({ }^{35}\) The technical assumption is \(\sum_{\ell=0}^{k} D_{\delta}\left(2^{\ell}\right)=O\left(D_{\delta}\left(2^{k}\right)\right)\). Indeed, this assumption is necessary to bound the running time of the iterations before guessing a good estimate t*. This is a rather mild assumption, but we managed to remove the assumption entirely in this writeup.

Algorithm 4.6. For given sets \(X, Y \subseteq[n]\), this algorithm estimates the size of their sumset \(Z=X+Y\) up to a constant factor.
```

procedure EstimateSumsetSize $(X, Y, \delta)$
Compute a prime $p>n$
for $t^{*} \leftarrow 2,4,8, \ldots$ do
$m \leftarrow 0$
repeat $O\left(\log \left(\delta^{-1} \log \left(t^{*}\right)\right)\right)$ times
Sample a linear hash function $h$ with parameters $p$ and $m=t$
Compute $h(X)$ and $h(Y)$
Compute $\widetilde{Z} \approx h(X)+h(Y)$ using Indyk's algorithm (Theorem 2.2)
$m \leftarrow \max \{m,|\widetilde{Z}|\}$
if $m \leq \frac{t^{*}}{600}$ then
return $t^{*}$

```
run in time \(O\left(D_{\delta}(t)+t \log ^{2}\left(\delta^{-1}\right)+\operatorname{polylog}\left(n,\|A\|_{\infty},\|B\|_{\infty}\right)\right)\). Here, in contrast to before, we cannot replace \(n\) by \(t\) in the additive term polylog \(\left(n,\|A\|_{\infty},\|B\|_{\infty}\right)\), since the entries of \(\partial A\) are as large as \(n\|A\|_{\infty} .4\)

\subsection*{4.7 Estimating the Sparsity \(\boldsymbol{t}\)}

In this section we remove the assumption that an estimate \(t \geq\|A \star B\|_{0}\) is given as part of the input. Let us redefine the meaning of \(t\) as \(t=\|A \star B\|_{0}\) and refer to the estimate as \(t^{*} \geq t\).

There are two natural approaches: The first and easier approach is to run the algorithm from the previous sections and guess the sparsity \(t^{*} \leftarrow 1,2,4, \ldots\) via exponential search. Eventually we will reach the correct estimate \(t^{*} \leq t \leq 2 t\) and the algorithm will return the correct output with good probability. In order to not be fooled by the first iterations, we can use the verifier from Lemma 2.21. We take this approach in the paper version of this work, but it comes with annoying technical assumptions. \({ }^{35}\)

We instead take another more direct approach here, and prove that we can estimate \(t\) in advance. Consider the following lemma, applied with \(X=\operatorname{supp}(A)\) and \(Y=\operatorname{supp}(B)\).

Lemma 4.26 (Estimating Sumset Size). Let \(\delta>0\). There is an algorithm that, given two sets \(X, Y \subseteq[n]\) computes a constant-factor approximation \(t^{*}\) of \(t=|X+Y|\) in time \(O\left(t \log \left(\delta^{-1}\right)+t \log \log t\right)\) with error probability \(\delta\).

The algorithm is given in Algorithm 4.6. The idea is to use linear hashing and Indyk's algorithm—similar to the algorithm in Section 4.3.

Proof. \(>\) For the correctness of the algorithm, we argue that as soon as \(t^{*}>600 t\), then the algorithm certainly terminates and returns \(t^{*}\). Indeed, recall that by the almost-additiveness of linear hashing we have that \(|h(X)+h(Y)| \leq 3|X+Y|=3 t\). Since Indyk's algorithm always returns a subset \(\widetilde{Z} \subseteq X+Y\), in each iteration of the inner loop we have that \(|\widetilde{Z}| \leq 3 t \leq \frac{t^{*}}{600}\).

It remains to argue that the algorithm does not terminate prematurely, with probability at least \(1-\delta\). Consider an iteration \(t^{*} \leq t\), and let \(Z^{\prime} \subseteq Z=X+Y\) be an arbitrary subset of size \(\frac{t^{*}}{20}\). For any fixed elements \(z, z^{\prime} \in Z^{\prime}=X+Y\), the event \(h(z)=h\left(z^{\prime}\right)\) happens with probability at most \(\frac{4}{t^{*}}\) by the universality of linear hashing (Lemma 2.7). It follows that the expected number of collisions in \(Z^{\prime}\) is at most \(\left|Z^{\prime}\right|^{2} \cdot \frac{4}{t^{*}}=\frac{t^{*}}{100}\). By Markov's inequality, with probability at least \(\frac{3}{4}\), the number of collisions is at most \(\frac{t^{*}}{25}\). In this case the set \(h(Z)\) has size at least \(\frac{t^{*}}{20}-\frac{t^{*}}{25} \geq \frac{t^{*}}{100}\). Moreover, \(|h(X)+h(Y)| \geq|h(Z)| \geq \frac{t^{*}}{100}\). Now let \(\widetilde{Z}\) be a set as computed by Indyk's algorithm. Recall that each element \(z \in h(X)+h(Y)\) has probability at most \(\frac{1}{3}\) of not being included into \(\widetilde{Z}\). By another application of Markov's inequality, with
probability \(\frac{1}{2}\) at most half of the elements are missing in \(\widetilde{Z}\). In this case it holds that \(|\widetilde{Z}| \geq \frac{t^{*}}{200}\).

In summary, with error probability at most \(\frac{1}{4}+\frac{1}{2} \leq \frac{3}{4}\), each iteration produces a set \(\widetilde{Z}\) of size at least \(\frac{t^{*}}{200}\). In particular, the probability that the algorithm stops prematurely in the \(t^{*}\)-th iteration is bounded by
\[
\left(1-\frac{3}{4}\right)^{O\left(\log \left(\delta^{-1} \log \left(t^{*}\right)\right)\right)} \leq \frac{\delta}{2 \log ^{2}\left(t^{*}\right)}
\]
by choosing appropriate constants in the \(O\)-notation. Therefore, the total error probability across all iterations can be bounded as follows; let \(t^{*}=2^{\ell}\) :
\[
\sum_{\ell=1}^{\lceil\log t\rceil} \frac{\delta}{2 \log ^{2}\left(2^{\ell}\right)} \leq \delta \cdot \sum_{\ell=1}^{\infty} \frac{1}{2 \ell^{2}} \leq \delta \cdot \frac{\pi^{2}}{12} \leq \delta
\]

To analyze the running time, we observe that each iteration \(t^{*}\) of the outer loop runs in time \(O\left(t^{*} \log \left(\delta^{-1} \log \left(t^{*}\right)\right)\right)\). Summing over all iterations until \(t^{*}>600 t\) yields total time
\[
\sum_{\ell=1}^{\lceil\log (600 t)\rceil} O\left(2^{\ell} \log \left(\delta^{-1} \log t\right)\right)=O\left(t \log \left(\delta^{-1}\right)+t \log \log t\right)
\]

Using Lemma 4.26, we can remove the implicit assumption that a constantfactor approximation of \(t=\|A \star B\|_{0}\) is given as part of the input from the previous sections. The running time overhead \(O\left(t \log \left(\delta^{-1}\right)+t \log \log t\right)\) is negligible in the running time from Lemma 4.24. All in all, this completes the proof Theorem 1.2.

\subsection*{4.8 Concentration Bounds for Linear Hashing}

In this section we sharpen the best-known concentration bounds for the most classic textbook hash function
\[
h(x)=((\sigma x+\tau) \bmod p) \bmod m
\]
for a certain range of parameters. Here, \(p\) is some (fixed) prime, \(m \leq p\) is the (fixed) number of buckets and \(\sigma, \tau \in[p]\) are chosen uniformly and independently at random. We say that \(h\) is a linear hash function with parameters \(p\) and \(m\).

Our main goal is to prove the following Theorem 4.3, which is essential for the analysis of our sparse convolution algorithm and which we believe to be of independent interest. The result is based on the machinery established by Knudsen [139]. In that work [139], Knudsen gives the following improved concentration bounds for \(h\), similarly (but also crucially different from) the ones achieved by three-wise independent hash functions. For completeness, we repeat some of Knudsen's proofs.

Theorem 4.1 (Almost Three-Wise Independence [139, Theorem 5]). Let \(X \subseteq[U]\) be a set of \(t\) keys. Randomly pick a linear hash function \(h\) with parameters \(p>4 n^{2}\) and \(m \leq n\), fix a key \(x \notin X\) and buckets \(a, b \in[m]\). Moreover, let \(y, z \in X\) be chosen independently and uniformly at random. Then:
\[
\begin{equation*}
\mathbf{P}(h(y)=h(z)=b \mid h(x)=a) \leq \frac{1}{m^{2}}+\frac{2^{O(\sqrt{\log t \log \log t})}}{m t} \tag{2}
\end{equation*}
\]

Unfortunately, as we will prove soon, there is no hope of improving the overhead \(2^{O(\sqrt{\log t \log \log t})}\) by much in general. Fortunately though, we prove that there is a loophole: In universes of small size tighter bounds are possible:

Theorem 4.3 (Closer to Three-Wise Independence in Tiny Universes). Let \(X \subseteq[n]\) be a set of \(t\) keys. Randomly pick a linear hash function \(h\) with parameters \(p>4 n^{2}\) and \(m \leq n\), fix a key \(x \notin X\) and buckets \(a, b \in[m]\). Moreover, let \(y, z\) be chosen independently and uniformly at random. Then:
\[
\mathbf{P}(h(y)=h(z)=b \mid h(x)=a) \leq \frac{1}{m^{2}}+O\left(\frac{n \log n}{m t^{2}}\right)
\]

Our result improves upon Theorem 4.1 when \(n \leq t \cdot 2^{o(\sqrt{\log t \log \log t})}\). For \(n \leq\) \(t\) polylog \(t\) and \(m \approx t\) (which is the relevant case for us), Theorem 4.3 provides a bound which is worse only by a polylogarithmic factor in comparison to a truly three-wise independent hash function. (Indeed, for a truly three-wise independent hash function, the above probability is exactly \(1 / \mathrm{m}^{2}\).) We apply Theorem 4.3 by means of the following corollary.

Corollary 4.27 (Overfull Buckets). Let \(X \subseteq[n]\) be a set of \(t\) keys. Randomly pick a linear hash function \(h\) with parameters \(p>4 n^{2}\) and \(m \leq n\), fix a key \(x \notin X\) and buckets \(a, b \in[m]\). Moreover, let \(F=\sum_{y \in X}[h(y)=b]\). Then:
\[
\mathbf{E}(F \mid h(x)=a)=\mathbf{E}(F)=\frac{t}{m} \pm \Theta(1)
\]
and, for any \(\lambda>0\),
\[
\mathbf{P}(|F-\mathbf{E}(F)| \geq \lambda \sqrt{\mathbf{E}(F)} \mid h(x)=a) \leq O\left(\frac{n \log n}{\lambda^{2} t}\right)
\]

We remark that the same concentration bounds can be obtained for the related family of hash functions \(x \mapsto\left\lfloor\frac{((\sigma x+\tau) \bmod p) m}{p}\right\rfloor\).

The remainder of this section is structured as follows: In Section 4.8 .1 we recap some basic definitions from [139] and prove-as the key step-a certain numbertheoretic bound. In Section 4.8 .2 we then give proofs of Theorem 4.3 and Corollary 4.27 closely following Knudsen's proof outline. Finally, in Section 4.8 .3 we prove that the concentration bound in Theorem 4.1 is almost optimal by giving an almost matching lower bound.

\subsection*{4.8.1 Heights}

We start with some definitions. Let \(p\) be a prime. There is a natural way to embed \(\mathbf{Z}\) into \(\mathbf{F}_{p}\) via \(\iota(x)=x \bmod p\). As we often switch from \(\mathbf{Z}\) to \(\mathbf{F}_{p}\), we introduce some shorthand notation: For \(x \in \mathbf{Z}\), we write \(\bar{x}=\iota(x)\).

The central concept of this proof is an arithmetic measure called the height \(H(x)\) of a nonzero rational number \(x \in \mathbf{Q}\), which is defined as \(\max (|a|,|b|)\) if \(x\) can be written as \(\frac{a}{b}\) for coprime integers \(a, b\). We also define a similar height measure for \(\mathbf{F}_{p}\) : The height \(H_{p}(\bar{x})\) of \(\bar{x} \in \mathbf{F}_{p}^{\times}\)is defined as
\[
H_{p}(\bar{x})=\min \left\{\max (|a|,|b|): a, b \in \mathbf{Z}, \bar{x}=\bar{a} \bar{b}^{-1}\right\} .
\]

\section*{Lemma 4.28 (Equivalence of Heights [139, Lemma 2]).}
\(>\) Let \(x\), \(y\) be nonzero integers with \(|x|,|y|<\sqrt{p / 2}\). Then \(H\left(\frac{x}{y}\right)=H_{p}\left(\bar{x} \bar{y}^{-1}\right)\).
> For all nonzero integers \(x, H_{p}(\bar{x})<\sqrt{p}\).
Proof. \(\downarrow\) We start with the first item. It is clear that \(H_{p}\left(\bar{x} \bar{y}^{-1}\right) \leq H\left(\frac{x}{y}\right)\) as whenever we can write \(\frac{x}{y}=\frac{a}{b}\) for integers \(a, b\), then we also have \(\bar{x} \bar{y}^{-1}=\bar{a} \bar{b}^{-1}\). It remains to prove that \(H\left(\frac{x}{y}\right) \leq H_{p}\left(\bar{x} \bar{y}^{-1}\right)\). Recall that we have
\[
H_{p}\left(\bar{x} \bar{y}^{-1}\right) \leq \max (|x|,|y|)<\sqrt{p / 2} .
\]

Take the pair \(\bar{a}, \bar{b} \in \mathbf{F}_{p}^{\times}\)with \(\bar{x} \bar{y}^{-1}=\bar{a} \bar{b}^{-1}\) which minimizes \(\max (|a|,|b|)\) and thus satisfies that \(\max (|a|,|b|)=H_{p}\left(\bar{x} \bar{y}^{-1}\right)<\sqrt{p / 2}\). Then, on the one hand \(x b-y a\) must be an integer divisible by \(p\). On the other hand, since \(|a|,|b|,|x|,|y|<\sqrt{p / 2}\) it follows that \(|x b-y a|<p\). In combination, we have that \(x b-y a=0\). Finally, observe that \(\frac{x}{y}=\frac{a}{b}\) and thus \(H\left(\frac{x}{y}\right) \leq \max (|a|,|b|)=H_{p}\left(\bar{x} \bar{y}^{-1}\right)\).

It remains to prove the second item. Fix any nonzero integer \(x\), let \(r=\lfloor\sqrt{p}\rfloor\) and let
\[
\bar{S}=\{\bar{j} \bar{x}: j \in[0 \ldots r]\}
\]

Observe that \(\bar{S}\) contains \(r+1\) distinct elements. Let \(0=s_{0}<\cdots<s_{r}<p\) denote the unique integers such that \(\bar{S}=\left\{\bar{s}_{0}, \ldots, \bar{s}_{r}\right\}\), and let \(s_{r+1}=p\). Then we have
\[
\sum_{i=0}^{r} s_{i+1}-s_{i}=p
\]
and thus there exists some index \(i\) with \(s_{i+1}-s_{i} \leq \frac{p}{r+1}<\sqrt{p}\). By the definition of \(\bar{S}\) we can write \(\bar{x}=\left(\bar{s}_{i+1}-\bar{s}_{i}\right) \bar{j}^{-1}\) for some \(j \in\{1, \ldots, r\}\) and hence \(H_{p}(\bar{x}) \leq\) \(\max \left(s_{i+1}-s_{i}, r\right)<\sqrt{p} .4\)

The next lemma constitutes the heart of our concentration bound. Knudsen [139, Corollary 4] shows that for any set \(X\) of size \(t\), the sum \(\sum_{x, y \in X} 1 / H\left(\frac{x}{y}\right)\) can be bounded by \(t \cdot 2^{O(\sqrt{\log t \log \log t)}}\) regardless of the universe size \(n\); in our setting (where \(n\) is as small as \(t\) polylog \(t\) ) the following bound is significantly sharper.

Lemma 4.29 (Sum of Inverse Heights). Let \(X \subseteq[-n . . n]\) be a set of nonzero integers. Then:
\[
\sum_{x, y \in X} \frac{1}{H\left(\frac{x}{y}\right)} \leq O(n \log n)
\]

Proof. Let us assume that \(X\) contains only positive integers; in the general case the sum can be at most four times larger since \(H\left(\frac{x}{y}\right)=H\left(-\frac{x}{y}\right)\). We start with the following simple observation: If \(x, y\) are positive integers, then \(H\left(\frac{x}{y}\right)=\) \(\max (x, y) / \operatorname{gcd}(x, y)\). Therefore, the goal is to bound
\[
\sum_{x, y \in X} \frac{1}{H\left(\frac{x}{y}\right)}=\sum_{x, y \in X} \frac{\operatorname{gcd}(x, y)}{\max (x, y)} \leq 2 \sum_{x \in X} \frac{1}{x} \sum_{\substack{y \in X \\ x \geq y}} \operatorname{gcd}(x, y) .
\]

Fix \(x\) and focus on the sum \(\sum_{y} \operatorname{gcd}(x, y)\). Let \(g\) be a divisor of \(x\). Then there can be at most \(x / g\) values \(y \leq x\) which are divisible by \(g\). It follows that \(\mid\{y \leq x\) : \(\operatorname{gcd}(x, y)=g\} \mid \leq x / g\). Thus:
\[
\sum_{\substack{y \in X \\ x \geq y}} \operatorname{gcd}(x, y) \leq \sum_{g \mid x} g \cdot \frac{x}{g}=x \cdot d(x)
\]
where \(d(x)\) denotes the number of divisors of \(x\). Combining these previous equations, we obtain
\[
\sum_{x, y \in X} \frac{1}{H\left(\frac{x}{y}\right)} \leq 2 \sum_{x \in X} d(x) \leq 2 \sum_{x=1}^{n} d(x)
\]

To bound the right-hand side by \(O(n \log n)\), it suffices to check that the average number in [ \(n\) ] has \(O(\log n)\) divisors. More precisely: Any integer \(g \in[n]\) divides at most \(n / g\) elements in \([n]\) and therefore \(\sum_{x} d(x) \leq \sum_{g} n / g=O(n \log n)\).

\subsection*{4.8.2 Proof of Theorem 4.3}

We need some technical lemmas proved in [139]; for the sake of completeness we also give short proofs. Let us call a set \(\bar{I}=\{\bar{a}+\overline{i b}: i \in[r]\} \subseteq \mathbf{F}_{p}\) an arithmetic progression, and if \(\bar{b}=\overline{1}\) then we call \(\bar{I}\) an interval. For a set \(\bar{X} \subseteq \mathbf{F}_{p}\), we define the discrepancy as
\[
\operatorname{disc}(\bar{X})=\max _{\bar{I} \text { interval }}| | \bar{X} \cap \bar{I}\left|-\frac{|\bar{X}||\bar{I}|}{p}\right| .
\]

Lemma 4.30 ([139, Lemma 3]). Let \(x, y\) be coprime integers with \(|x|,|y|<\sqrt{p}\) and let \(\bar{X}\) be an interval of length \(|x|\). Then \(\operatorname{disc}\left(\bar{y} \bar{x}^{-1} \bar{X}\right) \leq 2\).

Proof. For simplicity assume that \(x, y\) are positive the other cases are symmetric) and also assume that \(\bar{X}=\{\bar{i}: i \in[x]\}\) (which is enough, since the discrepancy is invariant under shifts). We first show that \(\bar{x}^{-1} \bar{X}\) is evenly distributed in the following strong sense: \(\bar{x}^{-1} \bar{X}=\bar{Y}\), where \(\bar{Y}=\{\overline{\lceil j p / x\rceil}: j \in[x]\}\). Since \(\bar{x}^{-1} \bar{X}\) and \(\bar{Y}\) are finite sets of the same size, it suffices to prove the inclusion \(\bar{X}^{-1} \bar{X} \subseteq \bar{Y}\). So fix any \(i \in[x]\); we show that \(\bar{i} \bar{x}^{-1} \in \bar{Y}\). Let \(j \in[x]\) be the unique integer such that \(x\) divides \(j p+i\). Then \(\overline{(j p+i) / x}=\bar{i} \bar{x}^{-1}\) and \(\lceil j p / x\rceil=(j p+i) / x\) and hence \(\bar{i} \bar{x}^{-1} \in \bar{Y}\).

The next step is to show that also \(\bar{y} \bar{x}^{-1} \bar{X}\) is distributed evenly. From the previous paragraph we know that \(\bar{y} \bar{x}^{-1} \bar{X}=\left\{\overline{j p y / x+\epsilon_{j} y}: j \in[x]\right\}\) for some rational values \(\epsilon_{j}=\lceil j p / x\rceil-j p / x<1\). The key insight is that since \(x\) and \(y\) are coprime integers, the set \([x]\) is invariant under the dilation with \(y\), that is, \(\{j y \bmod x: j \in[x]\}=[x]\). It follows that \(\bar{y} \bar{x}^{-1} \bar{X}=\left\{\overline{j p / x+\delta_{j}}: j \in[x]\right\}\) for some rationals \(\delta_{j}\) with \(0 \leq \delta_{j}<y<p / x\).

We point out how to conclude that \(\operatorname{disc}\left(\bar{y} \bar{x}^{-1} \bar{X}\right) \leq 2\). First, it is obvious that all intervals of the form \(\{\bar{i}:\lceil j p / x\rceil \leq i<\lceil(j+1) p / x\rceil\}\) intersect \(\bar{y} \bar{x}^{-1} \bar{X}\) in exactly one point. As every interval \(\bar{I}\) can be decomposed into several such segments plus two smaller parts of size less than \(p / x\) at the beginning and the end, respectively, a simple calculation confirms that \(\operatorname{disc}\left(\bar{y} \bar{x}^{-1} \bar{X}\right) \leq 2\). 4

Lemma 4.31 ([139, Lemma 4]). Let \(\bar{x}, \bar{y} \in \mathbf{F}_{p}\) and let \(\bar{I} \subseteq \mathbf{F}_{p}\) be an arithmetic progression. Then, for \(\bar{\sigma} \in \mathbf{F}_{p}\) chosen uniformly at random:
\[
\mathbf{P}\left((\bar{\sigma} \bar{x}, \bar{\sigma} \bar{y}) \in \bar{I}^{2}\right) \leq \frac{|\bar{I}|^{2}}{p^{2}}+O\left(\frac{1}{H_{p}\left(\bar{x} \bar{y}^{-1}\right)} \cdot \frac{|\bar{I}|}{p}+\frac{1}{p}\right),
\]

Proof. \(\downarrow\) First, observe that \(\bar{I}=\bar{z} \bar{J}\) for some interval \(\bar{J} \subseteq \mathbf{F}_{p}\) and some nonzero scalar \(\bar{z}\). As \((\bar{\sigma} \bar{x}, \bar{\sigma} \bar{y}) \in \bar{I}^{2}\) holds if and only if \(\left(\bar{\sigma} \bar{x} \bar{z}^{-1}, \bar{\sigma} \bar{y} \bar{z}^{-1}\right) \in \bar{J}^{2}\), we may replace \(\bar{x}, \bar{y}\) by \(\bar{x} \bar{z}^{-1}, \bar{y} \bar{z}^{-1}\) and assume that \(\bar{I}\) is an interval. Note that \(H_{p}\left(\bar{x} \bar{y}^{-1}\right)\) is invariant under this exchange. We may further scale and possibly swap \(\bar{x}\) and \(\bar{y}\) to ensure that \(H_{p}\left(\bar{x} \bar{y}^{-1}\right)=x \geq|y|\), where \(x, y\) are integers such that \(\iota(x)=\bar{x}\) and \(\iota(y)=\bar{y}\) with \(x\) positive and \(x, y\) coprime.

Pick \(\bar{\sigma} \in \mathbf{F}_{p}\) uniformly at random, and let \(\bar{S}=\left\{\bar{\sigma}+\bar{i} \bar{x}^{-1}: i \in[x]\right\}\). Instead of bounding the probability \(\mathbf{P}\left((\bar{\sigma} \bar{x}, \bar{\sigma} \bar{y}) \in \bar{I}^{2}\right)\) directly, by linearity of expectation we may instead bound
\[
\begin{aligned}
& \mathbf{P}\left((\bar{\sigma} \bar{x}, \bar{\sigma} \bar{y}) \in \bar{I}^{2}\right) \\
& \quad=\frac{1}{x} \mathbf{E}\left(\sum_{\bar{s} \in \bar{S}}\left[(\bar{s} \bar{x}, \bar{s} \bar{y}) \in \bar{I}^{2}\right]\right) \\
& \quad \leq \frac{1}{x} \mathbf{E}(\min (|\bar{I} \cap \bar{x} \bar{S}|,|\bar{I} \cap \bar{y} \bar{S}|))
\end{aligned}
\]

Recall that \(\bar{I}\) is an interval and note that \(\bar{y} \bar{S}\) is exactly of the form \(\bar{y} \bar{x}^{-1} \bar{X}\) for coprime integers \(x, y\) and an interval \(\bar{X}\) of size \(x\). Therefore, it follows from the previous Lemma 4.30 that \(|\bar{I} \cap \bar{y} \bar{S}| \leq \frac{|\bar{I}| \cdot|\bar{y} \bar{S}|}{p}+2=\frac{x|\bar{I}|}{p}+2\) :
\[
\leq \frac{1}{x} \mathbf{E}\left(\min \left(|\bar{I} \cap \bar{x} \bar{S}|, \frac{x|\bar{I}|}{p}+2\right)\right)
\]

Next, since both \(\bar{I}\) and \(\bar{x} \bar{S}\) are intervals, there are less than \(|\bar{x} \bar{S}|+|\bar{I}|=x+|\bar{I}|\) choices of \(\bar{\sigma}\) such that \(\bar{I} \cap \bar{x} \bar{S}\) is non-empty. We conclude that:
\[
\begin{aligned}
& \leq \frac{x+|\bar{I}|}{p x}\left(\frac{|\bar{I}| x}{p}+2\right) \\
& \leq \frac{|\bar{I}|^{2}}{p^{2}}+\frac{3|\bar{I}|}{p x}+\frac{2}{p},
\end{aligned}
\]
recalling that \(x=H_{p}\left(\bar{x} \bar{y}^{-1}\right)<\sqrt{p}\) (by Lemma 4.28). The claim follows.
We are finally ready to prove Theorem 4.3 and Corollary 4.27. The proofs are analogous to [139, Theorems 5 and 6].

Proof of Theorem 4.3. Fix \(y, z \in X\). We will later unfix \(y\) and \(z\) and consider them to be random variables. Let \(I=\{i \in[p]: i \bmod m=a\}\) and define \(J\) similarly with \(b\) in place of \(a\); clearly \(\bar{I}\) and \(\bar{J}\) are arithmetic progressions in \(\mathbf{F}_{p}\). Let \(\bar{h}(\bar{x})=\bar{\sigma} \bar{x}+\bar{\tau}\) be a random linear function on \(\mathbf{F}_{p}\). Then:
\[
\begin{aligned}
& \mathbf{P}(h(y)=h(z)=b \mid h(x)=a) \\
& \quad=\mathbf{P}\left((\bar{h}(\bar{y}), \bar{h}(\bar{z})) \in \bar{J}^{2} \mid \bar{h}(\bar{x}) \in \bar{I}\right) \\
& \quad=\frac{1}{|I|} \sum_{\bar{u} \in \bar{I}} \mathbf{P}\left((\bar{h}(\bar{y}), \bar{h}(\bar{z})) \in \bar{J}^{2} \mid \bar{h}(\bar{x})=\bar{u}\right) .
\end{aligned}
\]

The last equality is by conditioning on \(\bar{h}(\bar{x})\) taking some fixed value \(\bar{u}\). As the random variables \(\bar{h}(\bar{x})\) and \(\bar{h}(\bar{y})-\bar{h}(\bar{x})=\bar{\sigma}(\bar{y}-\bar{x})\) are independent, we can omit the condition and apply Lemma 4.31:
\[
\begin{aligned}
& \mathbf{P}\left((\bar{h}(\bar{y}), \bar{h}(\bar{z})) \in \bar{J}^{2} \mid \bar{h}(\bar{x})=\bar{u}\right) \\
& \quad=\mathbf{P}\left((\bar{\sigma}(\bar{y}-\bar{x}), \bar{\sigma}(\bar{z}-\bar{x})) \in(\bar{J}-\bar{u})^{2}\right) \\
& \quad \leq \frac{|J|^{2}}{p^{2}}+O\left(\frac{1}{H_{p}\left(\frac{\bar{y}-\bar{x}}{\bar{z}-\bar{x}}\right)} \cdot \frac{|J|}{p}+\frac{1}{p}\right)
\end{aligned}
\]

By the definition of \(\bar{J}\) we have \(|J| \leq\left\lceil\frac{p}{m}\right\rceil \leq \frac{p}{m}+1\) and thus:
\[
\leq \frac{1}{m^{2}}+O\left(\frac{1}{H_{p}\left(\frac{\bar{y}-\bar{x}}{\bar{z}-\bar{x}}\right)} \cdot \frac{1}{m}+\frac{1}{p}\right)
\]

Now we unfix \(y, z\) and consider \(y, z \in X\) to be chosen uniformly at random. By averaging over the previous inequalities we get:
\[
\mathbf{P}(h(y)=h(z)=b \mid h(x)=a)=\frac{1}{m^{2}}+O\left(\frac{1}{k^{2} m} \sum_{y, z \in X} \frac{1}{H_{p}\left(\frac{\bar{y}-\bar{x}}{\bar{z}-\bar{x}}\right)}+\frac{1}{p}\right) .
\]

Finally, as \(y-x\) and \(z-x\) are nonzero integers of magnitude at most \(n<\sqrt{p / 2}\), we can apply Lemma 4.28 to replace \(H_{p}\) by \(H\). The remaining sum can be bounded using Lemma 4.29:
\[
\sum_{y, z \in X} \frac{1}{H_{p}\left(\frac{\bar{y}-\bar{x}}{\bar{z}-\bar{x}}\right)}=\sum_{y, z \in X} \frac{1}{H\left(\frac{y-x}{z-x}\right)}=O(n \log n),
\]
and the claim follows. (The \(+\frac{1}{p}\) term can be omitted assuming that \(p=\Omega\left(n^{2}\right)\).)
Proof of Corollary 4.27. Fix buckets \(a, b \in[m]\), and let \(F\) denote the number of keys in \(X\) hashed to \(b\). By the pairwise independence of \(h\) (see Lemma 2.7), we have that
\[
\mathbf{E}(F \mid h(x)=a)=\mathbf{E}(F)=\frac{t}{m} \pm \Theta\left(\frac{t}{p}\right)=\frac{t}{m} \pm \Theta(1)
\]

In particular, since \(p>m^{2}\) it holds that \(\mathbf{E}(F) \geq t / m-O(t / p) \geq \Omega(t / m)\). By Theorem 4.3, we additionally have
\[
\mathbf{E}\left(F^{2} \mid h(x)=a\right)=\frac{t^{2}}{m^{2}}+O\left(\frac{n \log n}{m}\right) .
\]

It follows that
\[
\operatorname{Var}(F \mid h(x)=a)=O\left(\frac{n \log n}{m}\right)
\]
and finally, by an application of Chebyshev's inequality we have
\[
\mathbf{P}(|F-\mathbf{E}(F)| \geq \lambda \sqrt{\mathbf{E}(F)} \mid h(x)=a) \leq \frac{\operatorname{Var}(F \mid h(x)=a)}{\lambda^{2} \mathbf{E}(F)}=O\left(\frac{n \log n}{\lambda^{2} t}\right),
\]
for all \(\lambda>0 . \longleftarrow\)

\subsection*{4.8.3 An Almost-Matching Lower Bound for Theorem 4.1}

In this section we prove the following statement which shows that Theorem 4.1 (Theorem 5 in [139]) is almost optimal in the case where \(n\) is polynomial in \(t\).
Theorem 4.2 ([139, Theorem 5] is Almost Optimal). Let \(t\) and \(n\) be arbitrary parameters with \(n \geq t^{1+\epsilon}\) for some constant \(\epsilon>0\), and let \(h\) be a random linear hash function which hashes to \(m\) buckets. Then there exists a set \(X \subseteq[n]\) of \(t\) keys, a fixed key \(x \notin X\) and buckets \(a, b \in[m]\) such that for uniformly random \(y, z \in X\) we have
\[
\mathbf{P}(h(y)=h(z)=b \mid h(x)=a) \geq \frac{1}{m t} \exp \left(\Omega\left(\sqrt{\min \left(\frac{\log t}{\log \log t}, \frac{\log n}{\log ^{2} \log n}\right)}\right)\right)
\]

We first describe the construction of \(X\). By the Prime Number Theorem, for any \(N \in \mathbf{N}\), there are \(N\) primes \(p_{0}, \ldots, p_{N-1}\) in the range \([N \log N \ldots C N \log N)\) for some absolute constant \(C>1\). Let
\[
N=\min \left(\frac{\epsilon \log n}{(1+\epsilon) C \log \log n}, \log t-1\right),
\]
and define
\[
X^{\prime}=\left\{s \prod_{i \in I} p_{i}: I \subseteq[N],|I|=\frac{N}{2}, 1 \leq s \leq S\right\},
\]
where \(1 \leq S \leq t\) is chosen in such a way that \(t / 2 \leq\left|X^{\prime}\right| \leq t\). There exists indeed such a value of \(S\), as we can repeatedly increment \(S\) (starting from \(S \leftarrow 1\) ) until the
condition is satisfied; in each step the set grows by at most \(2^{N} \leq t / 2\) elements. We then construct \(X \supseteq X^{\prime}\) by adding arbitrary (small) elements to \(X\) until \(|X|=t\). One can check that \(X \subseteq[n]\) as the largest number in \(X^{\prime}\) has magnitude less than
\[
S(C N \log N)^{N} \leq t(\log n)^{\frac{\epsilon \log n}{(1+e) \log \log n}}=t n^{\frac{\epsilon}{1+e}} \leq n^{\frac{1}{1+e}} n^{\frac{\epsilon}{1+e}}=n .
\]

The first step towards proving that \(X\) is an extreme instance is to give the following lower bound:

Lemma 4.32. It holds that
\[
\sum_{x, y \in X} \frac{1}{H\left(\frac{x}{y}\right)}=t \exp \left(\Omega\left(\sqrt{\min \left(\frac{\log t}{\log \log t}, \frac{\log n}{\log ^{2} \log n}\right)}\right)\right) .
\]

Proof. - We only need a lower bound, so we will ignore all elements in \(X \backslash X^{\prime}\). Fix any element \(x=s \prod_{i \in I} p_{i} \in X^{\prime}\); we prove a lower bound against \(\sum_{y \in X^{\prime}} 1 / H\left(\frac{x}{y}\right)\). We call an element \(y\) good if it has the form \(y=s \prod_{i \in J} p_{i}\), where both \(x\) and \(y\) have the same factor \(s\) and the symmetric difference of \(I\) and \(J\) has size exactly \(2 r\) (i.e., \(|I \backslash J|=|J \backslash I|=r\) ) for some parameter \(r\) to be specified soon. In the fraction \(\frac{x}{y}\) only the factors \(s\) and \(\prod_{i \in I \cap J} p_{i}\) cancel and therefore \(H\left(\frac{x}{y}\right)=\Theta(N \log N)^{r}\). Moreover, the number of good elements \(y\) is exactly \(\binom{N / 2}{r}^{2}\), and thus
\[
\sum_{y \in X^{\prime}} \frac{1}{H\left(\frac{x}{y}\right)} \geq \frac{\left(\begin{array}{c}
N / 2
\end{array}\right)^{2}}{O(N \log N)^{r}} \geq \frac{\left(\frac{N}{2 r}\right)^{2 r}}{O(N \log N)^{r}}=\Omega\left(\frac{N}{r^{2} \log N}\right)^{r} .
\]

Choosing \(r=\Theta(\sqrt{N / \log N})\) yields
\[
\sum_{y \in X^{\prime}} \frac{1}{H\left(\frac{x}{y}\right)} \geq \exp (\Omega(r))=\exp \left(\Omega\left(\sqrt{\min \left(\frac{\log t}{\log \log t}, \frac{\log n}{\log ^{2} \log n}\right)}\right)\right)
\]

The claim follows by summing over all \(x \in X^{\prime} . ⿶\)
Proof of Theorem 4.2. \(\downarrow\) Let \(X\) be as before, choose \(x=0\) and choose \(a=b=0\). For now we also fix \(y, z \in X\) but we will later in the proof unfix \(y, z\) and treat them as random variables. The first steps are quite similar to the proof of Theorem 4.3. Let \(I=\{i \in[p]: i \bmod m=0\}\). Then \(\bar{I}\) is an arithmetic progression in \(\mathbf{F}_{p}\). Sample a random linear function on \(\mathbf{F}_{p}, \bar{h}(\bar{x})=\bar{\sigma} \bar{x}+\bar{\tau}\). Then:
\[
\begin{aligned}
& \mathbf{P}(h(y)=h(z)=b \mid h(x)=a) \\
& \quad=\mathbf{P}\left((\bar{h}(\bar{y}), \bar{h}(\bar{z})) \in \bar{I}^{2} \mid \bar{h}(\bar{x}) \in \bar{I}\right) \\
& \quad=\frac{1}{|I|} \sum_{\bar{u} \in \bar{I}} \mathbf{P}\left((\bar{h}(y), \bar{h}(\bar{z})) \in \bar{I}^{2} \mid \bar{h}(\bar{x})=\bar{u}\right) .
\end{aligned}
\]

We continue to bound every term in the sum from below, so fix some value \(\bar{u} \in \bar{I}\). As \(\bar{h}(\bar{x})=\bar{\tau}\) and \(\bar{h}(\bar{y})-\bar{h}(\bar{x})=\bar{\sigma} \bar{y}\) are independent, we can omit the condition and it suffices to bound
\[
\begin{aligned}
& \mathbf{P}\left((\bar{h}(\bar{y}), \bar{h}(\bar{z})) \in \bar{I}^{2} \mid \bar{h}(\bar{x})=\bar{u}\right) \\
& \quad=\mathbf{P}\left((\bar{\sigma} \bar{y}, \bar{\sigma} \bar{z}) \in(\bar{I}-\bar{u})^{2}\right)
\end{aligned}
\]

Let \(T=\left\lfloor\frac{p}{2 m}\right\rfloor\) and observe that either \(\bar{J}=\{\bar{i} \bar{m}: i \in[T]\}\) or \(\{-\bar{i} \bar{m}: i \in[T]\}\) is contained in \(\bar{I}-\bar{u}\). In both cases we may replace \(\bar{I}-\bar{u}\) by \(\bar{J}\) (in the latter case we replace also \(\bar{\sigma}\) by \(-\bar{\sigma}\) which does not change the probability):
\[
\begin{aligned}
& \geq \mathbf{P}\left((\bar{\sigma} \bar{y}, \bar{\sigma} \bar{z}) \in \bar{J}^{2}\right) \\
& =\frac{\left|\bar{y}^{-1} \bar{J} \cap \bar{z}^{-1} \bar{J}\right|}{p} \\
& =\frac{1}{p} \sum_{i, j \in[T]}\left[\bar{i} \bar{y}^{-1} \bar{m}=\bar{j} \bar{z}^{-1} \bar{m}\right] \\
& =\frac{1}{p} \sum_{i, j \in[T]}\left[\bar{i}^{-1}=\bar{y} \bar{z}^{-1}\right]
\end{aligned}
\]

We claim that there are at least \(\Omega\left(T / H\left(\frac{y}{z}\right)\right)\) solutions \(i, j \in[T]\) to the modular equation \(\bar{i} \bar{j}^{-1}=\bar{y} \bar{z}^{-1}\). Indeed, consider the reduced fraction \(\frac{y^{\prime}}{z^{\prime}}=\frac{y}{z}\) (i.e., \(y^{\prime}\) and \(z^{\prime}\) are coprime and \(0<y^{\prime}, z^{\prime} \leq H\left(\frac{y}{z}\right)\) by definition). For any \(t<T / H\left(\frac{y}{z}\right)\) we may pick \(i=t y^{\prime}\) and \(j=t z^{\prime}\). On the one hand, we have that \(i\) and \(j\) have the correct size since \(i=t y^{\prime}<\left(T / H\left(\frac{y}{z}\right)\right) \cdot H\left(\frac{y}{z}\right)=T\). On the other hand, the equation is satisfied by \(\bar{i} \bar{j}^{-1}=\bar{t} \bar{y}^{\prime} \bar{t}^{-1} \bar{z}^{\prime-1}=\bar{y} \bar{z}^{-1}\). Hence:
\[
\begin{aligned}
& \geq \Omega\left(\frac{T}{p H\left(\frac{y}{z}\right)}\right) \\
& =\Omega\left(\frac{1}{m H\left(\frac{y}{z}\right)}\right) .
\end{aligned}
\]

We now unfix \(y, z\) and consider them as random variables. By averaging over the previous inequality and by applying Lemma 4.32 we finally obtain:
\[
\begin{aligned}
& \mathbf{P}(h(y)=h(z)=b \mid h(x)=a) \\
& \quad \geq \Omega\left(\frac{1}{m t^{2}} \sum_{y, z \in X} \frac{1}{H\left(\frac{y}{z}\right)}\right) \\
& \quad \geq \frac{1}{m t} \exp \left(\Omega\left(\sqrt{\min \left(\frac{\log t}{\log \log t}, \frac{\log n}{\log ^{2} \log n}\right)}\right)\right) .
\end{aligned}
\]

\section*{5 Fine-Grained Complexity of Approximate Distance Oracles}

This chapter is devoted to proving fine-grained lower bounds against distance oracles in graphs that are ultimately based on sparse convolution algorithms. The work presented in this chapter is based on the paper [2]. At the same time, Jin and Xu [130] have independently discovered the same main result. (Our papers differ in their focus points: While we focus in depth on the hardness of distance oracles in several regimes, Jin and Xu have more broadly focused on other fine-grained results such as the hardness of 4 -variate linear degeneracy testing.)

2 Amir Abboud, Karl Bringmann, and Nick Fischer. "Stronger 3-SUM lower bounds for approximate distance oracles via additive combinatorics". In: 55th annual ACM symposium on theory of computing (STOC 2023). To appear. ACM, 2023.10.48550/arXiv. 2211.07058.
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Organization. We start with a technical overview of our results in Section 5.1, explaining in detail how distance oracles connect to 3-SUM. We then give some necessary background on additive combinatorics in Section 5.2 and successively develop our reduction in Sections 5.3 to 5.7.

\subsection*{5.1 Overview}

In this section, we give a high-level overview of our results. We start with some quick preliminaries about the 3-SUM problem and graphs.

3-SUM. The monochromatic 3-SUM problem is to determine whether in a given set \(A\), there are \(a, b, c \in A\) (not necessarily distinct) such that \(a+b+c=0\). We say that the instance has size \(n=|A|\). The trichromatic 3-SUM problem is to determine whether in three given sets \(A, B, C\), there are \(a \in A, b \in B, c \in C\) such that \(a+b+c=0\). We say that the instance has size \(n=|A|+|B|+|C|\). Both variants are equivalent in terms of subquadratic algorithms. We typically work under the well-established assumption that 3-SUM requires quadratic time [101].

Graphs. In this chapter all graphs are undirected and unweighted. The distance \(d(u, v)\) of two vertices is the length of the shortest path from \(u\) to \(v\). We say that a graph is \(\Theta(r)\)-regular if there are constants \(0<c_{1}<c_{2}\) such that every vertex has degree \(\operatorname{deg}(v)\) satisfying \(c_{1} r \leq \operatorname{deg}(v) \leq c_{2} r\).

\subsection*{5.1.1 Hardness Reductions from Triangle Listing Instances with Few Short Cycles}

Our motivation is the observation that, if we could assume hardness of triangle listing in random-like graphs, we could rather easily conclude tight hardness of 4cycle listing. Under the same assumption and with some more work, we can also show the promised hardness of distance oracles. More specifically, assume that it is \(n^{2-o(1)}\)-hard to list \(O\left(n^{3 / 2}\right)\) triangles in a \(\Theta\left(n^{1 / 2}\right)\)-regular graph which contains at most \(O\left(n^{2}\right) 4\)-cycles-this is indeed the number of 4-cycles we expect in a random \(\Theta\left(n^{1 / 2}\right)\)-regular graph.

Hardness of Listing 4-Cycles. It is easy to conclude the fine-grained hardness of listing all 4-cycles in a given graph

Theorem 1.12 (Hardness of Listing 4-Cycles). For any \(\epsilon>0\), there is no algorithm listing all 4-cycles in time \(\widetilde{O}\left(n^{2-\epsilon}+t\right)\) or in time \(\widetilde{O}\left(m^{4 / 3-\epsilon}+t\right)\) (where \(t\) is the number of 4-cycles), unless the 3-SUM conjecture fails.

First, by a simple subsampling trick we can reduce the number of 4-cycles in the given triangle instance a tiny bit further: We randomly split the vertex set into \(n^{\delta}\) many groups and list all triangles in each triple of groups. In this way we incur an overhead of \(n^{3 \delta}\) to the running time. However, we have reduced the total number of 4-cycles (across all triples of groups) to \(O\left(n^{2-\delta}\right)\). Indeed, each 4-cycle falls into a fixed triple of groups only with probability \(n^{-4 \delta}\), and thus the total number of 4-cycles is \(n^{3 \delta} \cdot O\left(n^{2-4 \delta}\right)=O\left(n^{2-\delta}\right)\).

We follow a natural approach on the smaller instances \(G=(V, E)\) (i.e., for each triple of groups): We create a new graph consisting of four copies \(V_{1}, V_{2}, V_{3}, V_{4}\) of \(V\) (i.e., each vertex \(v \in V\) now has four copies \(v_{1}, v_{2}, v_{3}, v_{4}\) ). We add all edges from \(E\) between the parts \(V_{1}\) and \(V_{2}\), between \(V_{2}\) and \(V_{3}\) and between \(V_{3}\) and \(V_{4}\). Finally, we connect all matching vertices in \(V_{1}\) and \(V_{4}\) (i.e., for all \(v \in V\) we add the edge ( \(\left.v_{1}, v_{4}\right)\) ).

With this construction, each triangle ( \(u, v, w\) ) in the original graph can now be found as a 4-cycle ( \(u_{1}, v_{2}, w_{3}, u_{4}\) ). However: There might be many more 4 -cycles which do not correspond to triangles in the original instance, e.g., 4-cycles which only zigzag between the vertex parts \(V_{1}\) and \(V_{2}\). These 4 -cycles must be part of the original graph though, and thus the total number of 4-cycles in the instance is bounded by \(O\left(n^{2-4 \delta}\right)\). It follows that if there is an algorithm listing all \(t 4\)-cycles in a graph in time \(O\left(n^{2-\epsilon}+t\right)\), then we could list all triangles in time \(O\left(n^{2-\varepsilon}+n^{2-4 \delta}\right)\). The total time across all triples of groups is bounded by \(O\left(n^{2-\epsilon+3 \delta}+n^{2-\delta}\right)\), which is subquadratic by setting \(\delta>0\) small enough.

Hardness of Approximate Distance Oracles. In a similar spirit we derive hardness results for distance oracles. We achieve results for several settings (see Theorems 1.9 to 1.11), but in this overview we will only focus on the simplest version to get the idea across. We demonstrate how to rule out distance oracles with stretch \(k\), constant query time and preprocessing time \(O\left(m^{1+\frac{1}{2 k+1}-\epsilon}\right)\). (This is a weaker bound than in Theorem 1.9, where we even rule distance oracles with preprocessing time \(O\left(m^{1+\frac{1}{k}-\epsilon}\right)\) ).

We again start from an instance \(G\) of listing \(O\left(n^{3 / 2}\right)\) in a \(\Theta\left(n^{1 / 2}\right)\)-regular \(n\)-vertex graph, and assume that the graph contains at most \(O\left(n^{k / 2}\right) k\)-cycles, for all \(k\). Without loss of generality assume that the instance is a tripartite graph \(G=(X, Y, Z, E)\) with vertex parts \(X, Y, Z\). We will uniformly subsample all vertex parts with sampling rate \(\rho\) (which we determine later) to obtain a smaller graph \(G^{\prime}\) with vertices \(X^{\prime} \subseteq X, Y^{\prime} \subseteq Y, Z^{\prime} \subseteq Z\). This graph is \(\Theta\left(\rho n^{1 / 2}\right)\)-regular, has \(O(\rho n)\) vertices and has \(O\left(\rho^{2} n^{3 / 2}\right)\) edges. Most interestingly though, the number of \(k\)-cycles in \(G^{\prime}\) is at most \(O\left(\rho^{k} n^{k / 2}\right)\), as every \(k\)-cycle survives the subsampling only with probability \(\rho^{k}\).

We will now use the distance oracle to efficiently list all triangles in \(G^{\prime}\). To this end, let \(G^{\prime \prime}\) be a duplicate of \(G^{\prime}\) where we delete the edges between \(X^{\prime}\) and \(Z^{\prime}\); any pair of vertices \((x, z) \in X^{\prime} \times Z^{\prime}\) which was part of a triangle has distance \(d(x, z) \leq 2\) in \(G^{\prime \prime}\). We preprocess \(G^{\prime \prime}\) with the distance oracle and query each pair \((x, z) \in\left(X^{\prime} \times Z^{\prime}\right) \cap E\) to get distance estimates \(d(x, z) \leq \widetilde{d}(x, z) \leq k \cdot d(x, z)\). We say that a pair \((x, z)\) is a candidate if its distance estimate is \(\widetilde{d}(x, z) \leq 2 k\). The idea is that only the candidate pairs can possibly be part of a triangle-as all other pairs must have distance more than 2 in \(G^{\prime \prime}\). However, note that among the candidate pairs there may be many pairs which do not form a triangle. Our listing algorithm now enumerates all candidate pairs ( \(x, z\) ) and all neighbors \(y \in Y^{\prime}\) of \(x\) and tests whether ( \(x, y, z\) ) forms a triangle. It should be clear that the algorithm cannot miss any triangle in \(G^{\prime}\). And by repeating the subsampling \(\widetilde{O}\left(\rho^{-3}\right)\) times,
with good probability every triangle in \(G\) occurs in at least one instance \(G^{\prime}\) and will therefore eventually be detected.

The running time is dominated by two major contributions: The preprocessing time of the distance oracle and the enumeration step (for this setting of parameters the query time can be ignored). The total preprocessing time across all \(\widetilde{O}\left(\rho^{-3}\right)\) repetitions is bounded by
\[
\begin{equation*}
\widetilde{O}\left(\rho^{-3} \cdot\left(\rho^{2} n^{3 / 2}\right)^{1+\frac{1}{2 k+1}-\epsilon}\right) . \tag{5}
\end{equation*}
\]

Next we deal with the contribution of the enumeration step. The key in the analysis is to get a good bound on the number of candidate pairs \((x, z)\). Observe that as any candidate pair \((x, z)\) has distance \(d(x, z) \leq 2 k\) in \(G^{\prime \prime}\), it must be part of a cycle of length at most \(2 k+1\) in \(G^{\prime}\). We can thus control the number of candidate pairs by controlling the number of cycles in \(G^{\prime}\)-as argued before, there are at most \(O\left(\rho^{2 k+1} n^{\frac{2 k+1}{2}}\right)\) cycles of length at most \(2 k+1\). Dealing with a single candidate pair takes time \(O\left(\rho n^{1 / 2}\right)\) (to list all neighbors \(y\) of \(x\) ), and therefore the total running time of the enumeration step is bounded by
\[
\begin{equation*}
O\left(\rho^{-3} \cdot \rho^{2 k+1} n^{\frac{2 k+1}{2}} \cdot \rho n^{1 / 2}\right)=O\left(\rho^{2 k-1} n^{k+1}\right) \tag{6}
\end{equation*}
\]

By optimizing \(\rho\) in Equations (5) and (6), we find that the running is indeed subquadratic (for \(\rho=n^{-\frac{k-1}{2 k-1}-\delta}\) and some tiny \(\delta>0\) ). This completes the proof outline of the weaker lower bound. For the improved lower bound from Theorem 1.9, we find better trade-off between the size of the preprocessed graph and the number of queries to the distance oracle.

Revisiting Hardness of Listing Triangles. The main message is that if miraculously the given triangle instance contains few 4 -cycles, then we would obtain interesting hardness results. We therefore investigated whether this variant of triangle listing is conditionally hard, and managed to prove the desired result:

Theorem 5.1 (Hardness of Triangle Listing). For any constant \(\epsilon>0\), there is no \(O\left(n^{2-\epsilon}\right)\)-time algorithm listing all triangles in \(a \Theta\left(n^{1 / 2}\right)\)-regular \(n\)-vertex graph which contains at most \(O\left(n^{k / 2}\right) k\)-cycles for all \(k \geq 3\), unless the 3-SUM conjecture fails.

There are known lower bounds against listing \(O\left(n^{3 / 2}\right)\) triangles in \(\Theta\left(n^{1 / 2}\right)\) regular graphs (without the assumption that the graph has few short cycles) under the 3-SUM conjecture by Pătraşcu [172] with refinements by Kopelowitz, Pettie and Porat [143] and under the All-Pairs Shortest Paths conjecture by Vassilevska Williams and Xu [204]. We specifically focused on the 3-SUM hardness and as a first step significantly simplified the known reduction (see Section 5.5). We then raised the question: In this reduction from 3-SUM to triangle listing, what makes the constructed triangle instance have many 4-cycles?

It turns out that the number of 4-cycles in the triangle instance is controlled by the number of solutions to the equation \(a_{1}+a_{2}=a_{3}+a_{4}\), where \(a_{1}, a_{2}, a_{3}, a_{4} \in A\), in the 3 -SUM instance \(A\). In the additive combinatorics literature this quantity is commonly referred to as the additive energy \(E(A)\) of \(A\). Note that \(E(A)\) ranges from \(n^{2}\) (as there are at least \(n^{2}\) trivial solutions with \(a_{1}=a_{3}\) and \(a_{2}=a_{4}\) ) to \(n^{3}\) (as any fixed values \(a_{1}, a_{2}, a_{3}\) uniquely determine \(a_{4}\) ). A set with additive energy close to \(n^{2}\) is considered unstructured-for instance a random set has expected energy \(O\left(n^{2}\right)\). A set with energy close to \(n^{3}\) is considered structured-examples include intervals and arithmetic progressions.

In summary: To obtain a triangle listing instance containing few 4-cycles, we have to start from a 3-SUM instance with very small additive energy \(E(A)\) (in Section 5.5 we prove this statement in detail).

\subsection*{5.1.2 Energy Reduction for 3-SUM}

We manage to show a self-reduction for 3-SUM which reduces the energy down to \(O\left(n^{2}\right)\). We will refer to this type of reduction as an energy reduction for 3-SUM. Our outline for the energy reduction is as follows: First, we reduce the additive energy by a tiny bit, say to \(n^{2.9999}\), using several tools from additive combinatorics. Second, we apply a randomized 3-SUM self-reduction (which can be seen as an efficient way of subsampling the instance) to amplify the tiny improvement to an arbitrarily large improvement. We will now describe both steps in more detail.

First Step: Energy Reduction via Additive Combinatorics. The precise result we obtain in this step is as follows. Here, and in fact throughout the whole paper, we will set \(K=n^{0.0001}\). Moreover, throughout let the group \(G\) be either \(G=\mathbf{Z}\) or \(G=\mathbf{F}_{p}^{d}\).

Lemma 5.2 (Energy Reduction via Additive Combinatorics). Let \(K \geq 1\). There is a fine-grained reduction from a 3-SUM instance \(A\) of size \(n\) to an equivalent 3-SUM instance \(A^{*} \subseteq A\), where \(E\left(A^{*}\right) \leq\left|A^{*}\right|^{3} / K\). The reduction runs in time \(\widetilde{O}\left(K^{314} n^{7 / 4}\right)\).

A key ingredient for this step is the seminal Balog-Szemerédi-Gowers theorem (in short: the BSG theorem). Intuitively, the theorem states that every set \(A\) with large additive energy \(E(A)\) must contain a large subset \(A^{\prime}\) which behaves like an interval or an arithmetic progression in the sense that its sumset \(A+A=\left\{a_{1}+a_{2}\right.\) : \(\left.a_{1}, a_{2} \in A\right\}\) has very small size (we also say that \(A\) has small doubling). The theorem can be formally stated as follows:

Theorem 5.3 (Balog-Szemerédi-Gowers). Let \(A \subseteq G\). If \(E(A) \geq|A|^{3} / K\), then there is a subset \(A^{\prime} \subseteq A\) such that
> \(\left|A^{\prime}\right| \geq \Omega\left(K^{-2}|A|\right)\), and
> \(\left|A^{\prime}+A^{\prime}\right| \leq O\left(K^{24}|A|\right)\).
Moreover, we can compute \(A^{\prime}\) in time \(\widetilde{O}\left(K^{12}|A|\right)\) by a randomized algorithm.
The existential part of the theorem (without the claimed running time bounds) was originally proved by Balog and Szemerédi [30] and Gowers [114]. The efficient algorithm to compute \(A^{\prime}\) was later devised by Chan and Lewenstein [71] based on a proof of the BSG theorem which was independently discovered by Balog [29] and Sudakov, Szemerédi and Vu [195].

The BSG theorem suggests the following algorithmic idea: As long as \(A\) has large additive energy, apply the BSG theorem to extract a highly structured subset \(A^{\prime} \subseteq A\), and efficiently solve 3 -SUM on that set. More specifically, we have to solve the trichromatic 3-SUM instance ( \(A^{\prime}, A, A\) ), where we can assume that \(\left|A^{\prime}+A^{\prime}\right| \leq O\left(K^{24}|A|\right) \leq O\left(K^{26}\left|A^{\prime}\right|\right)\). Indeed, either there exists a solution contained in \(A \backslash A^{\prime}\) in which case we can simply discard \(A^{\prime}\), or part of the 3-SUM solution is contained in \(A^{\prime}\) in which case this will be a valid solution in \(\left(A^{\prime}, A, A\right)\). One can prove that after at most \(\widetilde{O}(K)\) extractions, we have either found a 3-SUM solution or the remaining set has small additive energy as required.

It remains to solve the 3-SUM instances \(\left(A^{\prime}, A, A\right)\). There are some known results about structured 3-SUM instances: For instance, using sparse convolution algorithms we can solve 3-SUM instances \((A, B, C)\) in subquadratic time whenever \(A+B\) has subquadratic size. Another result by Chan and Lewenstein [71] is that 3-SUM admits subquadratic-time algorithms whenever one of the sets is clustered, that is, if it can be covered by a subquadratic number of size- \(n\) intervals. Unfortunately, neither of these algorithms can be applied in our context and to the best of our knowledge no algorithm is known for the case when one of the input sets has small doubling. It is one of our key technical contributions to design an algorithm for this problem:

Theorem 5.4 (3-SUM for Structured Inputs). Let \((A, B, C)\) be a 3-SUM instance of size \(n\) with \(A, B, C \subseteq G\) and \(|A+A| \leq K|A|\). Then we can solve \((A, B, C)\) in time \(\widetilde{O}\left(K^{12} n^{7 / 4}\right)\).

We omit the description of this algorithm for now and continue with the energy reduction. Later in the overview, in Section 5.1.3, we give the main ideas and in Section 5.3 we provide the detailed proof of Theorem 5.4.

Second Step: Amplification via Hashing. In the previous step we have reduced a worst-case 3-SUM instance to another instance with a tiny improvement in additive energy. In this step, we will amplify this improvement by means of the following reduction:

Lemma 5.5 (Energy Reduction via Hashing). Let \(K \geq 1\). There is a fine-grained reduction from a 3-SUM instance \(A\) with \(E(A) \leq|A|^{3} / K\) to \(g=O\left(|A|^{2} / K^{2}\right) 3\)-SUM instances \(A_{1}, \ldots, A_{g}\) of size \(O(K)\) and with expected energy \(\mathbf{E}\left(E\left(A_{i}\right)\right) \leq O\left(K^{2}\right)\). The reduction runs in time \(\widetilde{O}\left(|A|^{2} / K\right)\).

The rough idea behind Lemma 5.5 is to create many randomly subsampled instances from \(A\). An efficient way to implement such a self-reduction is to not subsample \(A\) uniformly, but instead make use of linear hashing. This general idea is not new and has appeared several times before in the context of 3-SUM [32, 172, 143, 70], but we have to pay closer attention than usual in order to analyze the additive energy.

We describe the simplified idea, glimpsing over several problems: Sample a linear hash \(h\) to \(m\) buckets and create the instance \(B=\left\{a \in A^{*}: h(a)=0\right\}\). Here, linear means that \(h\) satisfies the condition \(h(a)+h(b)=h(a+b)\) for all inputs \(a, b\). What is the probability that a fixed 3-SUM solution \(a+b+c=0\) survives? The probability is at least \(1 / m^{2}\), since \(1 / m^{2}\) is the probability that \(h(a)=h(b)=0\), which entails that also \(h(c)=0\) by the linearity of the hash function. This means that we have to repeat this reduction \(\widetilde{\Omega}\left(m^{2}\right)\) times until a 3-SUM solution survives.

In contrast, what is the probability that a 4-tuple satisfying \(a_{1}+a_{2}=a_{3}+a_{4}\) survives? By the same linearity argument, we can only use the randomness for three of the four variables as the hash value of the remaining variable is fixed. We therefore expect each solution to survive with probability \(1 / \mathrm{m}^{3}\). Since this probability is smaller by a factor \(m\) compared to the survival probability of a 3-SUM solution, only a \(1 / m\)-fraction of solutions \(a_{1}+a_{2}=a_{3}+a_{4}\) survives and appears in one the small instances. In particular, by setting \(m=n / K\) we create \(n^{2} / K^{2}\) instances of size \(n / m=K\) and with additive energy bounded by \(E(A) / m^{3} \leq(n / m)^{3} / K=K^{2}\).

However, there is a serious issue with this approach: In order to argue that each solution to the equation \(a_{1}+a_{2}=a_{3}+a_{4}\) survives with probability at most \(1 / m^{3}\) we have assumed that three elements, say, \(a_{1}, a_{2}\) and \(a_{3}\), are hashed independently. Unfortunately there are no hash functions which are linear and 3wise independent at the same time. We will ignore this issue for now, and explain later in Section 5.1.4 how to overcome this challenge.

By combining both steps of the energy reduction, we obtain the following theorem:

Theorem 5.6 (Energy Reduction). For any \(\epsilon, \delta>0\), there is no \(O\left(n^{2-\epsilon}\right)\)-time algorithm solving the 3-SUM problem on instances \(A\) with size \(n\) and additive energy \(E(A) \leq O\left(|A|^{2+\delta}\right)\), unless the 3-SUM conjecture fails.

Comparison to Abboud, Bringmann, Khoury and Zamir [4]. We remark that our approach for an energy reduction is conceptually similar to the work of Abboud, Bringmann, Khoury and Zamir [4]: Their goal was also to reduce the number of 4 -cycles in a triangle instance. They achieved this by first reducing the number of 4-cycles by a little bit (by identifying and removing dense pieces in the graph, which contain many 4 -cycles), and then subsample the remaining instance to amplify the 4 -cycle reduction. In contrast to our setting, working on the triangle in-
stances directly has the disadvantage that sparse triangle problems are not known to admit efficient self-reductions. As a result, their subsampling step is lossy and leads to non-matching lower bounds.

This completes the description of the energy reduction. In the following subsections we describe what we left out in the previous overview-how to efficiently solve 3-SUM for structured inputs and how to deal with the hashing issue.

\subsection*{5.1.3 3-SUM for Structured Inputs}

In this section we describe a subquadratic-time algorithm for 3-SUM instances ( \(A, B, C\) ) in which the set \(A\) has doubling \(|A+A| \leq K|A|\). We first describe a simple toy algorithm to build some intuition.

Warm-Up: \(\boldsymbol{A}\) Is Contained in an Interval. We give a simple algorithm that works whenever \(A\) is contained in a small interval, say \(I=[10 \mathrm{n}]\) (this is indeed an example of a set with small doubling). Our approach is to cover \(B\) and \(C\) by translates of \(I\). That is, we split \(B\) into a collection of disjoint subsets \(B_{1}, \ldots, B_{\ell}\) each of which is obtained by intersecting \(B\) with a translate of \(I\). Note that we need at most \(|B|\) translates to cover the full set \(B\). We similarly cover \(C\) by disjoint subsets \(C_{1}, \ldots, C_{m}\). The insight is that \(A+B_{i}\) is contained in an interval of size \(20 n\). Therefore if there is a 3-SUM solution \((a, b, c) \in A \times B \times C\) with \(b \in B_{i}\), there are at most three sets \(C_{j}\) which could possibly contain \(c\). Calling a pair \((i, j)\) relevant if there could possibly be a 3-SUM solution in \(A \times B_{i} \times C_{j}\), we have argued that the number of relevant pairs is at most \(O(n)\).

We iterate over all relevant pairs ( \(i, j\) ), and use a heavy-light approach: If both sets \(B_{i}\) and \(C_{j}\) have size at most \(n^{1 / 3}\), then we brute-force over all \((b, c) \in B_{i} \times C_{j}\) and test whether they constitute a 3 -SUM solution. Otherwise, we compute \(B_{i}+C_{j}\) using FFT, and test for each element in the sumset whether it is part of a 3-SUM solution with \(A\). The total time of the light case is bounded by \(O(n)\) (the number of relevant pairs) times \(O\left(n^{2 / 3}\right)\) (the number of pairs ( \(b, c\) ) we explicitly test). The total time of the heavy case is bounded by \(O\left(n^{2 / 3}\right)\) (there can be at most that many relevant pairs \(i, j\) for which either \(B_{i}\) or \(C_{j}\) has size larger than \(n^{1 / 3}\) ) times \(\widetilde{O}(n)\) (running FFT on sets of universe size 20n). The total time is \(O\left(n^{5 / 3}\right)\), which is subquadratic.

The take-away message is that when we know that \(A\) is contained in a small interval, we can benefit from the structure by pruning the search space in \(B \times C\) (i.e., we do not compare every element in \(B\) to every element in \(C\) ). The question is: What is the appropriate generalization of an interval?

Full Algorithm: A Is Contained in an Approximate Group. For us, the appropriate generalization are approximate groups. A set \(H\) is a \(K\)-approximate group if (i) \(H=-H\) and (ii) \(H+H\) can be covered by at most \(K\) translates of \(H\). The key ingredient to our algorithm is yet another result from additive combinatorics: Ruzsa's covering lemma. More specifically, we exploit the following consequence of Ruzsa's covering lemma which states that any set with small doubling can be covered by a small approximate group.

Lemma 5.7 (Covering by Approximate Groups). Let \(A \subseteq G\) be a set with \(|A+A| \leq\) \(K|A|\). Then there is a set \(H \subseteq G\) with the following properties:
> \(|H| \leq K^{2}|A|\),
> \(H\) is a \(K^{5}\)-approximate group, that is, there is some set \(X \subseteq G\) of size \(|X| \leq K^{5}\) such that \(H=-H\) and \(H+H \subseteq H+X\), and
\(>\) there is some \(a_{0} \in A\) such that \(A-a_{0} \subseteq H\).
Moreover, we can compute \(H, X\) and \(a_{0}\) in time \(\widetilde{O}\left(K^{12}|A|\right)\).

The existential result is well-known in additive combinatorics (see for instance the book by Tao and Vu [196]), but for our purposes it is also important to have an efficient algorithm to compute \(H\). We derive an algorithm based on computing sparse convolutions, see the proof in Section 5.2.

For our 3-SUM algorithm, thanks to Lemma 5.7 we can assume that \(A\) is contained in (a translate of) a small approximate group \(H\). We mimic the warm-up algorithm with the same idea: Cover \(B\) and \(C\) by translates of \(H\), say \(B_{1}, \ldots, B_{\ell}\) and \(C_{1}, \ldots, C_{m}\). For each set \(B_{i}\), there are only few sets \(C_{j}\) which are candidates to contain a 3-SUM solution, namely at most \(K^{5}\) many. Therefore, we can apply a similar heavy-light approach as outlined before, and either enumerate all pairs in \(B_{i} \times C_{j}\) if both sets are sparse, or efficiently compute \(B_{i}+C_{j}\) using a sparse sumset algorithm (in place of FFT) if one of the sets is dense.

An additional difficulty is that we cannot simply cover \(B\) and \(C\) by translates of \(H\) in linear time. (For intervals this is easy, but we have no information about \(H\) other than that is an approximate group.) We therefore sample a set \(S\) of random shifts and attempt to cover \(B\) by the sets \(B \cap(H+s)\) for \(s \in S\) (similarly for \(C\) ). However, computing the sets \(B \cap(H+s)\) is not easy (in fact, this is again an instance of 3-SUM). We deal with this new obstacle by combining the above algorithm with a universe reduction to a universe of subquadratic size. The detailed proof can be found in Section 5.3.

We remark that we have not attempted to improve the dependence on \(K\) as it is immaterial for our reduction. It is likely possible to drastically reduce the \(K\) term in the running time of Theorem 5.4.

\subsection*{5.1.4 Hashing—Additive and Independent?}

A major technical issue that we are facing in the energy reduction (and in fact also in the reduction from 3-SUM to listing triangles) is that we need hash functions which are both additive and sufficiently independent. More specifically, recall that we hash a given 3-SUM instance \(A\) to a smaller instance \(B=\{a \in A: h(a)=0\}\) hoping that thereby the number of solutions to the equation \(a_{1}+a_{2}=a_{3}+a_{4}\) reduces by a factor of \(1 / m^{3}\), where \(m\) is the number of buckets \(h\) hashes to. By the reasons outlined before, the hash function must be additive.

Recall from the collection of (almost-)additive hash functions in Section 2.2.1 that there is no family of hash functions satisfying both properties simultaneouslyin fact, this it is simply impossible that \(h\left(a_{1}\right), h\left(a_{2}\right), h\left(a_{3}\right)\) are always independent for an additive hash function. For example, \(h(1), h(2)\) and \(h(5)\) cannot be independent, since the latter can be expressed as \(h(1+2+2)=h(1)+h(2)+h(2)\). This is similarly true for almost-additive hash functions such as "linear hashing". As outlined in Section 4.8, Knudsen proved that linear hashing is almost 3-wise independent [139] but the independence guarantees are not strong enough for our purposes here.

We propose the following solution: Instead of working over the integers, we instead work over the group \(G=\mathbf{F}_{p}^{d}\) for some constant (or slightly superconstant) \(p\). All the tools from additive combinatorics mentioned before work just as well over \(\mathbf{F}_{p}^{d}\), we can compute sparse convolutions over \(\mathbf{F}_{p}^{d}\) (see Theorem 2.24) and also from the perspective of fine-grained complexity, the 3-SUM problem over the integers reduces to the 3-SUM problem over \(\mathbf{F}_{p}^{d}\) :

Lemma 5.8 (Integer 3-SUM to Vector 3-SUM, [8]). For any \(\epsilon>0\), there is some prime \(p\) such there is no \(O\left(n^{2-\epsilon}\right)\)-time algorithm for 3-SUM over \(\mathbf{F}_{p}^{d}\) (with \(d=\) \(O(\log n)\) ), unless the 3-SUM conjecture fails.

Working over finite field vector spaces \(\mathbf{F}_{p}^{d}\) has the advantage that we have access to a nicer family of hash functions: Projections to random subspaces via random linear maps \(h: \mathbf{F}_{p}^{d} \rightarrow \mathbf{F}_{p}^{d^{\prime}}\). For this family of hash functions, we can easily characterize the degree of independence: The hash values \(h\left(a_{1}\right), h\left(a_{2}\right), h\left(a_{3}\right)\)
\({ }^{36}\) A Sidon set is a set with maximum possible additive energy, that is, a set without any nontrivial solution to the equation \(a_{1}+a_{2}=a_{3}+a_{4}\).
are independent if and only if \(a_{1}, a_{2}, a_{3}\) are linearly independent vectors. Of course the same counterexamples as above still apply, however, the number of bad triples \(a_{1}, a_{2}, a_{3} \in A\) is now very small: For each \(a_{1} \in A\), there are only \(p=O(1)\) vectors \(a_{2}\) which are linearly dependent on \(a_{1}\), and similarly there are only \(p^{2}=O(1)\) vectors \(a_{3}\) which are linearly dependent on \(a_{1}, a_{2}\). This kind of reasoning is a recurring theme in several of our proofs (see Lemma 5.5 and Theorem 5.1).

\subsection*{5.2 Background on Additive Combinatorics}

Additive combinatorics is the theory of additive structure in sets. In this section we summarize the basics from additive combinatorics which are needed throughout the paper. For a more thorough treatment, we refer to the book by Tao and Vu [196]. In contrast to the classical theory, however, we need many of the tools to work as efficient algorithms.

\subsection*{5.2.1 Sumsets}

Let \(G\) be an additive group, and let \(A, B \subseteq G\). Recall that the sumset \(A+B\) is defined as \(\{a+b: a \in A, b \in B\}\). We write \(r_{A, B}(x)=\#\{(a, b) \in A \times B: a+b=x\}\) to denote the multiplicities in the sumset. In Chapter 2 we have proven that we can compute sumsets \(A+B\) along with the multiplicities \(r_{A, B}\) in input- plus output-sensitive time over the integers \(G=\mathbf{Z}\) (Theorem 2.13) or over finite-field vector spaces \(G=\mathbf{F}_{p}^{d}\) (Theorem 2.24).

\subsection*{5.2.2 Additive Energy}

An important definition for us is the additive energy \(E(A)\), defined as the number of solutions \(\left(a_{1}, a_{2}, a_{3}, a_{4}\right) \in A^{4}\) to the equation \(a_{1}+a_{2}=a_{3}+a_{4}\). An equivalent definition is that \(E(A)=\sum_{x \in G} r_{A, A}(x)^{2}\). Intuitively, the additive energy measures how structured a set \(A\) behaves with respect to addition. Consider two extremes: For very structured sets \(A\) such as intervals or arithmetic progressions, we expect small additive energy \(E(A) \approx|A|^{2}\), whereas for very unstructured sets such as (pseudo-)random sets or Sidon \({ }^{36}\) sets we expect additive energy \(E(A) \approx|A|^{3}\). The following lemma proves these quantitative bounds:

Lemma 5.9 (Basic Bounds for Additive Energy). Let \(A, B \subseteq G\). Then:
\[
|A|^{2} \leq \frac{|A|^{4}}{|A+A|} \leq E(A) \leq|A|^{3}
\]

Proof. - The first inequality is obvious, and the last inequality is also easy seeing that any choice of \(a_{1}, a_{2}, a_{3}\) uniquely determines \(a_{4}\). For the second inequality, note that by the Cauchy-Schwartz inequality we have
\[
|A|^{2}=\sum_{x \in A+A} r_{A, A}(x) \leq \sqrt{\sum_{x \in A+A}} 1 \sqrt{\sum_{x \in A+A} r_{A, A}(x)^{2}}=\sqrt{|A+A| \cdot E(A)} .
\]

From a computational perspective we often need to compute the additive energy. Using the identity \(E(A)=\sum_{x \in G} r_{A, A}(x)^{2}\), and using the efficient algorithms to compute \(r_{A, A}(x)\) in Theorems 2.13 and 2.24 we can compute \(E(A)\) in time \(\widetilde{O}(|A+A|)\). However, for unstructured sets this becomes quadratic in the size of \(A\) which is prohibitive in most cases. Therefore, we typically settle for the following approximation algorithm for \(E(A)\).

Lemma 5.10 (Approximating Additive Energy). Let \(A \subseteq G\). For any constant \(\epsilon>0\), we can compute \(a(1+\epsilon)\)-approximation of \(E(A)\) in time \(\widetilde{O}(|A|)\) by a randomized algorithm.

Proof. \(\rightarrow\) Sample \(R=100 \epsilon^{-2}|A| \log |A|\) triples \(a_{1}, a_{2}, a_{3} \in A\), and test for each triple whether \(a_{1}+a_{2}-a_{3} \in A\). Return as an estimate \(|A|^{3} / R\) times the number of successful tests.

For the analysis, let \(X_{i}\) be the random variable indicating whether the \(i\)-th test was successful, and let \(X=\sum_{i=1}^{R} X_{i}\). We have that \(\mathbf{P}\left(X_{i}=1\right)=E(A) /|A|^{3}\), and therefore \(\mathbf{E}(X)=R \cdot E(A) /|A|^{3}\). In other words, our estimator is indeed unbiased. To prove that it returns an accurate estimate with high probability, we apply Chernoff's bound:
\[
\begin{aligned}
& \mathbf{P}\left(\left|X \cdot \frac{|A|^{3}}{R}-E(A)\right| \geq \epsilon E(A)\right)=\mathbf{P}\left(\left|X-\frac{R \cdot E(A)}{|A|^{3}}\right| \geq \epsilon \frac{R \cdot E(A)}{|A|^{3}}\right) \\
& \quad \leq 2 \exp \left(-\epsilon^{2} \frac{R \cdot E(A)}{3|A|^{3}}\right) \leq 2 \exp \left(-\epsilon^{2} \frac{100 \epsilon^{-2}|A| \log |A| \cdot|A|^{2}}{3|A|^{3}}\right) \leq|A|^{-10}
\end{aligned}
\]

Most of the time we will apply Lemma 5.10 and pretend that the output is perfect without paying too much attention to the approximation error. In all occurrences in this chapter, one can easily replace the bound by, say, a 1.1approximation and still get the correct algorithms.

\subsection*{5.2.3 Fourier Analysis}

A useful application of additive energy is that it offers some control over the number of solutions to any linear equation (not only \(a_{1}+a_{2}=a_{3}+a_{4}\) ):

Lemma 5.11 (Low Energy Means Few Solutions to Linear Equations). Let \(A \subseteq \mathbf{F}_{p}^{d}\). For any \(k \geq 4\) and \(\alpha_{1}, \ldots, \alpha_{k} \in \mathbf{F}_{p}\) with \(\alpha_{1}, \ldots, \alpha_{k} \neq 0\) we have that:
\[
\#\left\{\left(a_{1}, \ldots, a_{k}\right) \in A^{k}: \alpha_{1} a_{1}+\cdots+\alpha_{k} a_{k}=\beta\right\} \leq E(A) \cdot|A|^{k-4}
\]

We remark that this lemma implies the same statement over the integers by setting \(d=1\) and setting \(p\) to be a sufficiently large prime \(p\). For the proof of this lemma we need some more background on Fourier analysis.

Definition 5.12 (Fourier Transform). For any complex-valued function \(f: \mathbf{F}_{p}^{d} \rightarrow \mathbf{C}\), we define its Fourier transform \(\widehat{f}: \mathbf{F}_{p}^{d} \rightarrow \mathbf{C}\) via
\[
\widehat{f}(\xi)=\sum_{x \in G} f(x) \cdot \overline{e(x, \xi)}
\]
where
\[
e(x, \xi)=\exp \left(\frac{2 \pi i}{p} \cdot \sum_{i=1}^{d} x_{i} \cdot \xi_{i}\right)
\]

For a set \(A \subseteq \mathbf{F}_{p}^{d}\), let \(\mathbf{1}_{A}: \mathbf{F}_{p}^{d} \rightarrow\{0,1\}\) denote the indicator function of \(A\). We need the following lemma:
Lemma 5.13 (Counting Solutions to Linear Equations). Let \(A \subseteq \mathbf{F}_{p}^{d}\). For any \(k \geq 1\) and \(\alpha_{1}, \ldots, \alpha_{k} \in \mathbf{F}_{p}\) we have that:
\[
\#\left\{\left(a_{1}, \ldots, a_{k}\right) \in A^{k}: \alpha_{1} a_{1}+\cdots+\alpha_{k} a_{k}=0\right\}=\frac{1}{p^{d}} \sum_{\xi \in \mathbf{F}_{p}^{d}} \widehat{\mathbf{1}}_{A}\left(\alpha_{1} \xi\right) \cdot \ldots \cdot \widehat{\mathbf{1}}_{A}\left(\alpha_{k} \xi\right)
\]

Proof. - The proof is a simple calculation. We express the number of solutions \(\left(a_{1}, \ldots, a_{k}\right) \in A^{k}\) satisfying \(\alpha_{1} a_{1}+\cdots+\alpha_{k} a_{k}=0\) as
\[
\sum_{a_{1}, \ldots, a_{k} \in \mathbf{F}_{p}^{d}} \mathbf{1}_{A}\left(a_{1}\right) \cdot \ldots \cdot \mathbf{1}_{A}\left(a_{k}\right) \cdot \mathbf{I}\left(\alpha_{1} a_{k}+\cdots+\alpha_{k} a_{k}=0\right)
\]
where \(\mathbf{I}(\cdot) \in\{0,1\}\) denotes the truth value of the parenthesized expression. We use the following simple claim: \(\sum_{\xi \in \mathbf{F}_{p}^{d}} e(x, \xi)=p^{d} \cdot \mathbf{I}(x=0)\), for any fixed \(x \in \mathbf{F}_{p}^{d}\). Therefore:
\[
\begin{aligned}
& =\sum_{a_{1}, \ldots, a_{k} \in \mathbf{F}_{p}^{d}} \mathbf{1}_{A}\left(a_{1}\right) \cdot \ldots \cdot \mathbf{1}_{A}\left(a_{k}\right) \cdot \frac{1}{p^{d}} \sum_{\xi \in \mathbf{F}_{p}^{d}} \overline{e\left(\alpha_{1} a_{k}+\cdots+\alpha_{k} a_{k}, \xi\right)} \\
& =\frac{1}{p^{d}} \sum_{\xi \in \mathbf{F}_{p}^{d}}\left(\sum_{a_{1} \in A} \mathbf{1}_{A}\left(a_{1}\right) \cdot \overline{e\left(\alpha_{1} a_{1}, \xi\right)}\right) \cdot \ldots \cdot\left(\sum_{a_{k} \in A} \mathbf{1}_{A}\left(a_{k}\right) \cdot \overline{e\left(\alpha_{k} a_{k}, \xi\right)}\right) \\
& =\frac{1}{p^{d}} \sum_{\xi \in \mathbf{F}_{p}^{d}}\left(\sum_{a_{1} \in A} \mathbf{1}_{A}\left(a_{1}\right) \cdot \overline{e\left(a_{1}, \alpha_{1} \xi\right)}\right) \cdot \ldots \cdot\left(\sum_{a_{k} \in A} \mathbf{1}_{A}\left(a_{k}\right) \cdot \overline{e\left(a_{k}, \alpha_{k} \xi\right)}\right) \\
& =\frac{1}{p^{d}} \sum_{\xi \in \mathbf{F}_{p}^{d}} \widehat{\mathbf{1}}_{A}\left(\alpha_{1} \xi\right) \cdot \ldots \cdot \widehat{\mathbf{1}}_{A}\left(\alpha_{k} \xi\right) .
\end{aligned}
\]

Proof of Lemma 5.11. \(>\) By the previous Lemma 5.13, we can express the additive energy as
\[
\begin{aligned}
& E(A)=\frac{1}{p^{d}} \sum_{\xi \in \mathbf{F}_{p}^{d}} \widehat{\mathbf{1}}_{A}(\xi) \cdot \widehat{\mathbf{1}}_{A}(\xi) \cdot \widehat{\mathbf{1}}_{A}(-\xi) \cdot \widehat{\mathbf{1}}_{A}(-\xi) \\
&=\frac{1}{p^{d}} \sum_{\xi \in \mathbf{F}_{p}^{d}} \widehat{\mathbf{1}}_{A}(\xi)^{2} \cdot \overline{\mathbf{1}}_{A}(\xi) \\
&
\end{aligned}{ }^{2}=\frac{1}{p^{d}} \sum_{\xi \in \mathbf{F}_{p}^{d}}\left|\widehat{\mathbf{1}}_{A}(\xi)\right|^{4} .
\]

By another application of Lemma 5.13, the number of solutions \(\left(a_{1}, \ldots, a_{k}\right) \in A^{k}\) satisfying \(\alpha_{1} a_{1}+\cdots+\alpha_{k} a_{k}=0\) is
\[
\frac{1}{p^{d}} \sum_{\xi \in \mathbf{F}_{p}^{d}} \widehat{\mathbf{1}}_{A}\left(\alpha_{1} \xi\right) \cdot \ldots \cdot \widehat{\mathbf{1}}_{A}\left(\alpha_{k} \xi\right)
\]
which, by repeated applications of the Cauchy-Schwartz inequality can be upper bounded by
\[
\begin{aligned}
& \leq \frac{1}{p^{d}} \cdot\left(\sum_{\xi \in \mathbf{F}_{p}^{d}}\left|\widehat{\mathbf{1}}_{A}\left(\alpha_{1} \xi\right)\right|^{2} \cdot\left|\widehat{\mathbf{1}}_{A}\left(\alpha_{2} \xi\right)\right|^{2}\right)^{1 / 2} \cdot\left(\sum_{\xi \in \mathbf{F}_{p}^{d}}\left|\widehat{\mathbf{1}}_{A}\left(\alpha_{3} \xi\right)\right|^{2} \cdot \ldots \cdot\left|\widehat{\mathbf{1}}_{A}\left(\alpha_{k} \xi\right)\right|^{2}\right)^{1 / 2} \\
& \leq \frac{|A|^{k-4}}{p^{d}} \cdot\left(\sum_{\xi \in \mathbf{F}_{p}^{d}}\left|\widehat{\mathbf{1}}_{A}\left(\alpha_{1} \xi\right)\right|^{2} \cdot\left|\widehat{\mathbf{1}}_{A}\left(\alpha_{2} \xi\right)\right|^{2}\right)^{1 / 2} \cdot\left(\sum_{\xi \in \mathbf{F}_{p}^{d}}\left|\widehat{\mathbf{1}}_{A}\left(\alpha_{3} \xi\right)\right|^{2} \cdot\left|\widehat{\mathbf{1}}_{A}\left(\alpha_{4} \xi\right)\right|^{2}\right)^{1 / 2} \\
& \leq \frac{|A|^{k-4}}{p^{d}} \cdot\left(\sum_{\xi \in \mathbf{F}_{p}^{d}}\left|\widehat{\mathbf{1}}_{A}\left(\alpha_{1} \xi\right)\right|^{4}\right)^{1 / 4} \cdot\left(\sum_{\xi \in \mathbf{F}_{p}^{d}}\left|\widehat{\mathbf{1}}_{A}\left(\alpha_{2} \xi\right)\right|^{4}\right)^{1 / 4} \\
& \\
& \cdot\left(\sum_{\xi \in \mathbf{F}_{p}^{d}}\left|\widehat{\mathbf{1}}_{A}\left(\alpha_{3} \xi\right)\right|^{4}\right)^{1 / 4} \cdot\left(\sum_{\xi \in \mathbf{F}_{p}^{d}}\left|\widehat{\mathbf{1}}_{A}\left(\alpha_{4} \xi\right)\right|^{4}\right)^{1 / 4}
\end{aligned}
\]

Since \(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4} \neq 0\), this becomes:
\[
\begin{aligned}
& \leq \frac{|A|^{k-4}}{p^{d}} \cdot \sum_{\xi \in \mathbf{F}_{p}^{d}}\left|\widehat{\mathbf{1}}_{A}(\xi)\right|^{4} \\
& \leq|A|^{k-4} \cdot E(A),
\end{aligned}
\]
using the previously proved identity for the additive energy \(E(A)\).

\subsection*{5.2.4 Plünnecke-Ruzsa Inequality}

We often rely on the following inequality due to Plünnecke [174] and Ruzsa [186] to control the size of iterated sum- and difference sets (see also [196, Corollary 6.29]). Here, we abbreviate \(n B=B+\cdots+B\) with \(n\) terms in the sum.

Lemma 5.14 (Plünnecke-Ruzsa Inequality). Let \(A, B \subseteq G\). If \(|A+B| \leq K|A|\), then \(|n B-m B| \leq K^{n+m}|A|\) for all nonnegative integers \(n\), \(m\).

Most of the time we will apply this lemma with \(A=B\),in which case the inequality is more commonly known as just Plünnecke's inequality.

\subsection*{5.2.5 Ruzsa's Covering Lemma}

Next, we present Ruzsa's covering lemma [186] and the relevant consequence that sets with small doubling can be covered by small approximate groups. We provide proofs because-even though the existential results are well-known-there has been no work on turning the results into efficient algorithms, to the best of our knowledge. As before, let \(G=\mathbf{Z}\) or \(G=\mathbf{F}_{p}^{d}\) with polylogarithmic \(p, d\).
Lemma 5.15 (Ruzsa's Covering Lemma). Let \(A, B \subseteq G\). Then there is a subset \(X \subseteq B\) with the following properties:
> \(B \subseteq A-A+X\),
> \(|X| \leq \frac{|A+B|}{|A|}\).
Moreover, we can compute \(X\) in time \(\widetilde{O}\left(\frac{|A-A+B| \cdot|A+B|}{|A|}\right) \leq \widetilde{O}\left(\frac{|A-A+B|^{2}}{|A|}\right)\).
Proof. \(\rightarrow\) We start with a recap of the well-known existential proof. The proof is already algorithmic: We initialize the set \(X \leftarrow \emptyset\). While there exists some \(b \in B\) such that \(A+b\) is disjoint from \(A+X\), add \(b\) to \(X\).

We prove that after the algorithm has terminated, \(X\) is as desired. Indeed, after the algorithm has terminated, the sets \(A+b\) and \(A+X\) are not disjoint for any \(b \in B\). Or equivalently, \(b \in A-A+X\). Moreover, note that the size of \(A+X\) increases by \(|A|\) with every step of the algorithm and that ultimately \(|A+X| \leq|A+B|\). It follows that the algorithm runs for at most \(\frac{|A+B|}{|A|}\) iterations. Since each iteration adds exactly one element to \(X\), we obtain the claimed size bound \(|X| \leq \frac{|A+B|}{|A|}\).

While this proof is already algorithmic, it is a priori not clear how to efficiently find \(b\). Our approach is as follows: Compute the sets \(C \leftarrow(A+B) \backslash(A+X)\) and \(C-A\), and additionally compute the multiplicities \(r_{C,-A}(x)\) for all \(x \in C-A\). We now take any \(b \in B\) satisfying \(r_{C,-A}(b)=|A|\), and if no such \(b\) exists we terminate the algorithm. Recall that \(r_{C,-A}(b)\) is equal to the number of witnesses \((c, a) \in C \times A\) with \(a+b=c\). There are \(|A|\) such witnesses (the maximum number) if and only if \(A+b \subseteq C\). By the way we assigned \(C\), this in turn is equivalent to the desired condition that \(A+b\) is disjoint from \(A+X\).

It remains to analyze the running time of this algorithm. Finding a single \(b\) amounts to computing the sets \(C \subseteq A+B\) and \(C-A \subseteq A-A+B\). Using Theorems 2.13 and 2.24 we can compute both sets in output-sensitive time \(\widetilde{O}(|A-A+B|)\) along with the multiplicities \(r_{C,-A}\). Finally, recall that the algorithm runs for a total of \(\frac{|A+B|}{|A|}\) iterations. The claimed time bound follows. 4

Lemma 5.7 (Covering by Approximate Groups). Let \(A \subseteq G\) be a set with \(|A+A| \leq\) \(K|A|\). Then there is a set \(H \subseteq G\) with the following properties:
> \(|H| \leq K^{2}|A|\),
> \(H\) is a \(K^{5}\)-approximate group, that is, there is some set \(X \subseteq G\) of size \(|X| \leq K^{5}\) such that \(H=-H\) and \(H+H \subseteq H+X\), and
\(>\) there is some \(a_{0} \in A\) such that \(A-a_{0} \subseteq H\).
Moreover, we can compute \(H, X\) and \(a_{0}\) in time \(\widetilde{O}\left(K^{12}|A|\right)\).

Proof. \(\downarrow\) We first apply Ruzsa's covering lemma with \(A\) and \(B=2 A-2 A\). We thereby obtain a subset \(X \subseteq 2 A-2 A\) which satisfies that \(B \subseteq A-A+X\). By choosing \(H=\) \(A-A\), we have that \(H+H=B \subseteq A-A+X=H+X\). Ruzsa' covering lemma further guarantees that
\[
|X| \leq \frac{|A+B|}{|A|}=\frac{|3 A-2 A|}{|A|} \leq \frac{K^{5}|A|}{|A|}=K^{5},
\]
where for the latter inequality we have applied Plünnecke's inequality. Therefore, \(H\) satisfies the second property. The first property is easy by another application of Plünnecke's inequality. For the third property take an arbitrary \(a_{0} \in A\). Then by definition \(A-a_{0} \subseteq A-A=H\).

The running time to compute \(H\) and \(X\) is dominated by the call to Ruzsa's covering lemma, which runs in time
\[
O\left(\frac{|A-A+B|^{2}}{|A|}\right)=O\left(\frac{|3 A-3 A|^{2}}{|A|}\right) \leq O\left(K^{12}|A|\right)
\]
where have again used Plünnecke's inequality.

\subsection*{5.2.6 Balog-Szemerédi-Gowers Theorem}

In this subsection we summarize two important results in additive combinatorics which are crucial ingredients to our algorithms. First, we recall the BSG theorem:
Theorem 5.3 (Balog-Szemerédi-Gowers). Let \(A \subseteq G\). If \(E(A) \geq|A|^{3} / K\), then there is a subset \(A^{\prime} \subseteq A\) such that
> \(\left|A^{\prime}\right| \geq \Omega\left(K^{-2}|A|\right)\), and
\(>\left|A^{\prime}+A^{\prime}\right| \leq O\left(K^{24}|A|\right)\).
Moreover, we can compute \(A^{\prime}\) in time \(\widetilde{O}\left(K^{12}|A|\right)\) by a randomized algorithm.
For an existential proof see for instance [29, Theorem 5]. An efficient algorithm was later devised by Chan and Lewenstein [71], however, they designed their algorithm for the following two-set version of the theorem:

Theorem 5.16 (Theorem 2.1 and Lemma 7.2 in [71]). Let \(A, B \subseteq G\) and \(E \subseteq A \times B\). Suppose that \(|A| \cdot|B|=\Theta(n)^{2},|\{a+b \mid(a, b) \in E\}| \leq t n\), and \(|E| \geq \alpha n^{2}\). Then there exist subsets \(A^{\prime} \subseteq A\) and \(B^{\prime} \subseteq B\) such that:
> \(\left|A^{\prime}+B^{\prime}\right| \leq O\left((1 / \alpha)^{5} t^{3} n\right)\) and
> \(\left|E \cap\left(A^{\prime} \times B^{\prime}\right)\right| \geq \Omega\left(\alpha\left|A^{\prime}\right||B|\right) \geq \Omega\left(\alpha^{2} n^{2}\right)\).
Given \(A, B\) and query access to \(E\), such sets \(A^{\prime}, B^{\prime}\) can be computed by a randomized algorithm in time \(\widetilde{O}\left((1 / \alpha)^{6}(|A|+|B|)\right)\).

Proof of Theorem 5.3. We quickly prove how to derive our version of the BSG from Chan and Lewenstein's algorithm. Let \(C \subseteq A+A\) be the subset containing all elements \(x\) with multiplicity \(r_{A, A}(x) \geq \frac{|A|}{2 K}\). We claim that \(|C|\) has size at least \(\frac{|A|}{2 K}\) as otherwise we would have
\[
\begin{aligned}
E(A)=\sum_{x \in G} r_{A, A}(x)^{2}=\sum_{\substack{x \in G \\
r_{A, A}(x) \leq|A| / 2 K}} r_{A, A}(x)^{2}+\sum_{\substack{x \in G \\
r_{A, A}(x)>|A| / 2 K}} r_{A, A}(x)^{2} \\
<\frac{|A|}{2 K} \cdot \sum_{\substack{x \in G \\
r_{A, A}(x) \leq|A| / 2 K}} r_{A, A}(x)+\frac{|A|}{2 K} \cdot|A|^{2}=\frac{|A|^{3}}{K} .
\end{aligned}
\]

Let \(C_{0} \subseteq C\) be an arbitrary subset of size exactly \(\frac{|A|}{2 K}\). We will apply Theorem 5.16 with the bipartite graph with vertex parts \(A\) and \(B=A\) and edges
\[
E=\left\{(a, b) \in A^{2}: a+b \in C_{0}\right\} .
\]

Since \(\left|C_{0}\right|=\frac{|A|}{2 K}\) and since each element in \(C_{0}\) contributes at least \(\frac{|A|}{2 K}\) edges to the graph, we conclude that \(|E| \geq \frac{|A|^{2}}{4 K^{2}}\). We can therefore apply Theorem 5.16 with parameters \(n=|A|=|B|, \alpha=\frac{1}{4 K^{2}}\) and \(t=1\). In this way we obtain \(A^{\prime}, B^{\prime} \subseteq A\), and we claim that the set \(A^{\prime}\) is as desired.

We first check that \(A^{\prime}\) and \(B^{\prime}\) are sufficiently large. Theorem 5.16 immediately implies that \(\left|A^{\prime}\right| \cdot\left|B^{\prime}\right| \geq \Omega\left(\alpha\left|A^{\prime}\right| n\right) \geq \Omega\left(\alpha^{2} n^{2}\right)\). In particular, it follows that \(\left|A^{\prime}\right| \geq\) \(\Omega(\alpha n)=\Omega\left(K^{-2} n\right)\) and \(\left|B^{\prime}\right| \geq \Omega(\alpha n) \geq \Omega\left(K^{-2} n\right)\).

To see that the sumset \(\left|A^{\prime}+A^{\prime}\right|\) is sufficiently small, we first note that the theorem implies that \(\left|A^{\prime}+B^{\prime}\right| \leq O\left(\alpha^{-5} t^{3} n\right)=O\left(K^{10} n\right)=O\left(K^{12}\left|B^{\prime}\right|\right)\). We apply the Plünnecke-Ruzsa inequality (Lemma 5.14 with inputs \(A \leftarrow B^{\prime}\) and \(B \leftarrow A^{\prime}\) ) to conclude that \(\left|A^{\prime}+A^{\prime}\right| \leq O\left(K^{24}\left|B^{\prime}\right|\right) \leq O\left(K^{24} n\right)\). Finally, the running is bounded by \(\widetilde{O}\left(K^{12}|A|\right)\) as claimed. 4

\subsection*{5.3 3-SUM for Structured Inputs}

The purpose of this section is to prove the following theorem. We focus on the group \(G=\mathbf{F}_{p}^{d}\), but the theorem holds for \(G=\mathbf{Z}\) as well, using the same proof with minor modifications (such as substituting an appropriate linear hash function for integers).
Theorem 5.4 (3-SUM for Structured Inputs). Let \((A, B, C)\) be a 3-SUM instance of size \(n\) with \(A, B, C \subseteq G\) and \(|A+A| \leq K|A|\). Then we can solve \((A, B, C)\) in time \(\widetilde{O}\left(K^{12} n^{7 / 4}\right)\).

Universe Reduction. As the first step, we will hash all sets to a smaller group \(G^{\prime}\) of size \(\ll n^{2}\) via some hash function \(h: G \rightarrow G^{\prime}\). Under the hashing we are bound to introduce several false positives, that is, triples \(a \in A, b \in B, c \in C\) where \(a+b+c \neq 0\) but \(h(a)+h(b)+h(c)=0\). To deal with these false positives, we have to list several 3-SUM solutions in the smaller group instead of merely determining the existence of one solution. The following problem definition and lemma make this precise.

Definition 5.17 (3-SUM Listing). Given sets \(A, B, C \subseteq G\) and a parameter t, compute for each \(a \in A\) a list of distinct pairs \((b, c) \in B \times C\) with \(a+b+c=0\) (or if there are less than \(t\) solutions, a list containing all of them).
Lemma 5.18 (Reduction to 3-SUM Listing in Small Groups). Let \(G=\mathbf{F}_{p}^{d}, G^{\prime}=\mathbf{F}_{p}^{d^{\prime}}\), and let \(h: G \rightarrow G^{\prime}\) be a random linear map. There is a fine-grained reduction from a 3-SUM instance \(A, B, C \subseteq G\) to one 3-SUM listing instance \(h(A), h(B), h(C) \subseteq G^{\prime}\) (where \(h(A)=\{h(a): a \in A\}\) ) with parameter \(t=O\left(n^{2} /\left|G^{\prime}\right|\right)\). The reduction runs in time \(O\left(n t^{2}\right)\) and succeeds with constant probability \(\frac{8}{10}\).
Proof. Let \(t=10 n^{2}\left|G^{\prime}\right|^{-1}\). We may assume that \(\left|G^{\prime}\right| \geq 10 n\), since otherwise we can simply solve the given instance in time \(O\left(n^{2}\right)=O(n t)\). We precompute a lookup table to find, given a hash value \(a^{\prime} \in h(A)\), all \(a \in A\) with \(h(a)=x\) (and similarly for \(B\) and \(C\) ). Then we run the listing algorithm with parameter \(t\) on the instance \((h(A), h(B), h(C))\), and for every reported solution \(a^{\prime}, b^{\prime}, c^{\prime}\) we use the lookup table to check whether these correspond to some \(a \in A, b \in B, c \in C\) with \(a+b+c=0\).

It is clear that the reduction cannot report "yes" unless the given 3-SUM instance \((A, B, C)\) is a "yes" instance. We argue that the reduction misses a "yes" instance with probability at most \(\frac{1}{10}\). To this end we fix any \(a \in A\) which is part of a 3-SUM solution and prove that with probability at least \(\frac{9}{10}\), there are less than \(t\) many false positives \(\left(b^{*}, c^{*}\right) \in B \times C\) with \(h(a)+h\left(b^{*}\right)+h\left(c^{*}\right)=0\). In this case it follows that the listing algorithm will return at least one proper solution \((h(a), h(b), h(c))\) where \(a+b+c=0\), and we will recover ( \(a, b, c\) ) using the lookup table. And indeed, for any fixed pair \(\left(b^{*}, c^{*}\right) \in B \times C\) with \(a+b^{*}+c^{*} \neq 0\), we have that \(h(a)+h\left(b^{*}\right)+h\left(c^{*}\right)=0\) with probability at most \(\left|G^{\prime}\right|^{-1}\). Hence the expected number of false positives is \(|B| \cdot|C| \cdot\left|G^{\prime}\right|^{-1} \leq n^{2}\left|G^{\prime}\right|^{-1}\). By Markov's inequality the number of false positives exceeds \(t=10 n^{2}\left|G^{\prime}\right|^{-1}\) with probability at most \(\frac{1}{10}\). This completes the correctness argument.

Algorithm 5.1. Lists \(t\) 3-SUM solutions for a given instance \(A, B, C \subseteq G\) where \(|G| \leq O\left(n^{2} / t\right)\) and \(|A+A| \leq K|A|\) in subquadratic time.
```

Apply Lemma 5.7 on $A$ to compute $H, X$ and $a_{0}$
Subsample a set $S \subseteq G$ with rate $\frac{100 \log n}{|H|}$
for each $s \in S, x \in X$ do
Compute the sets $B_{s}=B \cap(H+s)$ and $C_{s, X}=C \cap\left(H-s-x-a_{0}\right)$
for each $s \in S, x \in X$ do
if $\left|B_{s}\right| \leq \Delta$ and $\left|C_{s, x}\right| \leq \Delta$ then
List all pairs $(b, c) \in B_{s} \times C_{s, x}$ and whenever $b+c \in-A$, report the
corresponding 3-SUM solution $(-(b+c), b, c)$
else
Compute the sumset $B_{s}+C_{s, x}$ using Theorems 2.13 and 2.24 and list $t$
witnesses ( $b, c$ ) for each $a \in B_{s}+C_{s, x}$ using Theorem 2.25
for each $a \in\left(B_{s}+C_{s, x}\right) \cap-A$ do
Report the solution ( $-a, b, c$ ) for each witness ( $b, c$ ) of $a$

```

Before analyzing the running time, we first analyze the maximum bucket load \(L\) of the hashing, i.e., the maximum number of elements in \(A\) (or similarly in \(B\) or \(C\) ) hashing to the same value under \(h\). Note that \(\binom{L}{2}\) is at most the number of collisions of the hash function (i.e., the number of distinct pairs \(a, a^{\prime} \in A\) with \(h(a)=h\left(a^{\prime}\right)\) ), as any two elements in the same bucket cause a collision. For any fixed \(a, a^{\prime} \in A\), the collision probability is at most \(\left|G^{\prime}\right|^{-1}\) and thus the expected number of collisions is at most \(n^{2}\left|G^{\prime}\right|^{-1}\). Using again Markov's inequality, the hashing causes at most \(t=10 n^{2}\left|G^{\prime}\right|^{-1}\) collisions with probability \(\frac{9}{10}\), and in that case we can bound \(L=O\left(t^{1 / 2}\right)\).

We are finally ready to bound the running time. Constructing \(h(A), h(B), h(C)\), the hashing and the lookup table takes linear time. After that, we check all the \(n t\) listed solutions. For each solution \((x, y, z)\) we have to enumerate all pairs \((a, b) \in A \times B\) with \(h(a)=x\) and \(h(b)=y\) which takes time \(O\left(L^{2}\right)\). Hence, the total time is \(O\left(n t^{2}\right) .4\)

The Algorithm. Using Lemma 5.18, we may assume that \(A, B, C \subseteq G\) where \(G\) has size \(O\left(n^{2} / t\right)\), and we have to list \(t\) solutions for each \(a \in A\). Moreover, by the assumption in Theorem 5.4 we can assume that \(|A+A| \leq K|A|\) (this property is preserved under the linear hashing in Lemma 5.18).

The 3-SUM algorithm is given in Algorithm 5.1. First cover \(A\) by a translate of an approximate group \(H\) (that is, a small set \(H\) satisfying \(H+H \subseteq H+X\) where \(X\) is small) using Lemma 5.7. Then sample a set \(S \subseteq G\) (with rate \(\frac{10 \log n}{|H|}\) ) such that \(H+S\) covers the whole universe \(G\). We precompute the sets \(B_{s}=B \cap(H+s)\) and \(C_{s, x}=C \cap(H-s-x)\) for all shifts \(s \in S\) and \(x \in X\). The crucial insight is that we only have to look for 3-SUM solutions in \(A \times B_{s} \times C_{s, x}\). For each such group we apply a heavy-light approach: Either the sets \(B_{s}, C_{s, x}\) are sparse (with size smaller than some parameter \(\Delta\) to be determined later), and we can afford to enumerate all pairs. Or the sets are dense, in which case we compute \(B_{s}+C_{s, x}\) in linear time, but this case cannot happen too often. We analyze these steps in more detail, starting with the proof that \(H+S\) indeed covers the whole universe \(G\) :

Lemma 5.19 (Random Cover). With high probability, for any \(z \in G\) there are \(\Theta(\log n)\) shifts \(s \in S\) such that \(z \in H+s\) (in short: \(r_{H, S}(z)=\Theta(\log n)\) ).

Proof. In expectation, each element \(z \in G\) is contained in \(|H| \cdot \frac{100 \log n}{|H|}=100 \log n\) sets of the form \(H+s, s \in S\). By Chernoff's bound, the probability that we hit less than \(50 \log n\) sets or more than \(150 \log n\) sets is at most \(2 \exp \left(-\frac{100 \log n}{12}\right) \leq n^{-8}\). Taking a union bound over the \(|G| \leq n^{2}\) elements \(z\), the statement is correct with probability at least \(1-n^{-6}\). 4

Lemma 5.20 (Correctness of Algorithm 5.1). Algorithm 5.1 is correct, that is, it reports a list of \(t\) witnesses for each \(a \in A\) (or a list of all witnesses if there are less than t many).

Proof. - Focus on any 3-SUM solution \(a+b+c=0\). The key is to prove that there are shifts \(s \in S, x \in X\) such that \((a, b, c) \in A \times B_{s} \times C_{s, x}\). In this case it is easy to check that the algorithm will either report ( \(a, b, c\) ) (in Line 7 or Line 11) or it already reported \(t\) other witnesses for \(a\) (if the list of \(t\) witnesses computed in Line 9 does not contain the particular witness ( \(b, c\) )).

To see that \(s, x\) exist as claimed, invoke the previous lemma to find some \(s \in S\) such that \(b \in H+s\), that is, there is some \(v \in H\) such that \(b=v+s\). Then, since \(a \in A \subseteq H+a_{0}\) by Lemma 5.7 we have that \(a+v \in H+H+a_{0} \subseteq H+X+a_{0}\). Thus, there is some \(w \in H\) and \(x \in X\) such that \(a+v=w+x+a_{0}\). It follows that \(c=-(a+b)=-\left(w+s+x+a_{0}\right) \in-H-s-x-a_{0}=H-s-x-a_{0}\). Using the definitions of \(B_{s}\) and \(C_{s, x}\), we conclude that \(b \in B_{s}\) and \(c \in C_{s, x}\) as stated.

Lemma 5.21 (Running Time of Algorithm 5.1). Algorithm 5.1 runs in time
\[
\widetilde{O}\left(K^{12}\left(\frac{n^{2}}{t}+\frac{n \Delta^{2}}{t}+\frac{n^{2} t}{\Delta}\right)\right)
\]

Proof. \(\downarrow\) Computing \(H\) and \(X\) in Line 1 takes time \(O\left(K^{12} n\right)\) by Lemma 5.7, and the same lemma guarantees that \(|H| \leq K^{2} n\) and \(|X| \leq K^{5}\). Sampling \(S\) in a naive way in Line 2 takes time \(O(|G|)=O\left(n^{2} / t\right)\) and with high probability, \(S\) has size \(\widetilde{O}\left(\frac{|G|}{|H|}\right)=\widetilde{O}(n / t)\). In Line 4 , it takes linear time to compute each set \(B_{s}\) and \(C_{s, x}\), so the total time is \(O(n|S||X|) \leq \widetilde{O}\left(K^{5} n^{2} / t\right)\).

For the loop over pairs \(s \in S, x \in X\) (in Line 5) we split the analysis into two cases: The light pairs \(s, x\) with \(\left|B_{s}\right|,\left|C_{s, x}\right| \leq \Delta\) and the remaining heavy pairs. There are up to \(|S| \cdot|X| \leq \widetilde{O}\left(K^{5} n / t\right)\) light pairs, and for each such pair we spend time \(O\left(\Delta^{2}\right)\) in Line 7. The total time spent on light pairs is thus \(O\left(K^{5} n \Delta^{2} / t\right)\).

The number of heavy pairs is bounded by \(\widetilde{O}\left(K^{5} n / \Delta\right)\). Indeed, recall that each element \(b\) occurs in at most \(O(\log n)\) sets \(B_{s}\) by Lemma 5.19. Hence, there are at most \(\widetilde{O}(n / \Delta)\) heavy sets \(B_{s}\). Similarly, each element \(c\) occurs in at most \(O(|X| \log n)=O\left(K^{5} \log n\right)\) sets \(C_{s, X}\) and therefore the number of heavy sets \(C_{s, X}\) is at most \(\widetilde{O}\left(K^{5} n / \Delta\right)\). For each heavy pair, we spend time \(\widetilde{O}\left(t \cdot\left|B_{s}+C_{s, \chi}\right|\right)\) to list \(t\) witnesses for each element in the sumset \(B_{s}+C_{s, X}\) by Theorem 2.25. Recall that \(B_{s}+C_{s, x} \subseteq H+H-x-a_{0} \subseteq H+X-x-a_{0}\), and thus \(\left|B_{s}+C_{s, x}\right| \leq|H| \cdot|X| \leq K^{7} n\). Hence, the heavy pairs amount to time \(O\left(\left(K^{5} n / \Delta\right) \cdot\left(t K^{7} n\right)\right)=O\left(K^{12} n^{2} t / \Delta\right)\). Summing over all these contributions gives the claimed time bound. 4

Proof of Theorem 5.4. \(\downarrow\) We proceed as outlined before: First apply Lemma 5.18 to reduce the given 3-SUM instance to a 3-SUM listing instance with parameter \(t\) in a universe of size \(\left|G^{\prime}\right|=O\left(n^{2} / t\right)\) and then run Algorithm 5.1 on that instance. This algorithm is correct by Lemma 5.20, and runs in the claimed running time by setting \(t=n^{1 / 4}\) and \(\Delta=n^{1 / 2}\). Since the universe reduction succeeds only with constant probability \(\frac{8}{10}\), we need to repeat this whole process \(O(\log n)\) times to achieve high success probability.

\subsection*{5.4 Energy Reduction for 3-SUM}

In this section we prove the self-reduction for 3-SUM to instances with small additive energy. As outlined before, the proof consists of two key lemmas, see Lemmas 5.2 and 5.5.

Algorithm 5.2. The energy reduction via additive combinatorics. Given a 3-SUM instance \(A \subseteq G\), this algorithm either detects a 3-SUM solution or constructs an equivalent instance \(A^{*} \subseteq A\) with additive energy \(E\left(A^{*}\right) \leq\left|A^{*}\right|^{3} / K\).
```

repeat
Estimate E(A) using Lemma 5.10
if }E(A)\leq|A\mp@subsup{|}{}{3}/K\mathrm{ then
return A*}\leftarrow
else
Apply the Balog-Szemerédi-Gowers theorem on A to obtain }\mp@subsup{A}{}{\prime}\subseteq
Solve the 3-SUM instance ( }\mp@subsup{A}{}{\prime},A,A)\mathrm{ using Theorem 5.4
if ( }\mp@subsup{A}{}{\prime},A,A)\mathrm{ is a "yes" instance then return "yes"
A\leftarrowA\A'

```

\subsection*{5.4.1 Energy Reduction via Additive Combinatorics}

Lemma 5.2 (Energy Reduction via Additive Combinatorics). Let \(K \geq 1\). There is a fine-grained reduction from a 3-SUM instance \(A\) of size \(n\) to an equivalent 3-SUM instance \(A^{*} \subseteq A\), where \(E\left(A^{*}\right) \leq\left|A^{*}\right|^{3} / K\). The reduction runs in time \(\widetilde{O}\left(K^{314} n^{7 / 4}\right)\).

Proof. \(\quad\) The reduction is given in Algorithm 5.2. We repeatedly estimate the additive energy of \(A\) using Lemma 5.10 and as long as \(E(A) \geq|A|^{3} / K\), we apply the BSG theorem to obtain a structured subset \(A^{\prime} \subseteq A\). This set has large size \(\left|A^{\prime}\right| \geq \Omega\left(K^{-2}|A|\right)\) and small doubling \(\left|A^{\prime}+A^{\prime}\right| \leq O\left(K^{24}|A|\right)=O\left(K^{26}\left|A^{\prime}\right|\right)\). We solve the 3-SUM instance ( \(A^{\prime}, A, A\) ) using Theorem 5.4; if a solution is found in this step we report "yes". Otherwise continue the process with \(A \backslash A^{\prime}\) in place of \(A\). As soon as the additive energy of \(A\) drops below the desired threshold \(|A|^{3} / K\), we stop and return \(A^{*} \leftarrow A\).

The correctness is easy to prove: In each step we split off a subset \(A^{\prime}\). If there is a 3-SUM solution involving an element from \(A^{\prime}\), we detect the solution by calling Theorem 5.4 and correctly report "yes". Otherwise it is safe to discard \(A^{\prime}\).

To analyze the running time, first observe that in every step the size of \(A\) reduces by at least \(\Omega\left(K^{-2}|A|\right)\). Therefore, after at most \(O\left(K^{2}\right)\) steps the size of \(A\) must have halved and thus the total number of steps is bounded by \(O\left(K^{2} \log n\right)\). In each step, computing \(A^{\prime}\) via the BSG theorem takes time \(O\left(K^{12}|A|\right)\) and solving the structured 3-SUM instance \(\left(A^{\prime}, A, A\right)\) takes time \(\widetilde{O}\left(\left(K^{26}\right)^{12} n^{7 / 4}\right)=\widetilde{O}\left(K^{312} n^{7 / 4}\right)\). In total we spend time \(\widetilde{O}\left(K^{314} n^{7 / 4}\right)\) as claimed.

\subsection*{5.4.2 Amplification via Hashing}

Lemma 5.5 (Energy Reduction via Hashing). Let \(K \geq 1\). There is a fine-grained reduction from a 3-SUM instance \(A\) with \(E(A) \leq|A|^{3} / K\) to \(g=O\left(|A|^{2} / K^{2}\right) 3\)-SUM instances \(A_{1}, \ldots, A_{g}\) of size \(O(K)\) and with expected energy \(\mathbf{E}\left(E\left(A_{i}\right)\right) \leq O\left(K^{2}\right)\). The reduction runs in time \(\widetilde{O}\left(|A|^{2} / K\right)\).

The reduction is summarized in Algorithm 5.3. We sample a linear hash function \(h: G \rightarrow G^{\prime}\) and construct the instances \(A_{x, y}=\{a \in A: h(a) \in\{x, y,-(x+y)\}\}\), for all \(x, y \in G^{\prime}\). We solve all instances by brute-force which exceed their expected size by a constant factor, and pass the other instance to the reduction. If we find a 3-SUM solution in one of the constructed instances, we report "yes".

The analysis involves several steps, but the correctness argument is simple: Since all sets \(A_{x, y}\) are subsets of \(A\), we can never return "yes" unless \(A\) is a "yes" instance. On the other hand, whenever there is a 3-SUM solution \(a+b+c=0\) in \(A\), we can pick \(x=h(a)\) and \(y=h(b)\) so that \(A_{x, y}\) is a "yes" instance (by the linearity of the hash function).

Algorithm 5.3. The energy reduction via subsampling. Given a 3-SUM instance \(A \subseteq G=\mathbf{F}_{p}^{d}\) with bounded additive energy \(E(A) \leq|A|^{3} / K\), this algorithm constructs \(O\left(|A|^{2} / K^{2}\right)\) smaller 3-SUM instances of size \(O(K)\) and with expected additive energy \(O\left(K^{2}\right)\).
```

Let $d^{\prime}=\left\lceil\log _{p}(|A| / K)\right\rceil$ and let $G^{\prime}=\mathbf{F}_{p}^{d^{\prime}}$
Sample a linear hash function $h: G \rightarrow G^{\prime}$
for each $x, y \in G^{\prime}$ do
Construct the 3-SUM instance $A_{x, y}=\{a \in A: h(a) \in\{x, y,-(x+y)\}\}$
if $\left|A_{x, y}\right| \leq 6 K$ then
Solve the 3-SUM instance $A_{x, y}$ by means of the reduction
else
Solve the 3-SUM instance $A_{x, y}$ by brute-force
return "yes" if and only if one of the instances $A_{x, y}$ is a "yes" instance

```

We continue with the analysis of the running time of the reduction, which mainly involves proving that most instances have size \(O(K)\) and therefore do not have to be brute-forced.

Lemma 5.22 (Running Time of Algorithm 5.3). Algorithm 5.3 runs in expected time \(\widetilde{O}\left(n^{2} / K\right)\).

Proof. - For most steps of the algorithm it is easy to bound the running time. In particular, we can construct the instances \(A_{x, y}\) in time \(O\left(n^{2} / K\right)\) by first precomputing the hash values \(h(a)\) for all \(a \in A\). The interesting part is to bound the running time of the brute-force step in Line 8. To this end, we analyze the sizes of the constructed instances \(A_{x, y}\).

Fix any \(x, y \in G^{\prime}\). We compute the expectation and variance of \(\left|A_{x, y}\right|\) as follows. For ease of notation, write \(X=\{x, y,-(x+y)\}\) :
\[
\mathbf{E}\left(\left|A_{x, y}\right|\right)=\sum_{a \in A} \mathbf{P}(h(a) \in X) \leq \sum_{a \in A} \frac{3}{\left|G^{\prime}\right|}=\frac{3 n}{\left|G^{\prime}\right|} \leq 3 K .
\]

Next, we compute the variance:
\[
\begin{aligned}
\operatorname{Var} & \left(\left|A_{x, y}\right|\right) \\
& =-\mathbf{E}\left(\left|A_{x, y}\right|\right)^{2}+\mathbf{E}\left(\left|A_{X, y}\right|^{2}\right) \\
& =-\left(\sum_{a \in A} \mathbf{P}(h(a) \in X)\right)^{2}+\sum_{a, b \in A} \mathbf{P}(h(a), h(b) \in X)
\end{aligned}
\]

Here, we distinguish two cases for \(a, b\) : If \(a\) and \(b\) are linearly independent, then the random variables \(h(a)\) and \(h(b)\) are independent. If \(a, b\) are linearly dependent, then there are at most \(n p=O(n)\) choices for \(a, b\) (fix \(a\) arbitrarily, then there are at most \(p\) choices for \(b\) in the span \(\langle a\rangle\) ). It follows that the above expression can be bounded as follows:
\[
\begin{aligned}
& \leq-\left(\sum_{a \in A} \mathbf{P}(h(a) \in X)\right)^{2}+\left(\sum_{a, b \in A} \mathbf{P}(h(a) \in X) \cdot \mathbf{P}(h(b) \in X)\right)+O\left(\frac{n}{\left|G^{\prime}\right|}\right) \\
& \leq O\left(\frac{n}{\left|G^{\prime}\right|}\right) \\
& \leq O(K) .
\end{aligned}
\]

We are now ready to bound the expected running time of Line 8 using Chebyshev's inequality:
\[
\begin{aligned}
& \sum_{x, y \in G^{\prime}} \sum_{i=0}^{\log n} \mathbf{P}\left(\left|A_{x, y}\right| \geq 2^{i} \cdot 6 K\right) \cdot O\left(\left(2^{i} K\right)^{2}\right) \\
& \quad \leq \sum_{x, y \in G^{\prime}} \sum_{i=0}^{\log n} \mathbf{P}\left(\left|A_{x, y}\right|-\mathbf{E}\left(\left|A_{x, y}\right|\right) \geq \Omega\left(2^{i} \operatorname{Var}\left(\left|A_{x, y}\right|\right)\right)\right) \cdot O\left(2^{2 i} K^{2}\right) \\
& \quad \leq \sum_{x, y \in G^{\prime}} \sum_{i=0}^{\log n} O\left(\frac{1}{2^{2 i} K} \cdot 2^{2 i} K^{2}\right) \\
& \quad \leq \widetilde{O}\left(n^{2} / K\right) .
\end{aligned}
\]

This completes the running time analysis.
Lemma 5.23 (Bounded Energy). Fix \(x, y \in G^{\prime}\) and let \(A_{x, y}\) be as in Algorithm 5.3. Then \(\mathbf{E}\left(E\left(A_{x, y}\right)\right) \leq O(K)\).

Proof. \(\downarrow\) We bound the expected energy as follows:
\[
\begin{aligned}
& \mathbf{E}\left(E\left(A_{x, y}\right)\right) \\
& \quad=\sum_{\substack{a_{1}, a_{2}, a_{3}, a_{4} \in A \\
a_{1} \in a_{2}=a_{3}+a_{4}}} \mathbf{P}\left(h\left(a_{1}\right), h\left(a_{2}\right), h\left(a_{3}\right), h\left(a_{4}\right) \in\{x, y,-(x-y)\}\right) \\
& \quad=\sum_{s=0}^{3} \sum_{\substack{a_{1}, a_{2}, a_{3}, a_{4} \in A \\
a_{1}+a_{2}=a_{3}+a_{4} \\
\operatorname{dim}\left\langle a_{1}, a_{2}, a_{3}, a_{4}\right\rangle=s}} \mathbf{P}\left(h\left(a_{1}\right), h\left(a_{2}\right), h\left(a_{3}\right), h\left(a_{4}\right) \in\{x, y,-(x-y)\}\right)
\end{aligned}
\]

For fixed elements \(a_{1}, a_{2}, a_{3}, a_{4}\) spanning a subspace of dimension \(s\), there are at least \(s\) hash values in \(h\left(a_{1}\right), h\left(a_{2}\right), h\left(a_{3}\right), h\left(a_{4}\right)\) which are independent and therefore the probability can be upper bounded by \(1 /\left|G^{\prime}\right|^{s}\).
\[
\leq \sum_{s=0}^{3} \frac{1}{\left|G^{\prime}\right|^{s}} \cdot \sum_{\begin{array}{c}
a_{1}, a_{2}, a_{3}, a_{4} \in A \\
a_{1}+a_{2}=a_{3}+a_{4} \\
\operatorname{dim}\left\langle a_{1}, a_{2}, a_{3}, a_{4}\right\rangle=s
\end{array}} 1
\]

We now distinguish two cases: For \(s=3\) we use that the inner sum is at most \(E(A)\) by definition. For \(s \leq 2\) we bound the inner sum by the weaker bound \(O\left(|A|^{s}\right)\). (Indeed, any tuple \(a_{1}, a_{2}, a_{3}, a_{4}\) spanning a subspace of dimension \(s\) can be obtained by first picking \(s\) arbitrary elements from \(A\) and expressing the others as one out of \(p^{4}=O(1)\) possible linear combinations.)
\[
\begin{aligned}
& \leq \sum_{s=0}^{2} O\left(\frac{|A|^{s}}{\left|G^{\prime}\right|^{s}}\right)+O\left(\frac{E(A)}{\left|G^{\prime}\right|^{3}}\right) \\
& \leq O\left(\frac{|A|^{2}}{\left|G^{\prime}\right|^{2}}+\frac{E(A)}{\left|G^{\prime}\right|^{3}}\right) \\
& \leq O\left(K^{2}\right) .
\end{aligned}
\]

In the final step we have used that \(\left|G^{\prime}\right| \geq|A| / K\) and that \(E(A) \leq|A|^{3} / K .4\)

\subsection*{5.4.3 Putting Both Parts Together}

By concatenating both energy reductions we obtain the following result.
Theorem 5.6 (Energy Reduction). For any \(\epsilon, \delta>0\), there is no \(O\left(n^{2-\epsilon}\right)\)-time algorithm solving the 3 -SUM problem on instances \(A\) with size \(n\) and additive energy \(E(A) \leq O\left(|A|^{2+\delta}\right)\), unless the 3-SUM conjecture fails.

Proof. \(>\) Suppose that there are \(\epsilon, \delta>0\) and an algorithm \(\mathcal{A}\) solving 3-SUM on instances \(A\) of size \(n\) with additive energy \(O\left(|A|^{2+\delta}\right)\) in time \(O\left(n^{2-\epsilon}\right)\).

We reduce a given 3-SUM instance \(A\) to this problem. Let \(K=|A|^{0.0001}\). We first apply Lemma 5.2 with parameter \(K\) to either detect a 3-SUM solution in \(A\) or to find an equivalent instance \(A^{*} \subseteq A\) with additive energy bounded by \(\left|A^{*}\right|^{3} / K\). Next, apply the reduction from Lemma 5.5 to obtain \(g=O\left(|A|^{2} / K^{2}\right)\) instances \(A_{1}, \ldots, A_{g}\) of size \(O(K)\) with expected additive energy \(O\left(K^{2}\right)\). By Markov's bound, each such instance has additive energy more than \(K^{2+\delta}\) with probability at most \(O\left(K^{-\delta}\right)\). We may therefore use Lemma 5.10 to estimate the additive energies of the constructed instances, and brute-force all instances with energy exceeding \(K^{2+\delta}\). We solve the remaining instances using the efficient algorithm \(\mathcal{A}\).

It remains to analyze the running time. Lemma 5.2 runs in time \(O\left(K^{314} n^{7 / 4}\right)=\) \(O\left(n^{1.7814}\right)\) and Lemma 5.5 runs in time \(O\left(n^{2} / K\right)=O\left(n^{1.9999}\right)\). Since we only solve a \(K^{-\epsilon}\)-fraction of the instances by brute-force, the total expected running time of brute-forcing instances with exceptionally large additive energy takes time \(O\left(K^{-\epsilon} n^{2} / K^{2} \cdot K^{2}\right)=O\left(n^{2-0.0001 \epsilon}\right)\). Finally, solving the remaining instances using \(\mathcal{A}\) amounts for time \(O\left(n^{2} / K^{2} \cdot K^{2-2 \delta}\right)=O\left(n^{2-0.0001 \delta}\right)\). All in all, the running time is subquadratic as claimed.

\subsection*{5.5 Reducing 3-SUM to Triangle Listing}

The first reduction from 3-SUM to triangle listing is by Pătraşcu [172], and this reduction was later generalized by Kopelowitz, Pettie and Porat [143]. It is also known how to adapt the reduction to 3-XOR [128] (i.e., the \(G=\mathbf{F}_{2}^{d}\) version of 3SUM).

In this section we revisit this reduction. We present a modified (and arguably simplified) version of the known constructions. As before, we consider 3-SUM instances over the group \(G=\mathbf{F}_{p}^{d}\), where \(p\) is a constant prime and \(d=O(\log n)\). Our goal is to prove the following theorem:
Theorem 5.1 (Hardness of Triangle Listing). For any constant \(\epsilon>0\), there is no \(O\left(n^{2-\epsilon}\right)\)-time algorithm listing all triangles in a \(\Theta\left(n^{1 / 2}\right)\)-regular \(n\)-vertex graph which contains at most \(O\left(n^{k / 2}\right) k\)-cycles for all \(k \geq 3\), unless the 3-SUM conjecture fails.

For the remainder of this subsection, we will prove Theorem 5.1. We start with the construction in Section 5.5.1. In Section 5.5 .2 we analyze the number of \(k\)-cycles and in Section 5.5 .3 we justify the assumption that the graph is \(\Theta\left(n^{1 / 2}\right)\) regular. We summarize the proof of Theorem 5.1 in Section 5.5.4. Throughout, let \(A\) be the given 3-SUM instance. By the energy reduction in Theorem 5.6 (applied with \(\delta=\frac{1}{2}\), say) we can assume that \(E(A) \leq O\left(|A|^{5 / 2}\right)\).

\subsection*{5.5.1 The Construction}

We start with the construction of the triangle listing instance. Let \(G^{\prime}=\mathbf{F}_{p}^{d^{\prime}}\) be a subspace of \(G\) with prescribed size \(\left|G^{\prime}\right| \leq n\) which we will set later. We randomly sample linear maps \(h_{1}, h_{2}, h_{3}: G \rightarrow G^{\prime}\), and let \(h: G \rightarrow\left(G^{\prime}\right)^{3}\) be defined by \(h(a)=\left(h_{1}(a), h_{2}(a), h_{3}(a)\right)\). Let
\[
\begin{aligned}
& X=G^{\prime} \times G^{\prime} \times\{0\} \\
& Y=G^{\prime} \times\{0\} \times G^{\prime} \\
& Z=\{0\} \times G^{\prime} \times G^{\prime}
\end{aligned}
\]
be the vertex parts in the constructed tripartite graph. Observe that each set \(X, Y, Z\) is a subgroup of \(\left(G^{\prime}\right)^{3}\). We now add edges to the graph: For each \(a \in A\), add an edge between \(x \in X\) and \(y \in Y\) whenever \(y=x+h(a)\). We say that this edge \((x, y)\) is labeled with \(a\). Similarly, add an edge between \(y \in Y\) and \(z \in Z\) whenever \(z=y+h(a)\) and add an edge between \(z \in Z\) and \(x \in X\) whenever \(x=z+h(a)\).

We remark that for the analysis we view the instance as a labeled (multi-)graph with labels as just described, but for the actual reduction we forget about the edge labels (and multiple edges) and treat the constructed instance as a simple graph; this notation is purely for convenience.

We introduce some more notation. As before, we say that \((a, b, c) \in A^{3}\) is a solution if \(a+b+c=0\). We say that \((a, b, c) \in A^{3}\) is a pseudo-solution if \(h(a)+\) \(h(b)+h(c)=0\). As a first step, we argue that there is a one-to-one correspondence between triangles in the constructed instance and pseudo-solutions.

Lemma 5.24 (Pseudo-Solutions Are Triangles). The labels \(a, b, c\) of any triangle in the constructed instance form a pseudo-solution. Moreover, for every pseudosolution \(a, b, c\) there are at most six triangles in the instance labeled with \(a, b, c\).

Proof. \(>\) The first claim is easy: By construction, the edge labels \(a, b, c\) of any triangle \((x, y, z)\) (in fact, of any closed walk) must satisfy that \(h(a)+h(b)+h(c)=0\). By definition, \(a, b, c\) constitutes a pseudo-solution.

For the other direction, let \(a, b, c\) be a pseudo-solution. There are six ways to assign the edge labels to the edge parts; we will focus on one case and prove that there is a unique triangle \((x, y, z) \in X \times Y \times Z\) where \((x, y)\) is labeled with \(a,(y, z)\) is labeled with \(b\), and \((z, x)\) is labeled with \(c\). Writing \(x=\left(x_{1}, x_{2}, 0\right), y=\left(y_{1}, 0, y_{3}\right)\) and \(z=\left(0, z_{2}, z_{3}\right)\), we obtain the following constraints:
\[
\begin{aligned}
y_{1} & =x_{1}+h_{1}(a) & 0 & =x_{2}+h_{2}(a) \\
0 & =y_{1}+h_{1}(b) & z_{2} & =h_{2}(b) \\
x_{1} & =h_{1}(c) & x_{2} & =z_{2}+h_{2}(c)
\end{aligned} \begin{aligned}
y_{3} & =h_{3}(a) \\
z_{3} & =y_{3}+h_{3}(b) \\
0 & =z_{3}+h_{3}(c)
\end{aligned}
\]

This equation system (with indeterminates \(x_{1}, x_{2}, y_{1}, y_{3}, z_{2}, z_{3}\) ) is uniquely solvable by \(x_{1}=h_{1}(c), x_{2}=-h_{2}(a), y_{1}=-h_{1}(b), y_{3}=h_{3}(a), z_{2}=h_{2}(b), z_{3}=-h_{3}(c) .4\)

By this characterization it is easy to complete the reduction: By listing all triangles in the constructed instance, in particular we list all pseudo-solutions of the 3-SUM instance. We check whether one of these pseudo-solutions forms a proper solution and return "yes" in this and only this case. Moreover, we obtain the following bound on the number of triangles in the constructed instance:
Lemma 5.25 (Number of Triangles). Either we can find a 3-SUM solution in time \(\widetilde{O}\left(\left|G^{\prime}\right|^{3} / n\right)\), or the expected number of triangles in the constructed instance is \(O\left(n^{3}\left|G^{\prime}\right|^{-3}\right)\).

Proof. By the previous lemma, the number of triangles is bounded by six times the number of pseudo-solutions. First, focus on a pseudo-solution \(a, b, c\) that is not a proper solution (i.e., \(a+b+c \neq 0\) ). The probability that \(h(a)+h(b)+h(c)=0\), or equivalently that \(h(a+b+c)=0\), is at most \(\left|G^{\prime}\right|^{-3}\). It follows that the expected number of non-proper pseudo-solutions is at most \(n^{3}\left|G^{\prime}\right|^{-3}\).

Next, focus on the proper solutions. We distinguish two cases: On the one hand, if there are at most \(n^{3}\left|G^{\prime}\right|^{-3}\) proper solutions, then the total number of pseudo-solutions and therefore the total number of triangles is \(O\left(n^{3}\left|G^{\prime}\right|^{-3}\right)\), as claimed. On the other hand, if there are at least \(n^{3}\left|G^{\prime}\right|^{-3}\) solutions, then it suffices to sample \(\widetilde{O}\left(n^{2} /\left(n^{3}\left|G^{\prime}\right|^{-3}\right)\right)=\widetilde{O}\left(\left|G^{\prime}\right|^{3} / n\right)\) pairs \((a, b) \in A^{2}\) to detect at least one 3-SUM solution \((a, b,-(a+b)) \in A^{3}\) with high probability.

Finally, the instance can be constructed in time \(O\left(n\left|G^{\prime}\right|\right)\) as follows: We precompute the hash values \(h_{1}(a), h_{2}(a), h_{3}(a)\) for all \(a \in A\). For each vertex in the instance, say, \(x=\left(x_{1}, x_{2}, 0\right)\), we then check only those \(a\) 's with hash values satisfying \(x_{2}+h_{2}(a)=0\) (or \(x_{1}-h_{1}(a)=0\) ) and add the respective edges.

\subsection*{5.5.2 Counting the Number of \(\boldsymbol{k}\)-Cycles}

The most interesting part in our setting is to bound the number of \(k\)-cycles in the constructed instance (for \(k \geq 4\) ). To this end, we introduce some notation. We say
that a length- \(k\) walk is labeled by \(a_{1}, \ldots, a_{k}\) whenever the edges in the walk are labeled with \(\pm a_{1}, \ldots, \pm a_{k}\). More specifically, we fix an order of the vertex parts (say the clockwise order is \(X, Y, Z\) ) and require that the edge in the \(i\)-th step is labeled with \(a_{i}\) if the walk takes a step in clockwise direction (that is, from \(X\) to \(Y\), from \(Y\) to \(Z\) or from \(Z\) to \(X\) ) and labeled with \(-a_{i}\) if the walk takes a step in counterclockwise direction (that is, from \(Y\) to \(X, X\) to \(Z\) or from \(Z\) to \(Y\) ). For example, the walk \(a_{1},-a_{2}, a_{3}, a_{4}\) for elements \(a_{1}, a_{2}, a_{3}, a_{4} \in A\) takes one step in clockwise direction, takes one step in counter-clockwise direction (to the same part where it started from) and takes two more steps in clockwise direction. Here we assume for simplicity that \(A\) and \(-A\) are disjoint, so that the label of a walk uniquely determines its directions. \({ }^{37}\)

We distinguish between two types of \(k\)-cycles: A \(k\)-cycle labeled with \(a_{1}, \ldots, a_{k}\) is called a pseudo-k-cycle if \(a_{1}+\cdots+a_{k} \neq 0\), and a zero- \(k\)-cycle otherwise. The analysis differs for these two types of cycles: For pseudo- \(k\)-cycles we can exploit more randomness since all labels \(a_{1}, \ldots, a_{k}\) can be expected to produce independent hash values \(h\left(a_{1}\right), \ldots, h\left(a_{k}\right)\). For zero-k-cycles, one of the hash values is determined by the others and we therefore have a smaller degree of independence. But we have the advantage that the 3-SUM instance has small additive energy, and therefore the number of solutions to \(a_{1}+\cdots+a_{k}=0\) is small.

Lemma 5.26 (Rate of Zero-k-Cycles). Fix a vertex \(v\) and labels \(a_{1}, \ldots, a_{k} \in \pm\) satisfying \(a_{1}+\cdots+a_{k}=0\). Then there is a cycle starting from and ending at \(v\) labeled with \(a_{1}, \ldots, a_{k}\) with probability at most \(\left|G^{\prime}\right|^{-s}\), where \(s=\operatorname{dim}\left\langle a_{1}, \ldots, a_{k}\right\rangle\).

Proof. - First observe that any walk with labels \(a_{1}+\cdots+a_{k}=0\) that starts at \(v\) also ends at \(v\). We therefore bound the probability that there is a walk starting from \(v\) which is labeled with \(a_{1}, \ldots, a_{k}\) by \(\left|G^{\prime}\right|^{-s}\). The proof is by induction on \(k\). For the base \(k=0\) we have \(s=0\) and can trivially bound the probability by 1 .

For the inductive case assume that \(k \geq 1\). By induction, there is a walk of length \(k-1\) with probability at most \(\left|G^{\prime}\right|^{s^{\prime}}\) where \(s^{\prime}=\operatorname{dim}\left\langle a_{1}, \ldots, a_{k-1}\right\rangle\). We distinguish two cases: If \(s^{\prime}=s\), then we are done. If \(s^{\prime}=s-1\) (which is indeed the only other case), then the vector \(a_{k}\) is linearly independent from \(a_{1}, \ldots, a_{k-1}\) and thus the random variable \(h\left(a_{k}\right)\) is independent from the other random variables \(h\left(a_{1}\right), \ldots, h\left(a_{k-1}\right)\). Now suppose that the walk after \(k-1\) steps has reached some vertex, say, \(x=\left(x_{1}, x_{2}, 0\right)\) and we move in clockwise direction. Then the target vertex \(y=\left(y_{1}, 0, y_{3}\right)\) is uniquely determined by \(y_{1}=x_{1}+h_{1}\left(a_{k}\right)\) and \(y_{3}=h_{3}\left(a_{k}\right)\). In addition, we induce the constraint \(0=x_{2}+h_{2}\left(a_{k}\right)\) which is satisfied with probability at most \(\left|G^{\prime}\right|^{-1}\). By the aforementioned independence, the total probability is at most \(\left|G^{\prime}\right|^{-s^{\prime}}\left|G^{\prime}\right|^{-1}=\left|G^{\prime}\right|^{-s}\). 4

Lemma 5.27 (Rate of Pseudo-k-Cycles). Fix \(a\) vertex \(v\) and labels \(a_{1}, \ldots, a_{k} \in \pm A\) satisfying \(a_{1}+\cdots+a_{k} \neq 0\). Then there is a cycle starting from and ending at \(v\) labeled with \(a_{1}, \ldots, a_{k}\) with probability at most \(\left|G^{\prime}\right|^{-s-2}\), where \(s=\operatorname{dim}\left\langle a_{1}, \ldots, a_{k}\right\rangle\).

The proof of this lemma is a bit more involved than the previous one. Our strategy is to prove the following more technical generalization (see Lemma 5.28). The proof of Lemma 5.27 then follows by setting \(a_{0}=a_{1}+\cdots+a_{k}\). Indeed, any cycle labeled with \(a_{1}, \ldots, a_{k}\) is in particular a walk and because it is closed we must have \(h\left(a_{1}\right)+\cdots+h\left(a_{k}\right)=0\).

Lemma 5.28. Fix a vertex \(v\) and labels \(a_{1}, \ldots, a_{k} \in \pm A\) and any non-zero \(a_{0} \in G\). Then the probability of the combined events (i) there is a walk starting from \(v\) labeled with \(a_{1}, \ldots, a_{k}\) and (ii) \(h\left(a_{0}\right)=0\), is at most \(\left|G^{\prime}\right|^{-s-2}\), where \(s=\operatorname{dim}\left\langle a_{0}, a_{1}, \ldots, a_{k}\right\rangle\).

Proof. - The proof is by induction on \(k\). We start with the base case \(k=0\). Since we assume that \(a_{0} \neq 0\), we have that \(s=\left\langle a_{0}\right\rangle=1\). Moreover, the probability that \(h\left(a_{0}\right)=0\) is exactly \(\left|G^{\prime}\right|^{-3}\).

Next consider the inductive case \(k \geq 1\), and let \(s^{\prime}=\operatorname{dim}\left\langle a_{0}, \ldots, a_{k-1}\right\rangle\). If \(s^{\prime}=s\), then we are done by induction. Otherwise, we have \(s^{\prime}=s-1\) and \(a_{k}\) is linearly independent from the other vectors \(a_{0}, \ldots, a_{k-1}\). Suppose that after \(k-1\) steps the
\({ }^{37}\) More generally, we should use pairs \(\left(s_{i}, a_{i}\right)\) with \(s_{i}= \pm 1\) and \(a_{i} \in A\) to label paths, but we stick to the simpler version described in the text.
walk has reached some vertex, say \(z=\left(0, z_{2}, z_{3}\right)\), and we are moving in counterclockwise direction. Then the target vertex \(y=\left(y_{1}, 0, y_{3}\right)\) is uniquely determined by \(y_{1}=h_{1}\left(a_{k}\right)\) and \(y_{3}=z_{3}+h_{3}\left(a_{k}\right)\), but moving to \(y\) is only possible if the new constraint \(0=z_{2}+h_{2}\left(a_{k}\right)\) is satisfied. This constraint is satisfied with probability \(\left|G^{\prime}\right|^{-1}\) and since \(h\left(a_{k}\right)\) is independent from the randomness in previous steps, the overall probability is at most \(\left|G^{\prime}\right|^{-s-1} \cdot\left|G^{\prime}\right|^{-1} \leq\left|G^{\prime}\right|^{-s-2}\).

Lemma 5.29 (Number of \(k\)-Cycles). For any constant \(k \geq 4\), the expected number of \(k\)-cycles in the constructed instance is \(O\left(E(A) \cdot n^{k-4}\left|G^{\prime}\right|^{-k+3}+n^{k-2}\left|G^{\prime}\right|^{-k+4}+n^{k}\left|G^{\prime}\right|^{-k}\right)\).

Proof. \(>\) We first compute the expected number of pseudo-k-cycles:
\[
\begin{aligned}
& \sum_{\substack{a_{1}, \ldots, a_{k} \in \pm A \\
a_{1}+\ldots+a_{k} \neq 0}} \sum_{v \in V} \mathbf{P}\left(\exists \text { cycle starting from and ending at } v \text { labeled with } a_{1}, \ldots, a_{k}\right) \\
& \leq \sum_{s=0}^{k} \sum_{\substack{a_{1}, \ldots, a_{k} \in \in A \\
a_{1}+\ldots+a_{k}+0 \\
\text { dim }}} \sum_{v \in V}\left|G^{\prime}\right|^{-s-2} \\
& \leq \sum_{s=0}^{k} O\left(\left.n^{s} \cdot\left|G^{\prime}\right| G^{\prime}\right|^{2} \cdot\left|G^{\prime}\right|^{-s-2}\right) \\
& \quad=O\left(n^{k}\left|G^{\prime}\right|^{-k}\right) .
\end{aligned}
\]

Here, for the first inequality we have applied Lemma 5.27 and we have bounded the number of tuples \(\left(a_{1}, \ldots, a_{k}\right)\) with \(\operatorname{dim}\left\langle a_{1}, \ldots, a_{k}\right\rangle=s\) by \(O\left(n^{s}\right)\) (indeed, after fixing \(s\) linearly independent vectors from \(\pm A\), each remaining vector can be expressed as one out of \(p^{k} \leq O(1)\) possible linear combinations).

Next, we compute the number of zero- \(k\)-cycles:
\[
\begin{aligned}
& \sum_{\substack{a_{1}, \ldots, a_{k} \in \pm A \\
a_{1}+\cdots+a_{k}=0}} \sum_{v \in V} \mathbf{P}\left(\exists \text { cycle starting from and ending at } v \text { labeled with } a_{1}, \ldots, a_{k}\right) \\
& \leq \sum_{s=0}^{k-1} \sum_{\substack{ \\
a_{1}, \ldots, a_{k} \in \pm A \\
a_{1}+\cdots+a_{k}=0 \\
\operatorname{dim}\left\langle a_{1}, \ldots, a_{k}\right\rangle=s}} \sum_{v \in V}\left|G^{\prime}\right|^{-s} \\
& =\sum_{\substack{a_{1}, \ldots, a_{k} \in \pm A \\
a_{1}+\cdots+a_{k}=0}} \sum_{v \in V}\left|G^{\prime}\right|^{-k+1}+\sum_{s=0}^{k-2} \sum_{\substack{a_{1}, \ldots, a_{k} \in \pm A \\
a_{1}+\cdots+a_{k}=0 \\
\operatorname{dim}\left\langle a_{1}, \ldots, a_{k}\right\rangle=s}} \sum_{v \in V}\left|G^{\prime}\right|^{-s} \\
& \leq O\left(E(A) \cdot n^{k-4} \cdot\left|G^{\prime}\right|^{2} \cdot\left|G^{\prime}\right|^{-k+1}\right)+\sum_{\substack{s=0}} O\left(n^{s} \cdot\left|G^{\prime}\right|^{2} \cdot\left|G^{\prime}\right|^{-s}\right) \\
& =O\left(E(A) \cdot n^{k-4}\left|G^{\prime}\right|^{-k+3}+n^{k-2}\left|G^{\prime}\right|^{-k+4}\right) .
\end{aligned}
\]

For the first inequality we applied Lemma 5.26. For the second inequality, we have bounded the number of tuples \(a_{1}, \ldots, a_{k}\) with \(\operatorname{dim}\left\langle a_{1}, \ldots, a_{k}\right\rangle=s\) by \(O\left(n^{s}\right)\) as before. In addition, we have bounded the number of solutions \(a_{1}, \ldots, a_{k} \in \pm A\) to the linear equation \(a_{1}+\cdots+a_{k}=0\) using Lemma 5.11 by \(E(A) \cdot|A|^{k-4}\). 4

We can use the previous lemmas to bound the number of \(k\)-cycles for any constant \(k\) (but simultaneously for all \(k \geq 4\) ). Using the following trick by [130] which states that the number of \(k\)-cycles is determined by the number of 4 -cycles, we can obtain this stronger claim.

Lemma 5.30 (Relation of \(\boldsymbol{k}\)-Cycles and 4-Cycles, [130]). Let \(G\) be an undirected graph with maximum degree \(d\). For any \(k \geq 4\), it holds that \(C_{k}(G) \leq d^{k-4} \cdot C_{4}(G)\), where \(C_{k}(G)\) is the number of length-k closed walks in \(G\).

Proof. Let \(A\) be the adjacency matrix of \(G\). As \(G\) is undirected, the matrix \(A\) is symmetric and its eigenvalues \(\lambda_{1}, \ldots, \lambda_{n}\) are real. By the Gershgorin circle theorem, all eigenvalues are equal to some diagonal entry \(A[i, i]=0\) up to additive error \(\sum_{j \neq i}|A[i, j]| \leq d\). In particular, all eigenvalues have magnitude at most \(d\).

Observe that \(C_{k}(G)=\operatorname{tr}\left(A^{k}\right)=\sum_{i=1}^{n} \lambda_{i}^{k}\). It follows that
\[
C_{k}(G)=\sum_{i=1}^{n} \lambda_{i}^{k} \leq d^{k-4} \cdot \sum_{i=1}^{n}|\lambda|^{4}=d^{k-4} \cdot \sum_{i=1}^{n} \lambda^{4}=d^{k-4} \cdot C_{4}(G)
\]

\subsection*{5.5.3 Making the Graph Regular}

The next step is to enforce the assumption that the constructed is \(\Theta(r)\)-regular, where \(r=2 n /\left|G^{\prime}\right|\). To this end, we first analyze the expected degrees in the instance constructed in the previous Section 5.5.1.

Lemma 5.31. Fix a vertex \(v\). Then \(\mathbf{E}(\operatorname{deg}(v))=r \pm O(1)\) and \(\operatorname{Var}(\operatorname{deg}(v)) \leq O(r)\).
Proof. \(\rightarrow\) Focus on an arbitrary vertex, say, \(x=\left(x_{1}, x_{2}, 0\right) \in X\) (the proof is similar for vertices in \(Y\) and \(Z\) ). We write \(\operatorname{deg}(x)=\operatorname{deg}_{Y}(x)+\operatorname{deg}_{Z}(x)\), where \(\operatorname{deg}_{Y}(x)\) denotes the number of edges from \(x\) to \(Y\), and \(\operatorname{deg}_{Z}(x)\) denotes the number of edges from \(x\) to \(Z\). We focus on the analysis of \(\operatorname{deg}_{Y}(x)\), the same treatment applies to \(\operatorname{deg}_{Z}(x)\). For each edge label \(a\), there is only a unique candidate \(y=\left(y_{1}, 0, y_{3}\right) \in Y\) which is reachable by an edge from \(x\) (indeed, \(y_{1}\) and \(y_{3}\) are determined by \(x_{1}\) and \(a\) ). There is an edge to that unique candidate \(y\) if and only if \(x_{2}+h_{2}(a)=0\). Therefore, the expected degree is:
\[
\mathbf{E}\left(\operatorname{deg}_{Y}(x)\right)=\sum_{a \in A} \mathbf{P}\left(x_{2}+h_{2}(a)=0\right)=n\left|G^{\prime}\right|^{-1} \pm O(1) .
\]
(The \(\pm O\) (1) term stems from the element 0 which may or may not be present in \(A\) but always hashes to 0 under a linear hash function.) To bound the variance, we compute
\[
\begin{aligned}
\operatorname{Var} & \left(\operatorname{deg}_{Y}(x)\right) \\
& =\mathbf{E}\left(\operatorname{deg}_{Y}(x)^{2}\right)-\mathbf{E}\left(\operatorname{deg}_{Y}(x)\right)^{2} \\
& \leq\left(\sum_{a, b \in A} \mathbf{P}\left(x_{2}+h_{2}(a)=x_{2}+h_{2}(b)=0\right)\right)-\left(\sum_{a \in A} \mathbf{P}\left(x_{2}+h_{2}(a)=0\right)\right)^{2}
\end{aligned}
\]

To bound the first sum, we consider two cases: Either \(a\) and \(b\) are linearly independent, in which case the random variables \(h_{2}(a)\) and \(h_{2}(b)\) are independent. Or \(a\) and \(b\) are linearly dependent, in which case there are at most \(p n=O(n)\) such pairs (we can pick \(a\) arbitrarily and there are only \(p\) choices for \(b\) in the span \(\langle a\rangle\) ). It follows that:
\[
\begin{aligned}
& \leq O\left(n\left|G^{\prime}\right|^{-1}\right)+\left(\sum_{a, b \in A} \mathbf{P}\left(x_{2}+h_{2}(a)=0\right) \cdot \mathbf{P}\left(x_{2}+h_{2}(b)=0\right)\right) \\
& \quad-\left(\sum_{a \in A} \mathbf{P}\left(x_{2}+h_{2}(a)=0\right)\right)^{2} \\
& =O\left(n\left|G^{\prime}\right|^{-1}\right) .
\end{aligned}
\]

Recall that \(\operatorname{deg}(x)=\operatorname{deg}_{Y}(x)+\operatorname{deg}_{Z}(x)\). Since the random variables \(\operatorname{deg}_{Y}(x)\) and \(\operatorname{deg}_{Z}(x)\) depend on the independent hash functions \(h_{2}\) and \(h_{1}\), the random variables \(\operatorname{deg}_{Y}(x)\) and \(\operatorname{deg}_{Z}(x)\) are independent. It follows that \(\mathbf{E}(\operatorname{deg}(x))\) and \(\operatorname{Var}(\operatorname{deg}(x))\) are as claimed. \(\downarrow\)

Algorithm 5.4. Turns the triangle listing instance from Section 5.5.1 into a \(\Theta(n /|G|)\)-regular graph (by removing some vertices, and listing all triangles involving at least one of the removed vertices).
```

Let $\left(V_{0}, E_{0}\right)$ be the instance constructed in Section 5.5.1
Let $V \leftarrow V_{0}, E \leftarrow E_{0}$ and let $r \leftarrow 2 n /\left|G^{\prime}\right|$
while there is a vertex $v$ in $(V, E)$ with degree $<\frac{1}{4} r$ or $>2 r$ do
Enumerate all pairs of neighbors $u, w \in V$ of $v$ and report $(u, v, w)$ if it is
a triangle
Remove $v$ from $V$ and its incident edges from $E$
return $(V, E)$

```

Given the previous lemma, most vertices in the constructed instance have degree \(\Theta(r)\). However, we want that every vertex has degree \(\Theta(r)\). We will therefore select an (induced) subgraph of the constructed instance, in which the degree bound is satisfied. Note that by selecting a subgraph, we cannot increase the number of \(k\)-cycles, and the analysis from the previous Section 5.5.2 remains intact.

We use the algorithm described in Algorithm 5.4. It is easiest to describe using some terminology: We call a vertex \(v\) high-degree if it has degree more than \(2 r\), low-degree if it has degree less than \(\frac{1}{2} r\) and tiny-degree if it has degree less than \(\frac{1}{8} r\). As long as there is a high-degree or tiny-degree vertex \(v\) in the graph, we remove \(v\) and all its incident edges. In order to not miss the triangles involving the removed vertices \(v\), we list all pairs of neighbors \(u, w\) of \(v\) and report all triangles ( \(u, v, w\) ) found in this way. It is obvious that the remaining graph is \(\Theta(r)\)-regular, and moreover we have not missed any triangle by pruning the graph in this way. It remains to analyze the running time of Algorithm 5.4.

Lemma 5.32 (Running Time of Algorithm 5.4). Algorithm 5.4 runs in expected time \(\widetilde{O}\left(n\left|G^{\prime}\right|\right)\).

Proof. \(\downarrow\) As in Algorithm 5.4, we denote by \(\left(V_{0}, E_{0}\right)\) the graph constructed in Section 5.5.1. We split the analysis in two parts: First, we bound the time spend in iterations removing a high-degree vertex and second, we bound the time spend in iterations removing tiny-degree vertices. Since the running time per iteration is dominated by enumerating all pairs of neighbors of the vertex \(v\) to be removed, we can bound the expected time to remove all high-degree vertices as follows:
\[
\begin{aligned}
\sum_{v \in V_{0}} & \operatorname{deg}(v)^{2} \cdot \mathbf{P}(\operatorname{deg}(v) \geq 2 r) \\
& \leq \sum_{v \in V_{0}} \sum_{i=1}^{\log \left|V_{0}\right|} 2^{2 i+2} r^{2} \cdot \mathbf{P}\left(\operatorname{deg}(v) \geq 2^{i} r\right) \\
& \leq \sum_{v \in V_{0}} \sum_{i=1}^{\log \left|V_{0}\right|} 2^{2 i+2} r^{2} \cdot \mathbf{P}\left(|\operatorname{deg}(v)-\mathbf{E}(\operatorname{deg}(v))| \geq \Omega\left(2^{i} \cdot \operatorname{Var}(\operatorname{deg}(v))\right)\right) \\
& \leq \sum_{v \in V_{0}} \sum_{i=1}^{\log \left|V_{0}\right|} 2^{2 i+2} r^{2} \cdot O\left(\frac{1}{2^{2 i} r}\right) \\
& \leq \sum_{v \in V_{0}} \sum_{i=1}^{\log \left|V_{0}\right|} O(r) \\
& \leq \widetilde{O}\left(n\left|G^{\prime}\right|\right)
\end{aligned}
\]

We now focus on the time spent on iterations removing tiny-degree vertices. Each such iteration runs in time \(O\left(r^{2}\right)\), and we therefore aim to bound the number of iterations. The first step is to show that in the original graph \(\left(V_{0}, E_{0}\right)\), the expected number of edges incident to high-degree or low-degree vertices is at
most \(O(n)\). Indeed, by Chebyshev's inequality and again using the previously obtained bounds, the expected number of edges incident to high-degree vertices is at most
\[
\begin{aligned}
& \sum_{v \in V_{0}} \operatorname{deg}(v) \cdot \mathbf{P}(\operatorname{deg}(v) \geq 2 r) \\
& \quad \leq \sum_{v \in V_{0}} \sum_{i=1}^{\infty} 2^{i+1} r \cdot \mathbf{P}\left(\operatorname{deg}(v) \geq 2^{i} r\right) \\
& \quad \leq \sum_{v \in V_{0}} \sum_{i=1}^{\infty} 2^{i+1} r \cdot \mathbf{P}\left(|\operatorname{deg}(v)-\mathbf{E}(\operatorname{deg}(v))| \geq \Omega\left(2^{i} \cdot \operatorname{Var}(\operatorname{deg}(v))\right)\right) \\
& \quad \leq \sum_{v \in V_{0}} \sum_{i=1}^{\infty} 2^{i+1} r \cdot O\left(\frac{1}{2^{2 i} r}\right) \\
& \quad \leq \sum_{v \in V_{0}} O(1) \\
& \quad=O\left(\left|G^{\prime}\right|^{2}\right) .
\end{aligned}
\]

Using the same idea we can bound the number of edges incident to low-degree vertices by \(O\left(\left|G^{\prime}\right|^{2}\right)\), too. Moreover, we can bound the numbers \(L\) and \(H\) of lowdegree and high-degree vertices in the original graph by \(L, H=O\left(\left|G^{\prime}\right|^{2} / r\right)\).

We now again turn to Algorithm 5.4 and bound the number of iterations. There are up to \(H\) iterations removing the high-degree vertices, and the remaining iterations remove tiny-degree vertices. However, observe after removing \(e\) edges from the original graph, we can create at most \(L+6 e / r\) tiny-degree vertices: Up to \(L\) vertices which are low-degree in the original graph plus at most \(2 e /\left(\frac{1}{2} r-\frac{1}{8} r\right) \leq 6 e / r\) vertices which were not low-degree in the original graph but which turned tinydegree by losing edges. Since every iteration removing a tiny-degree vertex removes at most \(\frac{1}{4} r\) edges, the total number of edges removed after \(i\) iterations is at most \(O\left(\left|G^{\prime}\right|^{2}\right)+\frac{i}{4} r\). Consequently, if the algorithm reaches the \(i\)-th iteration, it has witnessed at least \(i-H\) tiny-degree vertices and we therefore have
\[
i-H \leq L+\frac{6 \cdot\left(O\left(\left|G^{\prime}\right|^{2}\right)+\frac{i}{8} r\right)}{r} \leq L+O\left(\left|G^{\prime}\right|^{2} / r\right)+\frac{3 i}{4}
\]

It follows that \(i \leq O\left(L+H+\left|G^{\prime}\right|^{2} / r\right)=O\left(\left|G^{\prime}\right|^{2} / r\right)\), and therefore Algorithm 5.4 runs for at most \(O\left(\left|G^{\prime}\right|^{2} / r\right)\) iterations. Recall that each iteration removing a tiny-degree vertex takes time \(O\left(r^{2}\right)\), and therefore the total time of all iterations removing tiny-degree vertices is \(O\left(\left|G^{\prime}\right|^{2} / r \cdot r^{2}\right)=O\left(n\left|G^{\prime}\right|\right) .4\)

\subsection*{5.5.4 Putting the Pieces Together}

We are ready to prove Theorem 5.1.
Proof of Theorem 5.1. \(>\) Recall that we start from a 3-SUM instance with additive energy \(E(A) \leq O\left(n^{5 / 2}\right)\), by the energy reduction in Theorem 5.6 applied with \(\delta=\frac{1}{2}\). We set \(\left|G^{\prime}\right|=n^{1 / 2}\) (that is, we set \(d^{\prime}=\left\lceil\frac{1}{2} \log _{p}(n)\right\rceil\) and \(G^{\prime}=\mathbf{F}_{p}^{d^{\prime}}\) ) and construct the triangle listing instance ( \(V_{0}, E_{0}\) ) as described in Section 5.5.1. This step takes time \(O\left(n\left|G^{\prime}\right|\right)=O\left(n^{3 / 2}\right)\). We then run Algorithm 5.4 as described in Section 5.5.3 to obtain an induced subgraph ( \(V_{1}, E_{1}\) ) which is regular with degree \(\Theta\left(n /\left|G^{\prime}\right|\right)=\Theta\left(n^{1 / 2}\right)\). This step again takes time \(\widetilde{O}\left(n\left|G^{\prime}\right|\right)=O\left(n^{3 / 2}\right)\) in expectation, see Lemma 5.32.

We next bound the (expected) number of \(k\)-cycles for all \(k \geq 3\). By Lemma 5.25, the expected number of triangles in \(\left(V_{0}, E_{0}\right)\) is at most \(O\left(n^{3}\left|G^{\prime}\right|^{-3}\right)\) (alternatively, we can immediately find a 3-SUM solution in time \(\widetilde{O}\left(\left|G^{\prime}\right|^{3} / n\right)=\widetilde{O}\left(n^{1 / 2}\right)\) ). For \(k=4\), by Lemma 5.29 the expected number of 4-cycles in \(\left(V_{0}, E_{0}\right)\) is at most
\[
O\left(E(A) \cdot n^{4-4}\left|G^{\prime}\right|^{-4+3}+n^{4-2}\left|G^{\prime}\right|^{-4+4}+n^{4}\left|G^{\prime}\right|^{-4}\right)=O\left(n^{2}\right)
\]

Using Markov's bound, this number is at most ten times its expected value with probability at least \(\frac{9}{10}\). In this case, for any constant \(k>4\), the number of \(k\)-cycles is at most \(O\left(n^{1 / 2}\right)^{k-4} \cdot O\left(n^{2}\right)=O\left(n^{k / 2}\right)\) by Lemma 5.30.

Now suppose that we can list all triangles in \(\left(V_{1}, E_{1}\right)\) in time \(O\left(n^{2-\epsilon}\right)\). Adding the triangles detected by Algorithm 5.4, we can compute a list of all triangles in ( \(V_{0}, E_{0}\) ). Recall that by Lemma 5.24 , every triangle corresponds to a pseudosolution in the 3-SUM instance. Therefore, it suffices to test whether there exists a proper solution among the pseudo-solutions and to return "yes" in this case. The total expected running time is \(\widetilde{O}\left(n^{3 / 2}+n^{2-\epsilon}\right)\) and we succeed with constant error probability. 4

Listing Hardness in Graphs with Smaller Degrees. For one of our corollaries of the reduction we need denser graphs than the \(\Theta\left(n^{1 / 2}\right)\)-regular graphs constructed before. It is easy to obtain the following generalization of our reduction to graphs which are \(\Theta(r)\)-regular.

Lemma 5.33 (Hardness of Listing Triangles in \(\Theta(r)\)-Regular Graphs). For any \(\epsilon>\) 0 and any parameter \(N^{1 / 2} \leq r \leq N^{1-\Omega(1)}\), there is no \(O\left(\left(N r^{2}\right)^{1-\epsilon}\right)\)-time algorithm listing all triangles in a \(\Theta(r)\)-regular \(N\)-vertex graph which contains as most \(O\left(r^{k}\right)\) \(k\)-cycles for all \(3 \leq k \leq O(1)\), unless the 3-SUM conjecture fails.

Proof. \(\downarrow\) We redo the proof of Theorem 5.1 with a different choice of the group size \(G^{\prime}\). Specifically, start from a 3-SUM instance of size \(n=N^{1 / 2} r\) and with additive energy \(E(A) \leq O\left(n^{5 / 2}\right)\) and set \(\left|G^{\prime}\right|=N^{1 / 2}\). The constructions in Sections 5.5.1 and 5.5.3 construct a graph with at most \(\left|G^{\prime}\right|^{2}=N\) vertices, and the degree of every vertex is \(\Theta\left(n /\left|G^{\prime}\right|\right)=\Theta(r)\). The running time of these steps is bounded by \(\widetilde{O}\left(n\left|G^{\prime}\right|+\left|G^{\prime}\right|^{3} / n\right.\) ) (by Lemmas 5.25 and 5.32 ). By Lemma 5.25 the expected number of triangles is \(O\left(n^{3}\left|G^{\prime}\right|^{-3}\right)=O\left(r^{3}\right)\) and by Lemma 5.29, the expected number of 4-cycles is bounded
\[
\begin{aligned}
& O\left(E(A) \cdot n^{4-4}\left|G^{\prime}\right|^{-4+3}+n^{4-2}\left|G^{\prime}\right|^{-4+4}+n^{4}\left|G^{\prime}\right|^{-4}\right) \\
&=O\left(N^{3 / 4} r^{5 / 2}+N r^{2}+r^{4}\right)=O\left(r^{4}\right)
\end{aligned}
\]

For last step we have used the assumption \(N^{1 / 2} \leq r\). By Lemma 5.30 it follows that the number of \(k\)-cycles is bounded by \(O\left(r^{k}\right)\). Finally, an algorithm in time \(O\left(\left(N r^{2}\right)^{1-\epsilon}\right)\) would imply an algorithm in time \(O\left(n^{2-2 \epsilon}+n\left|G^{\prime}\right|+\left|G^{\prime}\right|^{3} / n\right)\) for the 3-SUM instance we started from. As \(n^{1 / 2} \leq\left|G^{\prime}\right| \leq n^{1-\Omega(1)}\), this is subquadratic and contradicts the 3-SUM conjecture.

All-Edges Triangle. Many reductions starting from triangle listing can be phrased in a nicer way by starting instead from the All-Edges Triangle problem: Given a graph, determine for each edge whether it is part of a triangle. Using our reduction and in addition some known tricks to turn detection algorithms into witnessfinding algorithms, we also obtain the following conditional lower bound:

Lemma 5.34 (Hardness of All-Edges Triangle). For any constant \(\epsilon>0\), there is no \(O\left(n^{2-\epsilon}\right)\)-time algorithm for the All-Edges Triangle problem in \(\Theta\left(n^{1 / 2}\right)\)-regular \(n\) vertex graphs which contain at most \(O\left(n^{k / 2}\right) k\)-cycles for all \(k \geq 3\), unless the 3 -SUM conjecture fails.

\subsection*{5.6 Hardness of 4-Cycle Listing}

This section is devoted to proving the following Theorem 1.12.
Theorem 1.12 (Hardness of Listing 4-Cycles). For any \(\epsilon>0\), there is no algorithm listing all 4-cycles in time \(\widetilde{O}\left(n^{2-\epsilon}+t\right)\) or in time \(\widetilde{O}\left(m^{4 / 3-\epsilon}+t\right)\) (where \(t\) is the number of 4-cycles), unless the 3-SUM conjecture fails.

Algorithm 5.5. The reduction from listing triangles in a \(\Theta\left(n^{1 / 2}\right)\)-regular tripartite graph \(G=(V, E)\) to listing 4-cycles.
```

Randomly split $V$ into $V_{1}, \ldots, V_{s}$
for each $(i, j, \ell) \in[s]^{3}$ do
Let $V_{i, j, \ell}=V_{i} \cup V_{j} \cup V_{\ell}$
Let $G_{i, j, \ell}$ be the graph with vertices $\left\{x_{1}, x_{2}, x_{3}, x_{4}: x \in V_{i, j, \ell}\right\}$ and edges
$\left\{\left(x_{1}, y_{2}\right),\left(x_{2}, y_{3}\right),\left(x_{3}, y_{4}\right):(x, y) \in E\right\}$

```
    Run the fast 4-cycle listing algorithm on \(G_{i, j, \ell}\), and for each 4-cycle of the
        form ( \(x_{1}, y_{2}, z_{3}, x_{4}\) ) report the triangle ( \(x, y, z\) ) (unless already
        reported)

Suppose that for some \(\epsilon>0\), there is an algorithm listing all 4-cycles in a graph in time \(O\left(n^{2-\epsilon}+t\right)\). We give a reduction from listing triangles as described in Theorem 5.1 to listing 4 -cycles. That is, we are given an \(\Theta\left(n^{1 / 2}\right)\)-regular \(n\) vertex graph \(G=(V, E)\) which contains at most \(O\left(n^{2}\right) 4\)-cycles, and the goal is to list \(O\left(n^{3 / 2}\right)\) triangles in subquadratic time. The reduction is summarized in Algorithm 5.5.

The algorithm randomly splits the vertex set into \(s\) groups, and for each triple \((i, j, \ell) \in[s]^{3}\) of groups, constructs a new graph \(G_{i, j, \ell}\). This graph is obtained from \(G\) by copying each vertex \(x\) four times \(x_{1}, x_{2}, x_{3}, x_{4}\), and we add edges \(\left(x_{1}, y_{2}\right),\left(x_{2}, y_{3}\right),\left(x_{3}, y_{4}\right)\) as in the original graph, and additionally add all edges \(\left(x_{1}, x_{4}\right)\). We list all 4-cycles in the graph \(G_{i, j, \ell}\) and for each 4-cycle of the form \(\left(x_{1}, y_{2}, z_{3}, x_{4}\right)\) we report the triangle \((x, y, z)\). Our first claim is that the algorithm correctly reports all triangles in \(G\).

Lemma 5.35 (Correctness of Algorithm 5.5). Algorithm 5.5 correctly lists all triangles in \(G\).

Proof. - First, observe that by the construction of \(G_{i, j, \ell}\) every triple ( \(x, y, z\) ) reported by the algorithm indeed forms a triangle in \(G\). Moreover, each triangle \((x, y, z)\) in \(G\) can be found as the 4 -cycle \(\left(x_{1}, y_{2}, z_{3}, x_{4}\right)\) in a graph \(G_{i, j, \ell}\), where \(x \in V_{i}, y \in V_{j}, z \in Z_{\ell}\). (In addition, there are five other 4-cycles which correspond to \((x, y, z)\).)

Lemma 5.36 (Number of 4-Cycles). The expected total number of 4-cycles across all graphs \(G_{i, j, \ell}\) is at most \(O\left(n^{2} / s+n^{3 / 2}\right)\).

Proof. Each 4-cycle using an edge ( \(x_{1}, x_{4}\) ) must take the form ( \(x_{1}, y_{2}, z_{3}, x_{4}\) ). In this case, \((x, y, z)\) is a triangle in the original graph \(G\). As each triangle appears as a four cycle in all six possible permutations, the contribution from 4-cycles using an edge ( \(x_{1}, x_{4}\) ) is therefore bounded by six times the number of triangles in \(G\). By Theorem 5.1, \(G\) contains at most \(O\left(n^{3 / 2}\right)\) many triangles.

In each graph \(G_{i, j, \ell}\) there are five types of 4-cycles which do not use edges of the form \(\left(x_{1}, x_{4}\right)\), namely \(\left(x_{1}, y_{2}, z_{1}, w_{2}\right),\left(x_{2}, y_{3}, z_{2}, w_{3}\right),\left(x_{3}, y_{4}, z_{3}, w_{4}\right),\left(x_{1}, y_{2}, z_{3}, w_{2}\right)\) and \(\left(x_{2}, y_{3}, z_{4}, w_{3}\right)\). In all five cases, \((x, y, z, w)\) forms a 4 -cycle in the original graph-more specifically, in the subgraph induced by \(V_{i, j, \ell}\). In particular, the contribution of these 4-cycles is five times the number of 4-cycles in \(G\left[V_{i, j, \ell}\right]\). Recall that in \(G\) there are only \(O\left(n^{2}\right) 4\)-cycles, and each 4 -cycle survives only if all of its four vertices are sampled into some set \(V_{i, j, \ell}\). This happens with probability \(s^{3} \cdot s^{-4}=s^{-1}\). Hence, the expected total number of surviving 4-cycles is \(O\left(n^{2} / s\right) .4\)
Lemma 5.37 (Running Time of Algorithm 5.5). For \(s=n^{\epsilon / 4}\), Algorithm 5.5 runs in expected time \(O\left(n^{2-\epsilon / 4}\right)\).

Proof. - The total running time is dominated by the running time of the fast 4-cycle listing algorithm. Assume that this algorithm runs in time \(\widetilde{O}\left(n^{2-\epsilon}+t_{i, j, \ell}\right)\) where \(t_{i, j, \ell}\) is the number of 4 -cycles in the respective instance. By the previous Lemma 5.36

Algorithm 5.6. The reduction from listing triangles in a \(\Theta\left(n^{1 / 2}\right)\)-regular tripartite graph \(G=(X, Y, Z, E)\) to approximate distance oracles with stretch \(k\).
```

Randomly split $X, Y, Z$ into $X_{1}, \ldots, X_{s}, Y_{1}, \ldots, Y_{t}, Z_{1}, \ldots, Z_{s}$
for each $(i, j, \ell) \in[s] \times[t] \times[s]$ do
Let $G_{i, j, \ell}$ be the subgraph of $G$ induced by $X_{i}, Y_{j}, Z_{\ell}$ where all edges
between $X_{i}$ and $Z_{\ell}$ are deleted
Preprocess $G_{i, j, \ell}$ with the approximate distance oracle
for each $(x, z) \in\left(X_{i} \times Z_{\ell}\right) \cap E$ do
Query the distance oracle to get an estimate $\widetilde{d}(x, z)$ satisfying
$d(x, z) \leq \tilde{d}(x, z) \leq k \cdot d(x, z)$
if $\widetilde{d}(x, z) \leq 2 k$ then
for each $y \in Y_{j}$ with $(x, y) \in E$ do
if $(y, z) \in E$ then
Report the triangle $(x, y, z)$

```
we have that \(\sum_{i, j, \ell} t_{i, j, \ell} \leq O\left(n^{2} / s\right)=O\left(n^{2-\epsilon / 4}\right)\). Hence, the total running time of Algorithm 5.5 is
\[
\sum_{i, j, \ell \in[s]} \widetilde{O}\left(n^{2-\epsilon}+t_{i, j, \ell}\right) \leq \widetilde{O}\left(n^{3 \epsilon / 4} \cdot n^{2-\epsilon}\right)+\widetilde{O}\left(n^{2-\epsilon / 4}\right)=\widetilde{O}\left(n^{2-\epsilon / 4}\right) .
\]

Similarly, if the fast 4-cycle listing algorithm runs in time \(\widetilde{O}\left(m^{4 / 3-\epsilon}+t_{i, j, \ell}\right)\), then the running time becomes
\[
\sum_{i, j, \ell \in[s]} \widetilde{O}\left(\left(n^{3 / 2}\right)^{4 / 3-\epsilon}+t_{i, j, \ell}\right) \leq \widetilde{O}\left(n^{3 \epsilon / 4} \cdot n^{2-\epsilon}\right)+\widetilde{O}\left(n^{2-\epsilon / 4}\right)=\widetilde{O}\left(n^{2-\epsilon / 4}\right)
\]

The proof of Theorem 1.12 is complete by Lemmas 5.35 and 5.37. If necessary we can further let the algorithm terminate with high probability in time \(\widetilde{O}\left(n^{2-\epsilon / 4}\right)\) by repeating the reduction \(O(\log n)\) times and interrupting each execution which takes too long.

\subsection*{5.7 Hardness of Distance Oracles}

In this section we prove our conditional hardness results for approximate distance oracles. We start with the stretch-k regime (in Section 5.7.1), followed by the stretch- \(\alpha\) regime for \(2 \leq \alpha<3\) (in Section 5.7.2), and the improved hardness for dynamic approximate distance oracles (in Section 5.7.3).

\subsection*{5.7.1 Stretch \(k\)}

The goal of this section is to prove the following theorem:
Theorem 1.9 (Hardness of Distance Oracles with Stretch \(\boldsymbol{k}\) ). For any integer constant \(k \geq 2\), there is no approximate distance oracle for sparse graphs with stretch \(k\), preprocessing time \(\widetilde{O}\left(m^{1+p}\right)\) and query time \(\widetilde{O}\left(m^{q}\right)\) with \(k p+(k+1) q<1\), unless the 3-SUM conjecture fails.

Assume that we have access to an approximate distance oracle with stretch \(k\), preprocessing time \(\widetilde{O}\left(m^{1+p}\right)\) and query time \(\widetilde{O}\left(m^{q}\right)\). We prove hardness starting from an instance of listing \(O\left(n^{3 / 2}\right)\) triangles in a \(\Theta\left(n^{1 / 2}\right)\)-regular tripartite \(n\)-vertex graph \(G=(X, Y, Z, E)\) which contains at most \(O\left(n^{k^{\prime} / 2}\right) k^{\prime}\)-cycles for all \(k^{\prime} \geq 4\) (that is, we apply Theorem 5.1, and the additional assumption that \(G\) be tripartite is without loss of generality). We let \(s, t \leq n^{1 / 2-\Omega(1)}\) be two parameters to be set later and give the reduction in Algorithm 5.6.

We first arbitrarily split the vertex parts \(X, Y, Z\) into \(s, t\), s many groups \(X_{i}, Y_{j}, Z_{\ell}\), respectively. Then consider all graphs \(G_{i, j, \ell}\) induced by \(X_{i} \cup Y_{j} \cup Z_{\ell}\), where we have deleted all edges between \(X_{i}\) and \(Z_{\ell}\). We preprocess \(G_{i, j, \ell}\) with the distance oracle, and query the oracle for estimates \(d(x, z) \leq \widetilde{d}(x, z) \leqq k \cdot d(x, z)\) for all pairs \((x, z) \in\left(X_{i} \times Z_{\ell}\right) \cap E\). We call a pair \((x, z)\) with estimate \(d(x, z) \leq 2 k\) a candidate pair. The algorithm enumerates all candidate pairs ( \(x, z\) ) and all neighbors \(y\) of \(x\), tests whether ( \(x, y, z\) ) forms a triangle (in the original graph) and reports the triangle in the positive case. It is easy to see that the reduction is correct:

Lemma 5.38 (Correctness of Algorithm 5.6). The reduction in Algorithm 5.6 correctly lists all triangles in the given graph \(G=(X, Y, Z, E)\).

Proof. \(\rightarrow\) First note that whenever the algorithm reports a triangle ( \(x, y, z\) ), we have verified in Lines 5, 8 and 9 that all edges \((x, y),(y, z),(x, z)\) are present.

Next, focus on any triangle ( \(x, y, z\) ) in \(G\); we prove that it is reported by the algorithm. Clearly there exist \(i \in[s], j \in[t], \ell \in[s]\) such that \(x \in X_{i}, y \in Y_{j}, z \in Z_{\ell}\). Focus on the iteration of the loop in Line 2 with \((i, j, \ell)\) and on the iteration of the inner loop in Line 5 with ( \(x, z\) ). The distance oracle is queried to obtain a distance estimate \(\widetilde{d}(x, z) \leq k \cdot d(x, z)\) for the distance of \(x\) and \(z\) in \(G_{i, j, \ell}\). Note that \(x\) and \(z\) are connected by a 2-path via \(y\), hence the distance estimate satisfies \(\widetilde{d}(x, z) \leq 2 k\) (that is, \((x, z)\) is indeed a candidate pair). It follows that we enter the loop in Line 8 and report \((x, y, z)\) in Line 10.4

The more interesting part of the proof is to bound the running time of the reduction. For the analysis, we first analyze the sizes and degrees of the graphs \(G_{i, j, \ell}\). It is easy to see that all bounds are true in expectation, and the high probability bounds follow from Chernoff's bound.

Lemma 5.39 (Size of \(\boldsymbol{G}_{i, j, \ell}\) ). With high probability the following bounds hold for all \((i, j, \ell) \in[s] \times[t] \times[s]:\)
> \(\left|X_{i}\right|,\left|Z_{\ell}\right| \leq O(n / s)\) and \(\left|Y_{j}\right| \leq O(n / t)\).
> \(\left|\left(X_{i} \times Y_{j}\right) \cap E\right|,\left|\left(Y_{j} \times Z_{\ell}\right) \cap E\right| \leq O\left(n^{3 / 2} /\right.\) st \()\) and \(\left|\left(X_{i} \times Z_{\ell}\right) \cap E\right| \leq O\left(n^{3 / 2} / s^{2}\right)\).
\(>\) The degree of any vertex \(x \in X_{i}\) in \(G_{i, j, \ell}\) is \(O\left(n^{1 / 2} / t\right)\).
Lemma 5.40 (Few Candidates). Fix \(i, j, \ell \in[s] \times[t] \times[s]\). In expectation, the number of candidate pairs \((x, z) \in\left(X_{i} \times Z_{\ell}\right) \cap E\) is at most
\[
\widetilde{O}\left(\frac{n^{k+1 / 2}}{s^{k+1} t^{k}}\right)
\]

Proof. Since each candidate pair \((x, z)\) has distance \(d(x, z) \leq 2 k\) in \(G_{i, j, \ell}, x\) and \(z\) must be connected by a path of length \(2 k^{\prime} \leq 2 k\) in \(G_{i, j, \ell}\). It follows that \((x, z)\) is part of a cycle of (odd) length \(2 k^{\prime}+1\) in the induced subgraph \(G\left[X_{i} \cup Y_{j} \cup Z_{\ell}\right]\). So fix any cycle in \(G\) of length \(2 k^{\prime}+1\) which uses exactly one edge between \(X\) and \(Z\). In this case the cycle has exactly \(k^{\prime}+1\) vertices in \(X \cup Z\) and exactly \(k^{\prime}\) vertices in \(Y\). The probability that this cycle is also contained in \(G\left[X_{i} \cup Y_{j} \cup Z_{\ell}\right]\) is therefore at most \((1 / s)^{k^{\prime}+1}(1 / t)^{k^{\prime}}\). Since the total number of \(\left(2 k^{\prime}+1\right)\)-cycles in \(G\) is at most \(O\left(n^{k^{\prime}+1 / 2}\right)\), we obtain the claimed bound on the expected number of candidate pairs \((x, z)\) :
\[
\sum_{k^{\prime}=1}^{k} O\left(\frac{n^{k^{\prime}+1 / 2}}{s^{k^{\prime}+1} t^{k^{\prime}}}\right) \leq O\left(\frac{n^{k+1 / 2}}{s^{k+1} t^{k}}\right)
\]
where the last inequality holds by \(s, t \leq n^{1 / 2}\).
Lemma 5.41 (Running Time of Algorithm 5.6). With high probability, Algorithm 5.6 runs in expected time
\[
\widetilde{O}\left(s^{2} t \cdot\left(\left(\frac{n^{3 / 2}}{s t}\right)^{1+p}+\frac{n^{3 / 2}}{s^{2}} \cdot\left(\frac{n^{3 / 2}}{s t}\right)^{q}+\frac{n^{k+1}}{s^{k+1} t^{k+1}}\right)\right) .
\]

Moreover, if \(k p+(k+1) q<1\) then we can optimize s and \(t\) such that the time bound becomes truly subquadratic.

Proof. \(\downarrow\) We can construct the partitions \(X_{1}, \ldots, X_{s}, Y_{1}, \ldots, Y_{t}\) and \(Z_{1}, \ldots, Z_{s}\) in time \(O(n)\) and prepare the graphs \(G_{i, j, \ell}\) in time \(O\left(n^{3 / 2} s+n^{3 / 2} t\right)\) by a single pass over the edge set.

The algorithm runs for \(s^{2} t\) iterations of the outer loop; focus on one such iteration \(i, j, \ell\). Preprocessing \(G_{i, j, \ell}\) with the distance oracle takes time \(\widetilde{O}\left(\left(n^{3 / 2} / s t\right)^{1+p}\right)\). Then we issue \(O\left(n^{3 / 2} / s^{2}\right)\) queries, each running in time \(\widetilde{O}\left(\left(n^{3 / 2} / s t\right)^{q}\right)\). There are at most \(O\left(n^{k+1 / 2} s^{-k-1} t^{-k}\right)\) candidate pairs in expectation by Lemma 5.40, and only for those we pass the condition Line 7. Executing the inner-most loop in Lines 8 to 10 takes time proportional to the degre of \(x\) in \(G_{i, j, \ell}\), that is, time \(O\left(n^{1 / 2} / t\right)\). Summing all contributions, the expected running time becomes:
\[
\widetilde{O}\left(s^{2} t \cdot\left(\left(\frac{n^{3 / 2}}{s t}\right)^{1+p}+\frac{n^{3 / 2}}{s^{2}} \cdot\left(\frac{n^{3 / 2}}{s t}\right)^{q}+\frac{n^{k+1}}{s^{k+1} t^{k+1}}\right)\right) .
\]

We now prove that if \(k p+(k+1) q<1\), then the running time becomes subquadratic for some appropriate choice of \(s\) and \(t\). Let \(\epsilon>0\) be a small constant to be specified later, and set
\[
\begin{aligned}
& s=n^{1 / 2-\frac{p}{2-2 p-2 q}-\epsilon}, \\
& t=n^{1 / 2-\frac{q}{2-2 p-2 q}-\epsilon .}
\end{aligned}
\]

We analyze the three contributions of the running time in isolation. The first term (i.e., the contribution of the preprocessing time) is
\[
\widetilde{O}\left(n^{2-\frac{p}{2-2 p-2 q}-\epsilon+p\left(1 / 2+\frac{p+q}{2-2 p-2 q}+\epsilon\right)}\right)=\widetilde{O}\left(n^{2-\frac{p}{2-2 p-2 q}-\epsilon+p\left(\frac{1}{2-2 p-2 q}+\epsilon\right)}\right)=\widetilde{O}\left(n^{2-\epsilon(1-p)}\right) .
\]

This is subquadratic for any choice of \(\epsilon>0\) as we assume that \(p<1\). The second term (i.e., the contribution of the query time) similarly becomes subquadratic:
\[
\widetilde{O}\left(n^{2-\frac{q}{2-2 p-2 q}-\epsilon+q\left(1 / 2+\frac{p+q}{2-2 p-2 q}+\epsilon\right)}\right)=\widetilde{O}\left(n^{2-\frac{q}{2-2 p-2 q}-\epsilon+q\left(\frac{1}{2-2 p-2 q}+\epsilon\right)}\right)=\widetilde{O}\left(n^{2-\epsilon(1-q)}\right) .
\]

For the third term (i.e., the contribution of testing all candidate pairs) we obtain the following bound:
\[
\widetilde{O}\left(n^{3 / 2+\frac{p(k-1)}{2-2 p-2 q}+\frac{q k}{2-2 p-2 q}+\epsilon(2 k-1)}\right)=\widetilde{O}\left(n^{3 / 2+\frac{k p+(k-1) q-p-q}{2-2 p-2 q}+\epsilon(2 k-1)}\right)
\]

By the same assumption that \(k p+(k+1) q<1\), the exponent becomes strictly smaller than 2 when ignoring the contribution of \(\epsilon\). Therefore, a sufficiently small choice of \(\epsilon>0\) achieves truly subquadratic running time.

\subsection*{5.7.2 Stretch \(2 \leq \alpha<3\)}

In this section we prove the following theorem:
Theorem 1.10 (Hardness of Distance Oracles with Stretch \(2 \leq \alpha<3\) ). For any \(2 \leq \alpha<3\) and \(\epsilon>0\), in sparse graphs there is no distance oracle with stretch \(\alpha\), query time \(n^{o(1)}\) and preprocessing time \(O\left(m^{1+\frac{2}{1+\alpha}-\epsilon}\right)\), unless the 3-SUM conjecture fails.

We use a powerful gadget which was already used in the conditional space lower bounds by Pătraşcu, Roditti and Thorup [171]: Butterfly graphs. We first define the butterfly graph and then give quick proofs for the properties relevant for our reduction.
```

Algorithm 5.7. The reduction from listing triangles in a $\Theta(r)$-regular tripartite
graph $G=(X, Y, Z, E)$ to approximate distance oracles with stretch $\alpha$.
Randomly split $Y$ into $Y_{1}, \ldots, Y_{t}$
for each $j \in[t]$ do
Let $G_{j}$ be the following graph: Add the vertices $X_{i}$ and $Z_{\ell}$, and add a copy
of the butterfly graph with alphabet $\sigma$ and dimension $d$ for each vertex
in $Y_{j}$. For each $(x, y) \in\left(X \times Y_{j}\right) \cap E$, add an edge from $x$ to a random
vertex in the left layer of the butterfly graph corresponding to $y$, and
similarly for each $(y, z) \in\left(Y_{j} \times Z\right) \cap E$, add an edge from $z$ to a random
vertex in the right layer of the butterfly graph corresponding to $y$
Preprocess $G_{j}$ with the approximate distance oracle
for each $(x, z) \in(X \times Z) \cap E$ do
Query the distance oracle to get an estimate $\widetilde{d}(x, z)$ satisfying
$d(x, z) \leq \widetilde{d}(x, z) \leq \alpha \cdot d(x, z)$
if $\widetilde{d}(x, z) \leq \alpha \cdot(d+2)$ then
for each $y \in Y_{j}$ with $(x, y) \in E$ do
if $(y, z) \in E$ then
Report the triangle $(x, y, z)$

```

Definition 5.42 (Butterfly Graph). The butterfly graph with alphabet \(\sigma\) and dimension \(d\) is the \((d+1)\)-partite graph with vertex sets \([\sigma]^{d} \times[d+1]\), and edges
\[
\left\{\left((s, i),\left(s^{\prime}, i+1\right)\right): s[j]=s^{\prime}[j] \text { for all } j \in[d], j \neq i\right\} .
\]

That is, two vertices \((s, i)\) and \(\left(s^{\prime}, i+1\right)\) are connected by an edge if and only if the length-d string \(s\) equals \(s^{\prime}\) in all positions except \(i\) (where it might be or might not be equal). We call the vertices ( \(s, i\) ) the \(i\)-th layer, and we occasionally call the 1-st layer the left layer and the \((d+1)\)-st layer the right layer.

In particular, we remark that the butterfly graph with alphabet \(\sigma\) and dimension \(d\) has \((d+1) \sigma^{d}\) vertices and \(d \sigma^{d+1}\) edges.

Lemma 5.43 (Butterfly Graph). Focus on the butterfly graph with alphabet \(\sigma\) and dimension \(d\). Then:
> Left to right: The distance from any vertex in the left layer to any vertex in the right layer is exactly d.
> Left to left: The probability that two random vertices in the left layer have distance at most \(2 d-2 \ell\) is at most \(\sigma^{-\ell}\).

Proof. Observe that in the butterfly graph, exactly the edges from the \(i\)-th to the \((i+1)\)-st layer can change the \(i\)-th position of the strings. This makes the first property obvious: For any two vertices \((s, 1)\) and \(\left(s^{\prime}, d+1\right)\), follow the unique path which corrects the mismatches between \(s\) and \(s^{\prime}\) in positions \(1,2, \ldots, d\).

For the second property, let \((s, 1)\) and \(\left(s^{\prime}, 1\right)\) be two random vertices in the left layer, i.e., let \(s\) and \(s^{\prime}\) be random strings in \([\sigma]^{d}\). The distance between \((s, 1)\) and \(\left(s^{\prime}, 1\right)\) is exactly two times the largest \(i\) for which \(s[i] \neq s^{\prime}[i]\), as we have to reach the \(i\)-th layer in the butterfly in order to change \(s[i]\) into \(s^{\prime}[i]\). Hence, they have distance at most \(2 d-2 \ell\) only if \(s\) equals \(s^{\prime}\) in the last \(\ell\) positions. Since \(s\) and \(s^{\prime}\) are random strings, this happens with probability at most \(\sigma^{-\ell} .4\)

With this gadget in mind, we are ready to state the reduction, see Algorithm 5.7. Let \(d=\left\lceil\max \left(32 / \epsilon, \frac{4}{3-\alpha}\right)\right\rceil\). Using Lemma 5.33 we start from a \(\Theta(r)-\) regular \(n\)-vertex graph (for some parameter \(r \geq n^{1 / 2}\) to be fixed later) which contains at most \(O\left(n^{k / 2}\right) k\)-cycles, for all \(k \geq 4\), and will list \(O(n r)\) triangles in time \(O\left(n r^{2-\delta}\right)\). Let \(t \leq r^{1-\Omega(1)}\) be another parameter, and let \(\sigma=r^{1 / d}\).

The reduction is very similar to the one in the previous section, except that we only split the vertex set \(Y\) (in the language of the previous section we have \(s=1\) )
and that we construct the graphs \(G_{j}\) differently: The difference is that we replace every vertex in \(Y_{j}\) by a copy of the butterfly gadget. The edges from \(X\) are connected to a random vertex in the left layer, and the edges from \(Z\) are connected to a random vertex in the right layer. Notice that thereby two vertices \(x, z\) which are connected by a 2-path via some vertex \(y\) in the original graph, are now connected via a ( \(d+2\) )-path which traverses the butterfly gadget from left to right.

We preprocess each graph \(G_{j}\) with the distance oracle, and then query all edges \((x, z) \in(X \times Z) \cap E\) to get a distance estimate \(d(x, z) \leq \widetilde{d}(x, z) \leq \alpha d(x, z)\). We say that a pair \((x, z)\) is a candidate pair if the \(\widetilde{d}(x, z) \leq \alpha(d+2)\). Note that only candidate pairs can be part of a triangle, and we therefore enumerate all candidate pairs \((x, z)\) and all neighbors \(y \in Y_{j}\) of \(x\) and test whether \((x, y, z)\) forms a triangle.

We start to analyze the size of the graphs \(G_{j}\). Note that we have to take care of the additional vertices and edges added by the butterfly gadgets.

Lemma 5.44 (Size of \(\boldsymbol{G}_{\boldsymbol{j}}\) ). With high probability, the following bounds hold for all \(j \in[t]\) : The graph \(G_{j}\) has \(O(n+n r / t)\) vertices and \(O\left(n r^{1+1 / d} / t\right)\) edges, and the degree of any vertex \(x \in X\) is bounded by \(O(r / t)\).

Proof. For the degree bound the butterfly gadgets play no role and the proof is the same as in the last section using Chernoff's bound. For the number of vertices, first recall that with high probability there are \(O(n / t)\) vertices in \(Y_{j}\). Since each vertex in \(Y_{j}\) is replaced by a butterfly graph of size \(O\left(d \sigma^{d}\right)=O(r)\), the bound on the vertices is correct. Moreover, each butterfly graph contributes \(d \sigma^{d+1}=O\left(r^{1+1 / d}\right)\) additional edges and therefore also the bound on the edges is as claimed. 4

Lemma 5.45 (Few Candidates). Fix \(j \in[t]\). In expectation, the expected number of candidate pairs \((x, z) \in(X \times Z) \cap E\) is at most
\[
O\left(\frac{r^{3 d+\frac{3+\alpha}{2}+\frac{4}{d}}}{t^{3 d}}\right)
\]

Proof. \(\downarrow\) First note that there is a natural correspondence between paths from \(x\) to \(z\) in the original graph (which we will call original paths) and paths in the constructed graph \(G_{j}\) which take the shortest route through the butterfly gadgets (which we will call inflated paths).

Observe that any inflated path from \(x\) to \(z\) of length at most \(\alpha \cdot(d+2)\) must be separable into a path which zigzags between \(X\) and the butterfly gadgets, followed by a path which zigzags between the butterfly gadgets and \(Z\). Any other inflated path would pass through at least three butterfly gadgets (once by traveling from \(X\) to \(Z\), once by traveling back to \(X\) and once more by traveling to \(Z\) to reach the final destination \(z\) ) which would require length \(3 d+2\). Since we set \(d>\frac{4}{3-\alpha}\), we have the inequality \(\alpha \cdot(d+2)<3 d+2\) which leads to a contradiction.

Any such inflated path originates from a \(2 k\)-path in the original graph \(G\) (for some \(k \leq 3 d\) ) that first zigzags between \(X\) and \(Y_{j}\), and then zigzags between \(Y_{j}\) and \(Z\). (In particular, for exactly \(k-1\) times the path reaches the vertex part \(Y_{j}\) without crossing to the other side from \(X\) to \(Z\) or vice versa.) Since the edge from \(x\) to \(z\) is also present by assumption, this closes a cycle of length \(2 k+1\) in the original graph.

As we have a good bound on the number of such cycles (namely, \(O\left(r^{2 k+1}\right)\) many), our strategy is to prove that each cycle becomes a short inflated path only with small probability. First of all, any original \(2 k\)-path as the one described survives only with probability at most \(t^{-k}\) in the induced graph \(G\left[X \cup Y_{j} \cup Z\right]\). But even if a path survives, we claim that it leads to a short inflated path only with small probability. Since the path has to traverse \(k-1\) butterfly gadgets from left to left (or right to right), we expect the path to have length \(2 k+d+(k-1) \cdot 2 d\) ( \(2 k\) steps in the original path plus \(d\) steps to cross through one butterfly gadget plus \((k-1) \cdot 2 d\) because of the remaining butterfly gadgets). Using Lemma 5.43,
the probability that it has length at most \(2 k+d+(k-1) \cdot 2 d-2 \ell\) is therefore at most
\[
\sum_{\substack{\ell_{1}, \ldots, \ell_{k-1} \in \mathbf{Z} \\ \ell_{1}+\cdots+\ell_{k-1}=\ell}} \sigma^{-\ell_{1}} \cdot \ldots \cdot \sigma^{-\ell_{k-1}}=\sum_{\substack{\ell_{1}, \ldots, \ell_{k-1} \in \mathbf{Z} \\ \ell_{1}+\cdots+\ell_{k-1}=\ell}} \sigma^{-\ell}=O\left(\sigma^{-\ell}\right) .
\]

Here we hide in the \(O\)-notation a constant which only depends on \(k\) and \(\ell\), both of which are functions of \(d\) and thereby constants for us.

Hence, for \(\ell=\left\lfloor k+\frac{d}{2}+(k-1) d-\frac{\alpha \cdot(d+2)}{2}\right\rfloor\) the probability that the inflated path has length at most \(\alpha \cdot(d+2) \leq 2 k+d+(k-1) \cdot 2 d-2 \ell\) is at most
\[
\begin{aligned}
& O\left(\sigma^{-\ell}\right) \\
& \quad \leq O\left(\sigma^{-k-\frac{d}{2}-(k-1) d+\frac{\alpha \cdot(d+2)}{2}+1}\right) \\
& \quad \leq O\left(\sigma^{-d\left(\frac{1}{2}+k-1-\frac{\alpha}{2}\right)+4}\right) \\
& \quad \leq O\left(\sigma^{-d\left(k-\frac{\alpha+1}{2}\right)+4}\right) \\
& \quad \leq O\left(r^{-k+\frac{\alpha+1}{2}+\frac{4}{d}}\right) .
\end{aligned}
\]

By combining the arguments from the previous paragraphs, we obtain that each \(2 k+1\) cycle survives only with probability \(t^{-k}\) and (independently) becomes a short inflated path with probability at most \(O\left(r^{-k+\frac{\alpha+1}{2}+\frac{4}{d}}\right)\). Since the total number of \((2 k+1)\)-cycles in the original graph is \(O\left(r^{2 k+1 / 2}\right)\), we obtain the claimed bound on the expected number of candidate pairs:
\[
O\left(\sum_{k=2}^{3 d} \frac{r^{2 k+1} r^{-k+\frac{\alpha+1}{2}+\frac{4}{d}}}{t^{k}}\right)=O\left(\sum_{k=2}^{3 d} \frac{r^{k+\frac{3+\alpha}{2}+\frac{4}{d}}}{t^{k}}\right) \leq O\left(\frac{r^{3 d+\frac{3+\alpha}{2}+\frac{4}{d}}}{t^{3 d}}\right) .
\]

For the last inequality we have used that \(t \leq r\).
Proof of Theorem 1.10. We pick \(r=n^{\frac{2}{1+\alpha} \cdot(1-\delta)}\) and \(t=r^{1-\gamma}\), for some \(\gamma, \delta>0\) to be picked later. Recall that we set \(d=\left\lceil\max \left(32 / \epsilon, \frac{4}{3-\alpha}\right)\right\rceil\) and \(\sigma=r^{1 / d}\). The correctness proof should be clear from the in-text explanations. It remains to analyze the running time with respect to this choice of parameters. Recall that we aim for a running time of the form \(\left(n r^{2}\right)^{1-\Omega(1)}\).

First, consider the contribution of querying the distance oracle: Issuing \(O(t n r)\) queries, each running in subpolynomial time, takes time \(O\left(n r^{2-\gamma+o(1)}\right)\). Next, consider the contribution of explicitly testing whether an edge \((x, z)\) is part of a triangle, that is, the running time of the inner-most loop Line 8. By the previous lemma we pass the condition in Line 7 at most
\[
t \cdot O\left(\frac{r^{3 d+\frac{3+\alpha}{2}+\frac{4}{d}}}{t^{3 d}}\right)
\]
times and each call runs in time \(O(r / t)\). Therefore, the total time for this step becomes
\[
\begin{aligned}
t \cdot O & \left(\frac{r^{3 d+\frac{3+\alpha}{2}+\frac{4}{d}}}{t^{3 d}} \cdot \frac{r}{t}\right) \\
& =O\left(r^{\frac{1+\alpha}{2}} \cdot r^{2+3 d \gamma+\frac{4}{d}}\right) \\
& =O\left(n^{1-\delta} r^{2+3 d \gamma+\frac{4}{d}}\right) \\
& =O\left(n r^{2+3 d \gamma+\frac{4}{d}-\delta}\right) .
\end{aligned}
\]

Finally, we need to consider the preprocessing time of the distance oracles. Recall that each graph \(G_{j}\) has \(O(n r / t)\) vertices and \(O\left(n r^{1+1 / d} / t\right)\) edges. Assuming that the

Algorithm 5.8. The reduction from listing triangles in a \(\Theta\left(n^{1 / 2}\right)\)-regular tripartite graph \(G=(X, Y, Z, E)\) to dynamic approximate distance oracles with stretch \(2 k-1\).
```

Randomly split $Y, Z$ into $Y_{1}, \ldots, Y_{t}, Z_{1}, \ldots, Z_{s}$
for each $(j, \ell) \in[t] \times[s]$ do
Let $G_{j, \ell}$ be the subgraph of $G$ induced by $Y_{j} \cup Z_{\ell}$, where we subdivide each
edge into a path of length $10 k$ (equivalently, think of this path as an
edge of weight 10 k ), and add an isolated vertex $v$
Preprocess $G_{j, \ell}$ with the dynamic approximate distance oracle (i.e., add
the edges one by one)
for each $x \in X$ do
Add an edge $(v, y)$ for each neighbor $y \in Y_{j}$ of $x$
for each $z \in Z_{\ell}$ with $(x, z) \in E$ do
Query the distance $d(v, z) \leq \widetilde{d}(v, z) \leq(2 k-1) \cdot d(v, z)$
if $\widetilde{d}(v, z) \leq(2 k-1) \cdot(10 k+1)$ then
for each $y \in Y_{j}$ with $(x, y) \in E$ do
if $(y, z) \in E$ then
Report the triangle $(x, y, z)$
Delete all edges incident to $v$

```
preprocesing time of the distance oracle is \(O\left(m^{1+\frac{2}{1+\alpha}-\epsilon}\right)\) as in the theorem statement, the total preprocessing time is bounded by
\[
\begin{aligned}
t \cdot O & \left(\left(\frac{n r^{1+1 / d}}{t}\right)^{1+\frac{2}{1+\alpha}-\epsilon}\right) \\
& \leq O\left(r\left(n r^{1 / d+\gamma}\right)^{1+\frac{2}{1+\alpha}-\epsilon}\right) \\
& \leq O\left(r^{1+\left(\frac{1}{d}+\gamma\right) \cdot\left(1+\frac{2}{1+\alpha}-\epsilon\right)} n^{1+\frac{2}{1+\alpha}-\epsilon}\right) \\
& \leq O\left(r^{1+\frac{2}{d}+2 \gamma} r^{\frac{1}{1-\delta}} n^{1-\epsilon}\right) \\
& \leq O\left(r^{2+\frac{2}{d}+2 \gamma+2 \delta-\epsilon} n\right)
\end{aligned}
\]

We pick \(\delta=\epsilon / 4, d=\left\lceil\max \left(32 / \epsilon, \frac{4}{3-\alpha}\right)\right\rceil\) (as announced before), and let \(\gamma>0\) be tiny enough. Then both contributions to the running time become \(O\left(n r^{2-\Omega(1)}\right)\). This contradicts the 3-SUM hypothesis by Lemma 5.33.

\subsection*{5.7.3 Dynamic Distance Oracles}

In contrast to the previous sections, we now consider dynamic distance oracles. That is, we expect the distance oracle to compute distance estimates while the graph undergoes edge insertions and deletions.

Theorem 1.11 (Hardness of Dynamic Distance Oracles). For any integer constant \(k \geq 2\), there is no dynamic approximate distance oracle with stretch \(2 k-1\), update time \(O\left(m^{u}\right)\) and query time \(O\left(m^{q}\right)\) with \(k u+(k+1) q<1\), unless the 3-SUM conjecture fails.

We again prove the theorem by a reduction from listing \(O\left(n^{3 / 2}\right)\) triangles in a \(\Theta\left(n^{1 / 2}\right)\)-regular \(n\)-vertex graph \(G=(X, Y, Z, E)\) which contains at most \(O\left(n^{k^{\prime} / 2}\right)\) \(k^{\prime}\)-cycles for all \(k^{\prime} \geq 4\) (that is, we use the conditional hardness result from Theorem 5.1).

Let \(s, t \leq n^{1 / 2-\Omega(1)}\) be two parameters. The reduction is given in Algorithm 5.8. Our analysis is very similar to the analysis in the previous two sections, and we will therefore omit some details. It is easy to prove that the algorithm reports all triangles in \(G\) and is therefore correct. The critical part is to analyze the running time. To this end, we first check the size of the graphs \(G_{j, \ell}\). Note that the number
of vertices in \(G_{j, \ell}\) is dominated by the vertices edges added to the graph by the subdivision of edges into paths.

Lemma 5.46 (Size of \(\boldsymbol{G}_{i, j}\) ). With high probability the following bounds hold for all \((j, \ell) \in[t] \times[s]:\)
> The graph \(G_{j, \ell}\) has \(O\left(n^{3 / 2} / s t\right)\) vertices and edges.
> The degree of any vertex \(z \in Z_{\ell}\) in \(G_{j, \ell}\) is \(O\left(n^{1 / 2} / t\right)\).
We call a pair \((x, z)\) a candidate pair if, in the \(x\)-iteration of the loop in Line 5, the distance estimate \(\widetilde{d}(v, z)\) satisfies \(\widetilde{d}(v, z) \leq(2 k-1)(10 k+1)\). That is, the condition in Line 9 is satisfied only for candidate pairs.
Lemma 5.47 (Few Candidates). Fix \(j, \ell \in[t] \times[s]\). In expectation, the number of candidate pairs \((x, z) \in\left(X \times Z_{\ell}\right) \cap E\) is at most
\[
O\left(\frac{n^{k+1 / 2}}{s^{k} t^{k}}\right)
\]

Proof. \(\rightarrow\) Focus on a candidate pair \((x, z)\). There must be a neighbor \(y \in Y_{j}\) of \(X\) (in the original graph) such that \(y\) and \(z\) have distance \(d(y, z) \leq(2 k-1)(10 k+1)-1\) in \(G_{j, \ell}\). A shortest \(y\)-z-path can therefore zigzag at most \(2 k-1\) times between \(Y_{j}\) and \(Z_{\ell}\), as otherwise it would have length at least \(2 k \cdot 10 k>(2 k-1)(10 k+1)-1\).

Therefore, any candidate pair \((x, z)\) is part of a cycle of length at most \(2 k^{\prime}+1 \leq\) \(2 k+1\) in the original graph \(G\). For fixed \(j, \ell\), the probability that any \(\left(2 k^{\prime}+1\right)\)-cycle survives in the induced subgraph \(G\left[X \cup Y_{j} \cup Z_{\ell}\right]\) is at most \(s^{-k^{\prime}} t^{-k^{\prime}}\). Therefore, using that in \(G\) there are at most \(O\left(n^{k^{\prime}+1 / 2}\right)\) cycles of length \(2 k^{\prime}+1\), we obtain the claimed bound on the number of candidate pairs:
\[
\sum_{k^{\prime}=1}^{k} O\left(\frac{n^{k^{\prime}+1 / 2}}{s^{k^{\prime}} t^{k^{\prime}}}\right) \leq O\left(\frac{n^{k+1 / 2}}{s^{k} t^{k}}\right)
\]
where the last inequality holds by \(s, t \leq n^{1 / 2}\). \(\downarrow\)
Proof of Theorem 1.11. \(\downarrow\) We run the reduction in Algorithm 5.8. We omit the correctness proof which is similar to the previous sections, and focus on the running time. We set
\[
\begin{aligned}
& s=n^{\frac{1}{2}-\frac{u}{2-2 u-2 q}-\gamma}, \\
& t=n^{1 / 2-\frac{q}{2-2 u-2 q}-\gamma},
\end{aligned}
\]
for some small \(\gamma>0\) to be determined later. There are three major contributions to the running time.

First, the time to preprocess the graphs \(G_{j, \ell}\) (via adding all edges one by one) is bounded by \(O\left(s t \cdot n^{3 / 2} / s t\right)\) times the time to perform a single update and therefore negligible. The time to perform the edge insertions and deletions in Lines 6 and 13 is bounded by
\[
\begin{aligned}
& O\left(s t \cdot n \cdot \frac{n^{1 / 2}}{t} \cdot\left(\frac{n^{3 / 2}}{s t}\right)^{u}\right) \\
& \quad=O\left(n^{2-\frac{u}{2-2 u-2 q}-\gamma+u \cdot\left(\frac{1}{2}+\frac{u+q}{2-2 u-2 q}\right)+u \gamma}\right) \\
& \quad=O\left(n^{2+\frac{-u+u-u^{2}-u q+u^{2}+u q}{2-2 u-2 q}-\gamma(1-u)}\right) \\
& \quad=O\left(n^{2-\gamma(1-u)}\right)
\end{aligned}
\]
which is subquadratic for an arbitrarily small \(\gamma>0\). Similarly, the total query time can be bounded by
\[
O\left(s t \cdot n \cdot \frac{n^{1 / 2}}{s} \cdot\left(\frac{n^{3 / 2}}{s t}\right)^{q}\right)=O\left(n^{2-\gamma(1-q)}\right)
\]

It remains to bound the time spend in the inner-most loop in Line 10. By the previous lemma we pass the condition in Line 9 at most
\[
s t \cdot O\left(\frac{n^{k+1 / 2}}{s^{k} t^{k}}\right)
\]
times, and each execution of the loop body takes time \(O\left(n^{1 / 2} / t\right)\). Therefore, the total time spent in the loop is
\[
\begin{aligned}
s t \cdot & O\left(\frac{n^{k+1}}{s^{k} t^{k+1}}\right) \\
& =O\left(n^{3 / 2+\frac{(k-1) u+k q}{2-2 u-2 q}+(2 k-1) \gamma}\right) \\
& \leq O\left(n^{3 / 2+\frac{k u+(k+1) q-u-q}{2-2 u-2 q}+(2 k-1) \gamma}\right) .
\end{aligned}
\]

By the assumption that \(k u+(k+1) q<1\), the first terms in the exponent is strictly less than 2 , and therefore we can set \(\gamma>0\) sufficiently small to achieve subquadratic running time.

\section*{6 Fast Minimization of Tardy Processing Time via Partition-and-Convolve}

In this comparably small chapter we apply the partition-and-convolve design paradigm to design faster-than-brute-force algorithms for a scheduling problem, summarizing the results from the paper [58].

58 Karl Bringmann, Nick Fischer, Danny Hermelin, Dvir Shabtay, and Philip Wellnitz. "Faster minimization of tardy processing time on a single machine". In: 47th international colloquium on automata, languages, and programming (ICALP 2020). Vol. 168. LIPIcs. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2020, pages 19:1-19:12. 10.4230/LIPIcs. ICALP. 2020. 19.

Organization. We start with an overview in Section 6.1. Our algorithm is split into two parts which we present in Sections 6.2 and 6.3.

\subsection*{6.1 Overview}

We study the \(1\left|\mid \sum p_{j} U_{j}\right.\) problem: In this problem we are given \(n\) jobs with processing times \(p_{j} \in \mathbf{N}\) and due dates \(d_{j} \in \mathbf{N}\). A (single-machine) schedule \(\sigma\) is a permutation \(\sigma:\{0, \ldots, n-1\} \rightarrow\{0, \ldots, n-1\}\), where the completion time \(C_{j}\) of a job \(j\) under \(\sigma\) is given by \(C_{j}=\sum_{\sigma(i) \leq \sigma(j)} p_{i}\), that is, the total processing time of jobs preceding \(j\) in \(\sigma\) (including \(j\) itself). Job \(j\) is tardy in \(\sigma\) if \(C_{j}>d_{j}\), and early otherwise. Our goal is to find a schedule with minimum total processing time of tardy jobs. If we assign a binary indicator variable \(U_{j}\) to each job \(j\), where \(U_{j}=1\) if \(j\) is tardy and otherwise \(U_{j}=0\), our objective function can be written as \(\sum p_{j} U_{j}\).

The main result of this chapter is the following theorem. Here we set \(P=\sum_{j} p_{j}\) as the total processing time of all jobs and assume that \(n \leq P\) (as we can ignore all jobs with processing time 0 ).
Theorem 1.13 (Faster Minimization of Tardy Processing Time). The \(1\left|\mid \sum p_{j} U_{j}\right.\) problem can be solved in time \(\widetilde{O}\left(P^{7 / 4}\right)\).

To this end, we employ the partition-and-convolve paradigm: We first prove that there is a divide-and-conquer algorithm for \(1 \| \sum p_{j} U_{j}\) that partitions the problem into smaller subtasks and recombines the recursive solutions via the following convolution-style problem:
Definition 1.14 (Skewed Convolution). Let \(A, B, S \in \mathbf{Z}^{n}\). The (max, min)-skewed convolution of \(A, B, S\) is defined as the vector \(C \in \mathbf{Z}^{2 n-1}\) with entries
\[
C[k]=\max _{\substack{i, j \in[n] \\ i+j=k}} \min \{A[i], B[j]+S[k]\} .
\]

Note that in contrast to the more classical (max, min)-convolution, we skew the right side of the minimum by adding a value \(S[k]\) depending on \(k\). This property is crucially necessary for us to obtain the following fine-grained reduction:

Lemma 6.1 (Reduction to Skewed Convolutions). If the (max, min)-skewed convolution of length- \(n\) vectors with maximum entry \(\Delta\) can be computed in time \(T(n, \Delta)\), then the \(1 \| \sum p_{j} U_{j}\) problem can be solved in time \(O(T(P, P) \log n)\).

As the second step, we design an efficient algorithm for computing (max, min)skewed convolutions. We remark that the follow-up work by Klein, Polak and Rohwedder directly improves this result to time \(\widetilde{O}\left(n^{5 / 3}\right)\) [137].

Lemma 6.2 (Fast Skewed Convolutions). The (max, min)-skewed convolution of length-n vectors with maximum entry \(\Delta\) can be computed in time \(\widetilde{O}\left(n^{7 / 4} \log \Delta\right)\).

We prove the Lemmas 6.1 and 6.2 in the next Sections 6.2 and 6.3.

\subsection*{6.2 Reduction to Skewed Convolutions}

In this section we prove Lemma 6.1. We start with a key observation about the \(1 \| \sum p_{j} U_{j}\) problem, used already by Lawler and Moore. Any instance of the problem always has an optimal schedule of a specific type, namely an Earliest Due Date (EDD) schedule. An Earliest Due Date schedule is a schedule such that
> any early job precedes all tardy jobs, and
> any early job precedes all early jobs with later due dates.
In other words, in an EDD schedule all early jobs are scheduled before all tardy jobs, and all early jobs are scheduled in non-decreasing order of due dates. The first step in the algorithm is therefore to sort the jobs according to their due dates so that we can assume \(d_{1} \leq \cdots \leq d_{n}\) in the following.

Let \(J \subseteq[n]\) be a subset of jobs. Write \(P(J)=\sum_{j \in J} P_{j}\). We define a vector \(M(J)\), where \(M(J)[x]\) equals the latest (that is, maximum) time point \(x_{0}\) for which there is a subset of jobs in \(J\) with total processing time equal to \(x\) that can be scheduled early in an EDD schedule starting at \(x_{0}\). If no such subset of jobs exists, we define \(M(J)[x]=-\infty\). Here we assume that \(x\) ranges from 0 to \(P(J)\). In order to solve the whole problem, it suffices to compute the length- \(P\) vector \(M([n])\). We can read off the maximum processing time of early jobs (and thereby the minimum processing time of tardy jobs) as largest \(x\) for which \(M([n])[x] \geq 0\).

We use a divide-and-conquer approach to compute \(M(J)\). As the base case it is easy to compute \(M(J)\) for singleton sets \(J=\{j\}\) : We have \(M(\{j\})[x]=d_{j}-p_{j}\) if \(x=p_{j}\), and \(M(\{j\})[x]=-\infty\) otherwise. For larger sets \(J\), we have the following lemma.

Lemma 6.3 (Divide-and-Conquer Rule). Let \(J \subseteq[n]\) be an interval, with a partition into subintervals \(J=J_{1} \cup J_{2}\). Then, for each \(x\) we have
\[
M\left(J_{1} \cup J_{2}\right)[x]=\max _{x_{1}+x_{2}=x} \min \left\{M\left(J_{1}\right)\left[x_{1}\right], M\left(J_{2}\right)\left[x_{2}\right]-x_{1}\right\} .
\]

Proof. \(>M(J)[x]\) is the latest time point after which a subset of jobs \(J^{*} \subseteq J\) of total processing time \(x\) can be scheduled early in an EDD schedule. Let \(x_{1}\) and \(x_{2}\) be the total processing times of jobs in \(J_{1}^{*}=J^{*} \cap J_{1}\) and \(J_{2}^{*}=J^{*} \cap J_{2}\), respectively. Then \(x=x_{1}+x_{2}\). Clearly, \(M(J)[x] \leq M\left(J_{1}\right)\left[x_{1}\right]\), since we have to start scheduling the jobs in \(J_{1}^{*}\) at time \(M\left(J_{1}\right)\left[x_{1}\right]\) by latest. Similarly, it holds that \(M(J)[x] \leq M\left(J_{2}\right)\left[x_{2}\right]-x_{1}\) since the jobs in \(J_{2}^{*}\) are scheduled at time \(M\left(I_{2}\right)\left[x_{2}\right]\) by latest and the jobs in \(J_{1}^{*}\) have to be processed before that time point in an EDD schedule. In combination, we have shown that LHS \(\leq\) RHS in the equation of the lemma.

To prove that LHS \(\geq\) RHS, we construct a feasible schedule for jobs in \(J\) starting at RHS. Let \(x_{1}\) and \(x_{2}\) be the two values with \(x_{1}+x_{2}=x\) that maximize RHS. Then there is a schedule which schedules some jobs \(J_{1}^{*} \subseteq J_{1}\) of total processing time \(x_{1}\) beginning at time \(\min \left\{M\left(J_{1}\right)\left[x_{1}\right], M\left(J_{2}\right)\left[x_{2}\right]-x_{1}\right\} \leq M\left(J_{1}\right)\left[x_{1}\right]\), followed by another subset of jobs \(J_{2}^{*} \subseteq J_{2}\) of total processing time \(x_{2}\) starting at time \(\min \left\{M\left(J_{1}\right)\left[x_{1}\right], M\left(J_{2}\right)\left[x_{2}\right]-x_{1}\right\}+x_{1} \leq M\left(J_{2}\right)\left[x_{2}\right]\). This is a feasible schedule starting at time RHS for a subset of jobs in \(J\) which has total processing time \(x\).

Note that the equation given in Lemma 6.3 is close but not precisely the equation defined in Definition 1.14 for the (min, max)-Skewed-Convolution problem. Nevertheless, the next lemma shows that we can easily translate between these two concepts.

Lemma 6.4. Assume that we can compute the (max, min)-skewed convolution of length-n vectors with maximum entry \(\Delta\) in time \(T(n, \Delta)\). Let \(J=J_{1} \cup J_{2}\) be as in Lemma 6.3. Given \(M\left(J_{1}\right)\) and \(M\left(J_{2}\right)\), we can compute \(M(J)\) in time \(O(T(P(J), P(J)))\).

Algorithm 6.1. Computes the vector \(M(J)\) for a given interval \(J \subseteq[n]\).
if \(J=\{j\}\) then
return the vector with \(M(\{j\})\) with
\[
M(\{j\})[x]= \begin{cases}d_{j}-p_{j} & \text { if } x=p_{j} \\ -\infty & \text { otherwise }\end{cases}
\]
else
Partition \(J=J_{1} \cup J_{2}\) into subintervals of equal size (up to \(\pm 1\) )
Recursively compute \(M\left(J_{1}\right)\) and \(M\left(J_{2}\right)\)
return \(M(J)\) as computed by Lemma 6.4

Proof. We construct auxiliary vectors \(A, B\) and \(S\) defined by \(A[x]=M\left(J_{2}\right)[x]+x\) and \(B[x]=M\left(J_{1}\right)[x]\) and \(S[x]=x\) for each entry \(x\). Compute the (max, min)skewed convolution of \(A, B, S\), and let \(C\) denote the resulting vector. We return the vector \(M(J)[x]=C[x]-x\) and claim that this is correct. Indeed, we have
\[
\begin{aligned}
& C[x]-x \\
&=\max _{x_{1}+x_{2}=x} \min \left\{A\left[x_{1}\right], B\left[x_{2}\right]+S[x]\right\}-x \\
& \quad=\max _{x_{1}+x_{2}=x} \min \left\{M\left(J_{2}\right)\left[x_{1}\right]+x_{1}, M\left(J_{1}\right)\left[x_{2}\right]+x\right\}-x \\
& \quad=\max _{x_{1}+x_{2}=x} \min \left\{M\left(J_{2}\right)\left[x_{1}\right]-x_{2}, M\left(J_{1}\right)\left[x_{2}\right]\right\} \\
& \quad=\max _{x_{1}+x_{2}=x} \min \left\{M\left(J_{1}\right)\left[x_{1}\right], M\left(J_{2}\right)\left[x_{2}\right]-x_{1}\right\} \\
& \quad=M\left(J_{1} \cup J_{2}\right)[x],
\end{aligned}
\]
where in the second step we expanded the definition of \(A, B, S\), in the second-tolast step we used the symmetry of \(x_{1}\) and \(x_{2}\), and in the last step we have applied Lemma 6.3.

For the running time, observe that the vectors \(A, B, S\) have entries \(0, \ldots, P(J)\) or \(-\infty\). We can replace \(-\infty\) be a sufficiently negative number of magnitude \(O(P)\), without changing the relevant outputs. The computation of \(C\) therefore amounts to computing the (max, min)-skewed convolution of length- \(P(J)\) vectors with maximum entry \(O(P(J))\), which runs in time \(O(T(P(J), P(J)))\). 4

Proof of Lemma 6.1. \(\downarrow\) We compute the vector \(M([n])\) as outlined before. For singleton sets, we can prepare \(M(\{j\})\) in one shot. For larger intervals \(J\), we partition \(J\) into equal-sized intervals \(J=J_{1} \cup J_{2}\), recur to compute \(M\left(J_{1}\right)\) and \(M\left(J_{2}\right)\) and recombine these vectors into \(M(J)\) using Lemma 6.4. The pseudocode is given in Algorithm 6.1. After computing \(M([n])\), we return the largest value \(0 \leq x \leq P\) such that \(M([n])[x] \geq 0\). The correctness of this algorithm is immediate.

The running time is dominated by Algorithm 6.1. We argue that this algorithm runs in time \(O(T(P, P) \log n)\). Indeed, the recursion tree reaches depth \(O(\log n)\), and on each level of the recursion the running time is dominated by the calls to Lemma 6.4. Indeed, as each level induces as a partition \([n]=J_{1} \cup \cdots \cup J_{k}\), the total running time is \(\sum_{i=1}^{k} O\left(T\left(P\left(J_{i}\right), P\left(J_{i}\right)\right)\right) \leq O(T(P, P))\).

We remark that this reduction from \(1 \| \sum p_{j} U_{j}\) to computing (max, min)skewed convolutions was improved by Schieber and Sitaraman in a recent arXiv preprint [188]. They prove that if the latter problem can be solved in time \(\widetilde{O}\left(n^{\alpha}\right)\), the former problem can be solved in time \(\widetilde{O}\left(P^{2-1 / \alpha}\right)\).

\subsection*{6.3 Fast Skewed Convolutions}

In the following section we present our algorithm for (max, min)-skewed convolution, and provide a proof of 6.2. Throughout, let \(A, B, S\) denote the input vectors of length \(n\). Recall we wish to compute the vector \(C\) defined by
\[
C[k]=\max _{i+j=k} \min \{A[i], B[j]+S[k]\} .
\]

We present a version of our algorithm that slightly differs from conference version, but for which it is easier to see how Klein, Polak and Rohwedder obtained their improved algorithm.

Step 0: Ensure Distinct Entries. As a preliminary step, we will ensure that the vectors \(A\) and \(B\) do not contain duplicate entries. We can achieve this by replacing the three vectors by \(A_{0}[i]=n \cdot A[i]+i, B_{0}[j]=n \cdot B[j]+j\) and \(S_{0}[k]=n \cdot S[k]\). Clearly \(A^{\prime}\) and \(B^{\prime}\) have distinct entries, and moreover we can read off the (max, min)-skewed convolution of \(A, B, S\) from the (max, min)-skewed convolution of \(A_{0}, B_{0}, C_{0}\) by dividing each coordinate by \(n\) (without remainders).

Step 1: Rank-Approximation. Let \(a_{0}<\cdots<a_{n-1}\) denote the entries of \(A_{0}\) in sorted order. For an integer \(x\), we fix the \(\operatorname{rank} \operatorname{rank}(x)\) as the smallest index \(\ell\) such that \(x \leq a_{\ell}\). Moreover, let \(r\) be a parameter and let \(p_{0}=a_{0}, p_{1}=a_{r}, p_{2}=a_{2 r}, \ldots\); we call these elements the pivot elements.

The idea is to compute the vector \(A_{1}\) obtained from \(A_{0}\) by replacing each entry \(A_{0}[i]\) by the smallest pivot larger than \(A_{0}[i]\). This results in a vector where for each coordinate \(i, A_{0}[i]\) and \(A_{1}[i]\) have distance at most \(r\) in terms of their ranks, and \(A_{1}\) has at most \(\lceil n / r\rceil\) distinct entries. We compute the (max, min)-skewed convolution of \(A_{1}, B_{0}, C_{0}\), and argue in the following lemma that is possible to recover from the errors introduced in this way.

Lemma 6.5 (Correcting the Rank-Approximation). Given the (max, min)-skewed convolution \(C_{1}\) of \(A_{1}, B_{0}, S_{0}\), we can compute the (max, min)-skewed convolution \(C_{0}\) of \(A_{0}, B_{0}, S_{0}\) in time \(O(n r)\).

Proof. \(\downarrow\) We compute each coordinate \(C_{0}[k]\) separately in time \(O(r)\). There are two cases: If the value \(C_{0}[k]=\max _{i+j=k} \min \left\{A_{0}[i], B_{0}[j]+S_{0}[k]\right\}\) is attained as the RHS of the minimum, then we have \(C_{0}[k]=C_{1}[k]\) (as \(A_{0}[i] \leq A_{1}[i]\) for all coordinates \(i\) ). So assume that \(C_{0}[k]\) is attained as the LHS of the minimum. In this case, we claim that \(\operatorname{rank}\left(C_{1}[k]\right)-\operatorname{rank}\left(C_{0}[k]\right) \leq r\). Indeed, recall that for each fixed \(i, j\) going from \(\min \left\{A_{0}[i], B_{0}[j]+S_{0}[k]\right\}\) to \(\min \left\{A_{1}[i], B_{0}[j]+S_{0}[k]\right\}\) can increase the rank by at most \(\operatorname{rank}\left(A_{1}[i]\right)-\operatorname{rank}\left(A_{0}[i]\right) \leq r\). Therefore, it suffices to compute \(C_{0}[k]\) via:
\[
C_{0}[k]=\max \left\{C_{1}[k], \max _{\substack{i \in[n] \\\left|\operatorname{rank}\left(A_{0}[i]\right)-\operatorname{rank}\left(C_{1}[k]\right)\right| \leq r}} \min \left\{A_{0}[i], B[k-i]+S[k]\right\}\right\}
\]

After precomputing the ranks for all entries of \(A\) in linear time, evaluating this term takes time \(O(r)\). \(\downarrow\)

Step 2: Reduction to (max, min)-convolution. The final step of our algorithm is to reduce the computation of the ( \(\mathrm{max}, \mathrm{min}\) )-skewed convolution of \(A_{1}, B_{0}, C_{0}\) to few computations of (max, min)-convolutions (unskewed). Here we exploit that \(A\) contains only few distinct entries.

Lemma 6.6 (Reduction to (max, min)-Convolution). The (max, min)-skewed convolution \(C_{1}\) of \(A_{1}, B_{0}, C_{0}\) can be computed in time \(\widetilde{O}\left(n^{5 / 2} / r\right)\).

Proof. - We iterate over all pivots \(p\). Let \(X_{p}\) denote the lenght- \(n\) indicator-like vector satisfying \(X_{p}[i]=\infty\) if \(A[i]=p\) and \(X_{p}[i]=-\infty\) otherwise. We compute the (max, min)-convolution \(Y_{p}\) of \(X_{p}\) and \(B\), that is,
\[
Y_{p}[k]=\max _{i+j=k} \min \left\{X_{p}[i], B[j]\right\}=\max _{\substack{j \in[n] \\ A[k-j]=p}} B[j] .
\]

We compute and return \(C_{1}\) via
\[
C_{1}[k]=\max _{\text {pivot } p} \min \left\{p, Y_{p}[k]+S[k]\right\} .
\]

The correctness of the algorithm follows from a simple calculation:
\[
\begin{aligned}
C_{1}[k] & =\max _{\substack{i, j \in[n] \\
i+j=k}} \min \{A[i], B[j]+S[k]\} \\
& =\max _{\operatorname{pivot} p} \max _{\substack{j \in[n] \\
A[k-j]=p}} \min \{p, B[j]+S[k]\} \\
& =\max _{\text {pivot } p} \min ^{\left\{p, \max _{\substack{j \in[n] \\
A[k-j]=p}} B[j]+S[k]\right\}} \\
& =\max _{\text {pivot } p} \min \left\{p, Y_{p}[k]+S[k]\right\} .
\end{aligned}
\]

For the running time analysis, recall that the (max, min)-convolution of length- \(n\) vectors can be computed in time \(\widetilde{O}\left(n^{3 / 2}\right)\) [144]. Hence, the running time to compute the vectors \(Y_{p}\) is bounded by \(\widetilde{O}\left(n / p \cdot n^{3 / 2}\right)=\widetilde{O}\left(n^{5 / 2} / r\right)\) (as there are \(\lceil n / r\rceil\) pivots \(p\) ), and the time to compute \(C_{1}\) is bounded by \(O(n \cdot n / r)=O\left(n^{2} / r\right)\).

The proof of Lemma 6.2 is now immediate by combining the previous two lemmas, and by choosing \(r=n^{3 / 4}\).

We remark that Klein, Polak and Rohwedder [137] obtain their improvement essentially by also approximating the vector \(B\) by pivots. In their version we have to enumerate all pairs of pivots, but instead of computing a (max, min)convolution it suffices to compute a Boolean convolution running in near-linear time.

\section*{7 Sublinear-Time Edit Distance Approximation}

In this chapter we present an algorithm to approximate the edit distance of two strings in sublinear time. The work presented in this chapter is based on the paper [56]. I have contributed an equal share of work compared to the other authors, and \(50 \%\) of the write-up.

56 Karl Bringmann, Alejandro Cassis, Nick Fischer, and Vasileios Nakos. "Almostoptimal sublinear-time edit distance in the low distance regime". In: 54th annual ACM symposium on theory of computing (STOC 2022). ACM, 2022, pages 1102-1115.10.1145/3519935.3519990.

Organization. This chapter is structured as follows. In Section 7.1 we introduce the necessary preliminaries on strings. We then start with an overview of the Andoni-Krauthgamer-Onak algorithm in Section 7.2 from which we borrow in our sublinear-time algorithm. We give a high-level overview of our result in Section 7.3 and provide a detailed proof in Section 7.4. In the remaining Sections 7.5 to 7.8 we provide some missing proofs.

\subsection*{7.1 Preliminaries}

For integers \(i, j\) we write \([i . . j]=\{i, i+1, \ldots, j\}\) and similarly define the (half-)open intervals \([i \ldots j),(i \ldots j],(i \ldots j)\). As before, we set \([j]=[0 \ldots j)\).

Strings. Let \(\Sigma\) be an alphabet. A string \(X\) is a sequence of characters from \(\Sigma\). The length of \(X\) is denoted by \(|X|\) and we write \(X \circ Y\) to denote the concatenation of \(X\) and \(Y\). For a nonnegative integer \(i\), we denote by \(X[i]\) the \(i\)-th character in \(X\) (starting with index zero). For integers \(i, j\) we denote by \(X[i \ldots j]\) the substring of \(X\) with indices in \([i . . j]\). In particular, if the indices are out-of-bounds, then we set \(X[i \ldots j]=X[\max (i, 0) \ldots \min (j,|X|-1)]\). For (half-)open intervals, we similarly define \(X[i \ldots j), X(i \ldots j], X(i \ldots j)\).

For two strings \(X, Y\) with equal length, we say that \(X\) is a rotation of \(Y\) if \(X[i]=\) \(Y[(i+s) \bmod |Y|]\) for some integer shift \(s\). We say that \(X\) is primitive if all of the nontrivial rotations of \(X\) are not equal to \(X\). For a string \(P\), we denote by \(P^{*}\) the infinite-length string obtained by repeating \(P\). We say that \(X\) is periodic with period \(P\) if \(X=P^{*}[0 \ldots|X|)\). We also say that \(X\) is \(p\)-periodic if it is periodic with some period of length at most \(p\).

Hamming and Edit Distance. For two strings \(X, Y\) with equal length, we define their Hamming distance \(\mathrm{HD}(X, Y)\) as the number of non-equal characters-in other words, \(\operatorname{HD}(X, Y)=|\{i: X[i] \neq Y[i]\}|\). For two strings \(X, Y\) (with possibly different lengths), we define their edit distance \(\operatorname{ED}(X, Y)\) as the smallest number of edit operations necessary to transform \(X\) into \(Y\); here, an edit operation means inserting, deleting or substituting a character.

We also define an optimal alignment, which is a basic object in several of the forthcoming proofs. For two strings \(X, Y\), an alignment between \(X\) and \(Y\) is a monotonically non-decreasing function \(A:[0 \ldots|X|] \rightarrow[0 \ldots|Y|]\) such that \(A(0)=0\) and \(A(|X|)=|Y|\). We say that \(A\) is an optimal alignment if additionally
\[
\operatorname{ED}(X, Y)=\sum_{i=0}^{|X|-1} \operatorname{ED}(X[i], Y[A(i) \ldots A(i+1)))
\]
\({ }^{38}\) In fact, Andoni et al. [20] call the measure the \(\mathcal{E}\)-distance. However, in a talk by Robert Krauthgamer he recoined the name to tree distance, and we decided to stick to this more descriptive name.

This definition is slightly non-standard (compare for instance to the definition in [116]), but more convenient for our purposes. Note that the alignments between \(X\) and \(Y\) correspond to the paths through the standard edit distance dynamic program. In that correspondence, an optimal alignment corresponds to a minimum-cost path.

The ( \(k, K\) )-gap edit distance problem is formally defined as follows, for two given length- \(n\) strings \(X, Y\) : The task is to return Close if \(\operatorname{ED}(X, Y) \leq k\), to return FAR if \(\operatorname{ED}(X, Y)>K\) and to return either answer if \(k<\operatorname{ED}(X, Y) \leq K\).

Trees. In the following we will implicitly refer to trees \(T\) where each node has an ordered list of children. A node is a leaf if it has no children and otherwise an internal node. The depth of a node \(v\) is defined as the number of ancestors of \(v\), and the depth of a tree \(T\) is the length of the longest root-leaf path. We refer to the subset of nodes with depth \(i\) as the \(i\)-th level in \(T\).

\subsection*{7.2 Andoni-Krauthgamer-Onak Algorithm}

In this section we reinterpret the algorithm of Andoni, Krauthgamer and Onak [20] as a framework consisting of a few fundamental ingredients. In the next Section 7.3 we line out our results and how to improve their algorithm to sublinear time, with details provided in Section 7.4.

\subsection*{7.2.1 First Ingredient: Tree Distance}

The first crucial ingredient for the framework is a way to split the computation of the edit distance into smaller, independent subtasks. A natural approach would be to divide the two strings into equally sized blocks, compute the edit distances of the smaller blocks recursively, and combine the results. The difficulty in doing this is that the edit distance might depend on a global alignment, which determines how the blocks should align and therefore the subproblems are not independent (e.g. the optimal alignment of one block might affect the optimal alignment of the next block). However, this can be overcome by computing the edit distances of one block in one string with several shifts of its corresponding block in the other string, and combining the results smartly. This type of hierarchical decomposition appeared in previous algorithms for approximating edit distance [24, 20, 37, 167]. In particular, Andoni, Krauthgamer and Onak [20] define a string similarity measure called the tree distance \({ }^{38}\) which gives a good approximation of the edit distance and cleanly splits the computation into independent subproblems.

We will define the tree distance for an underlying tree \(T\) which we sometimes refer to as the partition tree.

Definition 7.1 (Partition Tree). Let \(T\) be a tree where each node \(v\) is labeled with a non-empty interval \(I_{v}\). We call \(T\) a partition tree if
> for the root node \(v\) we have \(I_{v}=[n]\), and
\(\boldsymbol{>}\) for any node \(v\) with children \(v_{0}, \ldots, v_{B-1}, I_{v}\) is the concatenation of \(I_{v_{0}}, \ldots, I_{v_{B-1}}\).
For the original Andoni-Krauthgamer-Onak algorithm, we will use a complete \(B\)-ary partition tree \(T\) with \(n\) leaves. In particular, the depth of \(T\) is bounded by \(\log _{B}(n)\). There is a unique way to label \(T\) with intervals \(I_{v}\) : For the \(i\)-th leaf (ordered from left to right) we set \(I_{v}=\{i\}\); this choice determines the intervals for all internal nodes. For our algorithm we will later focus on the subtree of \(T\) with depth bounded by \(O\left(\log _{B}(k)\right)\) (this is again a partition tree, as can easily be checked).

The purpose of the partition tree is that it determines a decomposition of two length- \(n\) strings \(X\) and \(Y\). For a node \(v\) labeled with interval \(I_{v}=[i . . j]\) we define the following three substrings:
> \(X[v]:=X[i . . j]\) (the substring of \(X\) relevant at \(v\) ),
> \(Y[v, s]:=Y[i+s \ldots j+s]\) (the substring of \(Y\) relevant at \(v\) for a specific shift \(s\) ),
> \(Y[v]:=Y[i-K . . j+K]\) (the entire substring of \(Y\) relevant at \(v\) ).
In particular, the leaf labels in the partition tree determine a partition into consecutive substrings. With this definition in hand, we can define the tree distance:

Definition 7.2 (Tree Distance). Let \(X, Y\) be length-n strings and let \(T\) be a partition tree. For any node \(v\) in \(T\) and any shift \(s \in \mathbf{Z}\), we set:
> If \(v\) is a leaf, then \(\mathrm{TD}_{T}(X, Y, v, s)=\mathrm{ED}(X[v], Y[v, s])\).
\(>\) If \(v\) is an internal node with children \(v_{0}, \ldots, v_{B-1}\), then
\[
\begin{equation*}
\mathrm{TD}_{T}(X, Y, v, s)=\sum_{i \in[B]} \min _{s^{\prime} \in \mathbf{Z}}\left(\mathrm{TD}_{T}\left(X, Y, v_{i}, s^{\prime}\right)+2 \cdot\left|s-s^{\prime}\right|\right) . \tag{7}
\end{equation*}
\]

We write \(\mathrm{TD}_{T}(X, Y)=\mathrm{TD}_{T}(X, Y, r, 0)\) where \(r\) is the root node in \(T\), and we may omit the subscript \(T\) when it is clear from the context.

The following lemma (which slightly generalizes the analogous result by [20]) shows that the tree distance is a useful measure to approximate the edit distance of two strings. We repeat the proof in Section 7.5.

Lemma 7.3 (Equivalence of Edit Distance and Tree Distance). Let \(X, Y\) be strings and let \(T\) be a partition tree with degree at most \(B\) and depth at most \(D\). Then \(\mathrm{ED}(X, Y) \leq \mathrm{TD}_{T}(X, Y) \leq 2 B D \cdot \mathrm{ED}(X, Y)\).

In light of this lemma, we now focus on approximating the tree distance of two strings. The idea behind the Andoni-Krauthgamer-Onak algorithm is to approximately evaluate Definition 7.2 for all nodes \(v\) in the partition tree: For the leaves we directly evaluate the edit distance and for the internal nodes we use Equation (7) to combine the recursive computations. However, notice that in Equation (7) we minimize over an infinite number of shifts \(s^{\prime} \in \mathbf{Z}\).

\subsection*{7.2.2 Capped Distances}

To remedy this situation, recall that we anyways only want to solve a gap problem: Whenever the tree distance exceeds some value \(K\) we will immediately report far. We therefore restrict our attention to approximating the capped distances.

Definition 7.4 (Capped Edit Distance). For strings \(X, Y\) and \(K \geq 0\), we define the \(K\)-capped edit distance \(\mathrm{ED}^{\leq K}(X, Y)=\min (\operatorname{ED}(X, Y), K)\).

Definition 7.5 (Capped Tree Distance). Let \(X, Y\) be strings, let \(K \geq 0\) and let \(T\) be a partition tree. For any node vin \(T\) and any shift \(s \in[-K . . K]\), we define the \(K\)-capped tree distance \(\mathrm{TD}_{T}^{\leq K}(X, Y, v, s)\) as follows:
> If \(v\) is a leaf, then \(\mathrm{TD}_{T}^{\leq K}(X, Y, v, s)=\mathrm{ED}^{\leq K}(X[v], Y[v, s])\).
\(>\) If \(v\) is an internal node with children \(v_{0}, \ldots, v_{B-1}\), then
\[
\begin{equation*}
\mathrm{TD}_{T}^{\leq K}(X, Y, v, s)=\min \left(\sum_{i \in[B]} \min _{-K \leq s^{\prime} \leq K}\left(\mathrm{TD}_{T}^{\leq K}\left(X, Y, v_{i}, s^{\prime}\right)+2 \cdot\left|s-s^{\prime}\right|\right), K\right) . \tag{8}
\end{equation*}
\]

We write \(\mathrm{TD}_{T}^{\leq K}(X, Y)=\mathrm{TD}_{T}^{\leq K}(X, Y, r, 0)\) where \(r\) is the root node in \(T\), and we omit the subscript \(T\) when it is clear from the context.

It is easy to prove that for computing the \(K\)-capped tree distance \(\mathrm{TD}^{\leq K}(X, Y)\) can be expressed as \(\min (\operatorname{TD}(X, Y), K)\), see the following lemma. (The same statement does not apply to \(\operatorname{TD}(X, Y, v, s)\) for all nodes in the tree.) We provide a formal proof in Section 7.5.

Lemma 7.6 (Equivalence of Capped Distances). \(\mathrm{TD}^{\leq K}(X, Y)=\min (\mathrm{TD}(X, Y), K)\).

\subsection*{7.2.3 Tree Distance Problem}

At this point we are ready to define precisely what we want to compute. We will associate a computational problem to each node in the partition tree \(T\). Roughly speaking, the goal for a node \(v\) is to approximate the tree distance \(\mathrm{TD}_{T}^{\leq K}(X, Y, v, s)\) for all shifts \(s\). We now make the details of this approximation precise: To each node \(v\), we associate a multiplicative accuracy \(\alpha_{v} \geq 1\) and an additive accuracy \(\beta_{v} \geq 0\). We define the Tree Distance Problem as the dynamic-programming task defined as follows:

Definition 7.7 (Tree Distance Problem). For any node v in the partition tree T, compute an array of integers \(D[v,-K \ldots K]\) such that for all \(s \in[-K . . K]\) :
\[
\begin{equation*}
\frac{1}{\alpha_{v}} \mathrm{ED}^{\leq K}(X[v], Y[v, s])-\beta_{v} \leq D[v, s] \leq \alpha_{v} \mathrm{TD}^{\leq K}(X, Y, v, s)+\beta_{v} \tag{9}
\end{equation*}
\]

Given a node \(v\) of the partition tree, we will sometimes refer to computing the array \(D[v, \cdot]\) as simply solving \(v\). As a sanity check, let us confirm that an algorithm for the Tree Distance Problem can distinguish edit distances with a polylogarithmic gap:

Lemma 7.8 (Reduction to the Tree Distance Problem). Let \(T\) be a partition tree with degree \(B\), depth \(D\) and root node \(r\). Given a solution \(D[r, 0]\) to the tree distance problem with root accuracies \(\alpha_{r} \leq 10\) and \(\beta_{r} \leq 0.001 \mathrm{~K}\), we can infer the correct answer to \((k, K)\)-gap edit distance for \(k=K /(1000 B D)\).

Proof. The algorithm is simple: We report Close if \(D[r, 0] \leq 0.05 \mathrm{~K}\) and FAR otherwise. To prove that this answer is correct, we first observe that by Equation (9) we have \(0.1 \cdot \mathrm{ED}^{\leq K}(X, Y)-0.001 K \leq D[r, 0] \leq 10 \cdot \mathrm{TD}^{\leq K}(X, Y)+0.001 K\). Hence, we can easily distinguish the Close and Far cases: On the one hand, if \(\operatorname{ED}(X, Y) \leq k\) then Lemmas 7.3 and 7.6 imply that \(D[r, 0] \leq 0.02 K+0.001 K=0.021 K\). On the other hand, if \(\mathrm{ED}(X, Y) \geq K\) then \(D[r, 0] \geq 0.1 K-0.001 K=0.099 K\).

\subsection*{7.2.4 Second Ingredient: Precision Sampling Lemma}

The next step is to assign appropriate accuracies \(\alpha_{v}, \beta_{v}\) to all nodes in the partition tree. Intuitively, the additive accuracy \(\beta_{v}\) should govern the number of characters accessed in the computation of the subtree below \(v\). Indeed, in the analogous approximation of Hamming distances we can afford to sample with rate \(\approx 1 / \beta_{v}\) to obtain an additive \(\beta_{v}\)-approximation. We aim for a similar dependence, and therefore set \(\beta_{r}=0.001 \mathrm{~K}\) at the root \(r\), so that we read \(O(n / K)\) characters in total.

But how to assign the other accuracies \(\beta_{v}\) ? Starting at the root, the challenge is the following: We want to assign rates to the \(B\) children \(v_{1}, \ldots, v_{B}\) of the current node \(v\) in such a way that we can obtain a good approximation of the tree distance at \(v\) after combining the results from the children. Naively assigning the same rate to all children incurs an additive error of up to \(\beta_{v_{1}}+\cdots+\beta_{v_{B}}\). We would therefore have to set \(\beta_{v_{1}}=\cdots=\beta_{v_{B}}=\beta_{v} / B\), which is too large as we would be reading more than the \(|X[v]| / \beta_{v}\) characters we are aiming for. A more sophisticated approach to assign the parameters \(\beta_{v}\) is needed.

Precision Sampling. Roughly speaking we have an instance of the following problem: There are unknown numbers \(A_{1}, \ldots, A_{n} \in \mathbf{R}\). We can specify precisions \(u_{1}, \ldots, u_{n}\) and obtain estimates \(\widetilde{A}_{i}\) such that \(\left|A_{i}-\widetilde{A}_{i}\right| \leq u_{i}\), where the cost of each estimate is \(1 / u_{i}\) (in our setting the cost corresponds to the number of characters we read). The goal is to set the precisions appropriately to be able to distinguish whether \(\sum_{i} A_{i}<0.1\) or \(\sum_{i} A_{i}>10\), say, and minimize the total cost \(\sum_{i} 1 / u_{i}\). If we set the precisions equally, we would need to have \(u_{i}<10 / n\) (otherwise we cannot distinguish the case where \(A_{i}=10 / n\) for all \(i\) from the case \(A_{i}=0\) for all \(i\) ), which incurs in total cost \(\Omega\left(n^{2}\right)\). Andoni, Krauthgamer
and Onak [20] give a very elegant randomized solution to this problem with total cost \(\widetilde{O}(n)\) and good error probability, called the Precision Sampling Lemma (see Lemma 7.9). This lemma was first shown in [20] and later refined and simplified in [21, 19]. For completeness, we give a full proof in Section 7.6. In the statement, we say that \(\widetilde{x}\) is an ( \(\alpha, \beta\) )-approximation of \(x\) if \(\alpha^{-1} x-\beta \leq \widetilde{x} \leq \alpha x+\beta\).

Lemma 7.9 (Precision Sampling). Let \(\epsilon, \delta>0\). There is a distribution \(\mathcal{D}=\mathcal{D}(\epsilon, \delta)\) supported over the real interval \((0,1]\) and an algorithm RECOVER with the following guarantees:

1 Accuracy: Fix reals \(A_{0}, \ldots, A_{n-1}\) and independently sample \(u_{0}, \ldots, u_{n-1} \sim \mathcal{D}\). Then, given \(\left(\alpha, \beta \cdot u_{i}\right)\)-approximations \(\widetilde{A}_{i}\) of \(A_{i}\), the algorithm RECOVER computes an \(((1+\epsilon) \cdot \alpha, \beta)\)-approximation of \(\sum_{i} A_{i}\) with success probability \(1-\delta\), for any parameters \(\alpha \geq 1\) and \(\beta \geq 0\).
2 Running Time: RECOVER runs in time \(O\left(n \cdot \epsilon^{-2} \log \left(\delta^{-1}\right)\right)\).
3 Efficiency: Sample \(u \sim \mathcal{D}\). Then, for any \(N \geq 1\) there is an event \(E=E(u)\) such that:
> E happens with probability at least \(1-1 / N\), and
\(>\mathbf{E}_{u \sim \mathcal{D}}(1 / u \mid E) \leq \widetilde{O}\left(\epsilon^{-2} \log \left(\delta^{-1}\right) \log N\right)\).

\subsection*{7.2.5 Third Ingredient: Range Minima}

The final ingredient is an efficient algorithm to combine the recursively computed tree distances. Specifically, the following subproblem can be solved efficiently:

Lemma 7.10 (Range Minima). There is an \(O(K)\)-time algorithm that, given an integer array \(A[-K \ldots K]\), computes the integer array \(B[-K . . K]\) specified by:
\[
B[s]=\min _{-K \leq s^{\prime} \leq K} A\left[s^{\prime}\right]+2 \cdot\left|s-s^{\prime}\right| .
\]

In [20], the authors use efficient Range Minimum queries (for instance implemented by segment trees) to approximately solve this problem with a polylogarithmic overhead. We present a simpler, faster and exact algorithm; see Section 7.7 for the pseudocode and proof.

\subsection*{7.2.6 Putting the Pieces Together}

We are ready to assemble the three ingredients; see Algorithm 7.1 for the pseudocode. The algorithm fills the dynamic programming table \(D[v, s]\) for nodes \(v\) from leafs to root.

In Lines 1 and 2 we test whether the node \(v\) can be solved trivially: If \(v\) is a leaf, then we have reached the base case of Definition 7.2 and computing the tree distances boils down to computing the edit distance. In Lines 3 and 4 we solve the instance by another base case: If \(|X[v]| \leq \beta_{v}\), then the edit distance \(\mathrm{ED}(X[v], Y[v, s])\) is also upper-bounded by \(|X[v]| \leq \beta_{v}\). We can therefore safely return 0 which is an additive \(\beta_{v}\)-approximation to the correct edit distance.

The interesting case happens in Lines 5 to 13 we use the approximations recursively computed by \(v\) 's children to solve \(v\). The idea is to approximately evaluate the following expression for the tree distance (which is equivalent to Equation (8)):
\[
\mathrm{TD}^{\leq K}(X, Y, v, s)=\min \left(\sum_{i \in[B]} A[i, s], K\right),
\]
where
\[
A[i, s]=\min _{s^{\prime} \in[-K . . K]}\left(\mathrm{TD}^{\leq K}\left(X, Y, v_{i}, s^{\prime}\right)+2 \cdot\left|s-s^{\prime}\right|\right)
\]

Algorithm 7.1. The Andoni-Krauthgamer-Onak algorithm, reinterpreted in our language. That is, for a node \(v\) in the partition tree \(T\), this algorithm solves the Tree Distance Problem by computing the array \(D[v,-K \ldots K]\) as in Equation (9).
```

if $v$ is a leaf then
return $D[v, s]=\operatorname{ED}(X[v], Y[v, s])$ for all $s \in[-K . . K]$
if $|X[v]| \leq \beta_{v}$ then
return $D[v, s]=0$ for all $s \in[-K . . K]$
Initialize a two-dimensional array $\widetilde{A}[0 . . B-1,-K . . K]$
for each $i \in[B]$ do
Let $v_{i}$ be the $i$-th child of $v$
Sample $u_{v_{i}} \sim \mathcal{D}\left(\frac{1}{2 \log n}, \frac{1}{100 K n}\right)$ and let $\alpha_{v_{i}}=\alpha_{v}\left(1-\frac{1}{2 \log n}\right), \beta_{v_{i}}=\beta_{v} \cdot u_{v_{i}}$
Recursively compute $D\left[v_{i},-K . . K\right]$ with accuracies $\alpha_{v_{i}}$, $\beta_{v_{i}}$
Compute $\widetilde{A}[i, s]=\min _{s^{\prime} \in[-K . . K]} D\left[v_{i}, s^{\prime}\right]+2 \cdot\left|s-s^{\prime}\right|$ using Lemma 7.10
for each $s \in[-K . . K]$ do
Let $D[v, s]$ be the result of the recovery algorithm (Lemma 7.9) applied
to $\widetilde{A}[0, s], \ldots, \widetilde{A}[B-1, s]$ with precisions $u_{v_{0}}, \ldots, u_{v_{B-1}}$
return $\min (D[v, s], K)$ for all $s \in[-K . . K]$

```

For each child \(v_{i}\) of \(v\) the algorithm first recursively solves the tree distance problem and computes an approximation \(D\left[v_{i}, s^{\prime}\right]\) in Line 9. Then, in Line 10, we exactly evaluate
\[
\widetilde{A}[i, s]=\min _{s^{\prime} \in[-K . . K]} D\left[v_{i}, s^{\prime}\right]+2 \cdot\left|s-s^{\prime}\right|
\]
for all \(s\) using Lemma 7.10. In the next step, the Precision Sampling Lemma comes into play. The recursive call returns approximations \(D\left[v_{i}, s^{\prime}\right]\) with multiplicative error \(\alpha_{v_{i}}=\alpha_{v}\) and additive error \(\beta_{v_{i}}\). Hence, \(\widetilde{A}[i, s]\) is also an approximation of \(A[i, s]\) with multiplicative error \(\alpha_{v_{i}}\) and additive error \(\beta_{v_{i}}\). We pick the parameters \(\alpha_{v_{i}}=\alpha_{v}\left(1-\frac{1}{2 \log n}\right)\) and \(\beta_{v_{i}}=\beta_{v} \cdot u_{v_{i}}\) where \(u_{v_{i}} \sim \mathcal{D}\left(\frac{1}{2 \log n}, \frac{1}{100 \mathrm{Kn}}\right)\). In this situation, the Precision Sampling Lemma (Lemma 7.9) allows to approximate the sum \(\sum_{i} A[i, s]\) (for some fixed \(s\) ) with multiplicative error \(\left(1+\frac{1}{2 \log n}\right) \cdot \alpha_{v_{i}} \leq \alpha_{v}\) and additive error \(\beta_{v}\)-just as required. Hence, the values \(D[v, s]\) computed in Line 12 are as claimed (up to taking the minimum with \(K\) in order to obtain estimates for the capped tree distance, see Line 13). Moreover, as the recursion depth reaches \(\ll \log n\), the multiplicative approximation factors \(\alpha_{v}\) remain at least 1 .

In terms of the error probability, note that the only source of randomness in the algorithm is the Precision Sampling Lemma, which, by our choice of parameters, errs with probability \(\frac{1}{100 \mathrm{Kn}}\) per execution. As we execute this lemma \(2 K+1\) times per node in the computation tree, by a union bound all executions succeed with probability at least \(1-\frac{(2 K+1) n}{100 K n} \geq 0.9\). In summary, we obtain the following correctness lemma:

Lemma 7.11 (Correctness of Algorithm 7.1). Let \(X, Y\) be length- \(n\) strings. Given any node \(v\) in a partition tree, Algorithm 7.1 correctly solves the Tree Distance Problem at \(v\), with constant probability 0.9.

Running Time. It remains to check that the algorithm runs in almost-linear time. In this regard the analysis differs quite substantially from our new sublinear-time algorithm. A single execution of Algorithm 7.1 (ignoring the recursive calls and lower-order factors such as \(B\) ) takes roughly time \(O(K)\). However, note that the recursive calls do not necessarily reach every node in the partition tree: Some nodes \(v\) are trivially solved by the base case in Lines 3 and 4 and thus their children are never explored. Let us call a node \(v\) active if the recursive computation reaches \(v\). One can bound the number of active nodes by roughly \(n / K\) as described in the following lemma:

Lemma 7.12 (Number of Active Nodes). Set \(\beta_{r}=0.001 \mathrm{~K}\) to be the additive accuracy at the root \(r\), and generate the remaining accuracies \(\beta_{v}\) as in Algorithm 7.1. Then the number of nodes \(v\) with \(|X[v]|>\beta_{r}\) is at most \(\frac{n}{K} \cdot(\log n)^{O\left(\log _{B}(n)\right)}\) with probability at least 0.9.

Proof. - We first analyze the additive accuracy \(\beta_{v}\) at a node \(v\). More specifically we apply Lemma 7.9 with \(N=100 n\) to obtain that: For any sample \(u_{v}\) from the distribution \(\mathcal{D}\left(\epsilon=\frac{1}{2 \log n}, \delta=\frac{1}{100 \mathrm{Kn}}\right)\), there exists an event \(E_{v}\) with \(\mathbf{P}\left(E_{v}\right) \geq 1-\frac{1}{100 n}\) and
\[
\mathbf{E}\left(1 / u_{v} \mid E_{v}\right) \leq \widetilde{O}\left(\epsilon^{-2} \log \left(\delta^{-1}\right) \log n\right)=\operatorname{poly} \log (n) .
\]

Using a union bound over all nodes \(v\) in the tree, we can assume that all events \(E_{v}\) simultaneously happen with probability at least 0.99 . Hence, from now on we condition on \(E=\wedge_{v} E_{v}\). Recall that \(\beta_{v}=0.001 \mathrm{~K} \cdot u_{v_{1}} \cdot \ldots \cdot u_{v_{d}}\) where \(v_{0}, v_{1}, \ldots, v_{d}=v\) is the root-to-node path leading to \(v\). Therefore, and using that the \(u_{v}\) 's are sampled independently:
\[
\mathbf{E}\left(1 / \beta_{v} \mid E\right)=\frac{1000}{K} \cdot \prod_{i=1}^{d} \mathbf{E}\left(1 / u_{v_{i}} \mid E_{v_{i}}\right) \leq \frac{1}{K} \cdot(\log n)^{O(d)}
\]

Recall that a node \(v\) is active only if \(|X[v]|>\beta_{v}\), or equivalently \(1 / \beta_{v}>1 /|X[v]|\). Using Markov's inequality we obtain that
\[
\mathbf{P}(v \text { is active } \mid E)=\mathbf{P}\left(1 / \beta_{v}>1 /\left|X_{v}\right| \mid E\right) \leq\left|X_{v}\right| \cdot \mathbf{E}\left(1 / \beta_{v} \mid E\right) \leq \frac{\left|X_{v}\right|}{K} \cdot(\log n)^{O(d)}
\]

Therefore, the number of active nodes at depth \(d\) is \(\sum_{v}\left|X_{v}\right| / K \cdot(\log n)^{O(d)}=n / K\). \((\log n)^{O(d)}\) (where the sum is over all nodes \(v\) at depth \(d\), hence \(\sum_{v}\left|X_{v}\right|=|X|=n\) ). We apply this bound at the deepest level \(d=\log _{B}(n)\), and obtain by another application of Markov's inequality that the total number of active nodes is bounded by \(100 n / K \cdot(\log n)^{O\left(\log _{B}(n)\right)}\) with probability at least 0.99 . The total success probability is \(0.98 \geq 0.9\).

It is now easy to conclude that the algorithm runs in almost-linear time. Combining the previous lemma with the observation that each active node runs in time \(O(K B \operatorname{polylog}(n))\), we obtain:

Lemma 7.13 (Running Time of Algorithm 7.1). Algorithm 7.1 runs in time \(n B\). \((\log n)^{O\left(\log _{B}(n)\right)}\) with constant probability 0.9.

It remains to pick the parameter \(B\). By setting \(B=(\log n)^{O(1 / \epsilon)}\) for some \(\epsilon>0\), the running time becomes \(O\left(n^{1+\epsilon}\right)\) (by Lemma 7.13) and the approximation factor becomes \((\log n)^{O(1 / \epsilon)}\) (by Lemmas 7.8 and 7.11).

\subsection*{7.3 Going Sublinear-An Overview}

We are finally ready to describe the pruning rules leading to our sublinear-time algorithm. In contrast to the previous section, our pruning rules will allow us to bound the number of active nodes by poly \((K)\). We will however spend more time for each active node: In the Andoni-Krauthgamer-Onak algorithm the running time per node is essentially \(K\), whereas in our version we run some more elaborate tests per node spending time proportional to \(\left|X_{v}\right| / \beta_{v}+\operatorname{poly}(K)\). We will now progressively develop the pruning rules; the pseudocode is given at the end of this section.

\subsection*{7.3.1 Structural Insights}

First Insight: Matching Substrings. The first insight is that if \(\mathrm{ED}(X, Y) \leq K\), then we can assume that for almost all nodes \(v\) there exists a shift \(s^{*} \in[-K . . K]\) for which \(X[v]=Y\left[v, s^{*}\right]\). In this case, we say that the node \(v\) is matched. The benefit is that if we know that \(v\) is matched with shift \(s^{*}\), then instead of approximating the edit distances between \(X[v]\) and all shifts \(Y[v, s]\), we can instead approximate the edit distance between \(Y\left[v, s^{*}\right]\) and all shifts \(Y[v, s]\). That is, it suffices to compute the edit distances between a string and \(a\) shift of itself.

To see that almost all nodes are matched, consider an optimal alignment between \(X\) and \(Y\) and recall that each level of the partition tree induces a partition of \(X\) into substrings \(X[v]\). The number of misaligned characters is bounded by \(\mathrm{ED}(X, Y)\), thus there are at most \(\mathrm{ED}(X, Y)\) parts \(X[v]\) containing a misalignment. For all other parts, the complete part \(X[v]\) is perfectly matched to some substring \(Y[v, s]\). We prove the claim formally in Lemma 7.26. In light of this insight, we can assume that there are only \(K\) unmatched nodes-otherwise, the edit distance and thereby also the tree distance between \(X\) and \(Y\) exceeds \(K\) and we can stop the algorithm. In the following we will therefore focus on matched nodes only.

For now we assume that we can efficiently test whether a node is matched. We justify this assumption soon (see the Matching Test in Lemma 7.19) by giving a property tester for this problem in sublinear time.

Second Insight: Structure versus Randomness. The second idea is to exploit a structure versus randomness dichotomy on strings: As the two extreme cases, a string is either periodic or random-like. The hope is that whenever \(Y\) [ \(v\) ] falls into one of these extreme categories, then we can approximate \(\operatorname{ED}\left(Y\left[v, s^{*}\right], Y[v, s]\right)\) directly, without expanding \(v\) 's children. Concretely, we use the following measure to interpolate between periodic and random-like:

Definition 7.14 (Block Periodicity). Let \(Y\) be a string. The \(K\)-block periodicity \(\mathrm{BP}_{K}(Y)\) of \(Y\) is the smallest integer \(L\) such that \(Y\) can be partitioned into \(Y=\bigcirc_{\ell=1}^{L} Y_{\ell}\), where each substring \(Y_{\ell}\) is \(K\)-periodic (i.e., \(Y_{\ell}\) is periodic with period length at most \(K\) ).

Suppose for the moment that we could efficiently compute the block periodicity of a string \(Y\). Under this assumption, we first compute \(\mathrm{BP}_{4 K}(Y[v])\) for each matched node \(v\) in the tree and distinguish three regimes depending on whether the block periodicity is small, large or intermediate. In the following section we discuss the pruning rules that we apply in these regimes.

\subsection*{7.3.2 Pruning Rules}

The Periodic Regime: \(\mathbf{B P}_{\mathbf{4 K}}(\boldsymbol{Y}[v])=1\). For this case, we can approximate the edit distances via the following lemma (think of \(Y=Y[v]\) and \(Y_{s}=Y[v, s]\) ).

Lemma 7.15 (Periodic Rule). For a string \(Y\), write \(Y_{s}=Y[K+s . .|Y|-K+s)\). If \(Y\) is periodic with primitive period \(P\) and \(|Y| \geq|P|^{2}+2 K\), then for all \(s, s^{\prime} \in[-K \ldots K]\) :
\[
\operatorname{ED}\left(Y_{s}, Y_{s^{\prime}}\right)=2 \cdot \min _{j \in \mathbf{Z}}\left|s-s^{\prime}+j\right| P| | .
\]

Note that if some node \(v\) that is matched and we know that \(Y[v]\) is periodic, then Lemma 7.15 allows us to return \(D[v, s]=2 \cdot \min _{j \in \mathbf{Z}}\left|s-s^{*}+j\right| P| |\) as the desired estimates for each shift \(s\). In this way we do not recur on \(v\) 's children and thereby prune the entire subtree below \(v\).

To get some intuition for why Lemma 7.15 holds, note that \(2 \cdot \min _{j \in \mathbf{Z}} \mid s-s^{*}+\) \(j|P| \mid\) is exactly the cost of aligning both \(Y_{s}\) and \(Y_{s^{\prime}}\) in such a way that all occurrences of the period \(P\) match (i.e., we shift both strings to the closest-possible occurrence
of \(P\) ). The interesting part is to prove that this alignment is best-possible. We give the complete proof in Section 7.4.2.

The Random-Like Regime: \(\mathbf{B P}_{\mathbf{4 K}}(\boldsymbol{Y}[\boldsymbol{v}])>\mathbf{1 0 K}\). Next, we give the analogous pruning rule for the case when the block periodicity of \(Y\) [v] is large. We show that in this case, the best possible way to align any two shifts \(Y[v, s]\) and \(Y\left[v, s^{\prime}\right]\) is to insert and delete \(\left|s-s^{\prime}\right|\) many characters. In this sense, \(Y[v]\) behaves like a random string.

Lemma 7.16 (Random-Like Rule). For a string \(Y\), write \(Y_{S}=Y[K+s . .|Y|-K+s)\). If \(\mathrm{BP}_{4 K}(Y)>10 K\), then for all \(s, s^{\prime} \in[-K \ldots K]\) :
\[
\operatorname{ED}\left(Y_{s}, Y_{s^{\prime}}\right)=2 \cdot\left|s-s^{\prime}\right|
\]

Again, this rule can be used to solve a matched node \(v\) directly, pruning the subtree below \(v\). We give the proof in Section 7.4.2.

The Intermediate Regime: \(\mathbf{1}<\mathbf{B P}_{\mathbf{4 K}}(\boldsymbol{Y}[v]) \leq \mathbf{1 0 K}\). We cannot directly approximate the edit distance \(\operatorname{ED}\left(Y\left[v, s^{*}\right], Y[v, s]\right)\) in this case. Instead, we exploit the following lemma to argue that the branching procedure below \(v\) is computationally cheap:

Lemma 7.17 (Intermediate). Let v be a node in the partition tree. Then, in any level in the subtree below \(v\), for all but at most \(2 \mathrm{BP}_{4 K}(Y[v])\) nodes \(w\) the string \(Y[w]\) is \(4 K\)-periodic.

Indeed, since any node \(v\) for which \(Y[w]\) is \(4 K\)-periodic can be solved by the Periodic Rule, this lemma implies that there are at most 20 K active nodes on any level in the partition subtree below any matched node \(v\).

\subsection*{7.3.3 String Property Testers}

Next, we describe how to remove the assumptions that we can efficiently test whether a node is matched and that we can compute block periodicities. We start with the second task.

Computing Block Periodicities? The most obvious approach would be to show how to compute (or appropriately approximate) the block periodicity. This is indeed possible, but leads to a more complicated and slower algorithm (in terms of poly (K)).

Instead, we twist the previous argument: We first show how to detect whether a string is periodic (in the straightforward way, see the following Lemma 7.18). For any matched node \(v\) we then run the following procedure: If \(Y\) [ \(v\) ] is \(4 K\)-periodic, then we solve \(v\) according to Lemma 7.15. Otherwise, we continue to explore \(v\) 's children-with the following constraint: If at some point there are more than 20 K active nodes which are not \(4 K\)-periodic on any level in the recursion tree below \(v\), then we interrupt the computation of this subtree and immediately solve \(v\) according to Lemma 7.16. This approach is correct, since by Lemma 7.17 witnessing more than 20 K active nodes which are not \(4 K\)-periodic on any level serves as a certificate that \(\mathrm{BP}_{4 K}(Y[v])\) is large. To test whether \(Y[v]\) is \(4 K\)-periodic, we use the following tester.

Lemma 7.18 (Periodicity Test). Let \(X\) be a string, and let \(\beta, \delta>0\). There is an algorithm which returns one of the following two outputs:
> \(\operatorname{CLOSE}(P)\), where \(P\) is a primitive string with \(|P| \leq K\) and \(\operatorname{HD}\left(X, P^{*}[0 . .|X|)\right) \leq \beta\).
> FAR, in which case \(X\) is not \(K\)-periodic.
The algorithm runs in time \(O\left(\beta^{-1}|X| \log \left(\delta^{-1}\right)+K\right)\) and errs with probability \(\delta\).

Recall that as we are shooting for a sublinear-time algorithm we have to resort to a property tester which can only distinguish between close and far properties (in this case: periodic or far from periodic). The proof of Lemma 7.18 is simple, see Section 7.4.3 for details.

Testing for Matched Nodes. We need another property tester to test whether a node is matched. Again, since our goal is to design a sublinear-time algorithm, we settle for the following algorithm which distinguishes whether \(v\) is matched or far from matched.

Lemma 7.19 (Matching Test). Let \(X, Y\) be strings such that \(|Y|=|X|+2 K\), and let \(\beta, \delta>0\). There is an algorithm which returns one of the following two outputs:

》 \(\operatorname{CLOSE}\left(s^{*}\right)\), where \(s^{*} \in[-K \ldots K]\) satisfies \(\operatorname{HD}\left(X, Y\left[K+s^{*} . .|X|+K+s^{*}\right)\right) \leq \beta\).
> FAR, in which case there is no \(s^{*} \in[-K . . K]\) with \(X=Y\left[K+s^{*} . .|X|+K+s^{*}\right)\).
The algorithm runs time \(O\left(\beta^{-1}|X| \log \left(\delta^{-1}\right)+K \log |X|\right)\) and errs with probability \(\delta\).
The proof of Lemma 7.19 is non-trivial. It involves checking whether \(X\) and \(Y\) follow a common period-in this case we can simply return any shift respecting the periodic pattern. If instead we witness errors to the periodic pattern, then we try to identify a shift under which also the errors align. See Section 7.4.3 for the details.

\subsection*{7.3.4 Putting the Pieces Together}

We finally assemble our complete algorithm. The pseudocode is given in Algorithm 7.2. In this section we will sketch that Algorithm 7.2 correctly and efficiently solves the Tree Distance Problem. The formal analysis is deferred to Section 7.4.

Correctness. We first sketch the correctness of Algorithm 7.2. The recursive calls in Lines 10 to 18 are essentially copied from Algorithm 7.1 (except for differences in the parameters which are not important here) and correct by the same argument as before (using the Precision Sampling Lemma as the main ingredient). The interesting part happens in Lines 1 to 9. In Lines 1 and 2 we test whether the strings are short enough so that we can afford to compute the edit distances \(\operatorname{ED}(X[v], Y[v, s])\) by brute-force. If not, we continue to run the Matching Test for \(X[v]\) and \(Y[v]\) and the Periodicity Test for \(Y[v]\).

There are two interesting cases-both assume that the Matching Test reports \(\operatorname{CLOSE}\left(s^{*}\right)\) and therefore \(X[v] \approx Y\left[v, s^{*}\right]\) where \(\approx\) denotes equality up to \(\beta_{v} / 3\) Hamming errors. If also the Periodicity Test returns \(\operatorname{Close}(P)\) then we are in the situation that \(X[v] \approx Y\left[v, s^{*}\right] \approx P^{*}\). Moreover, \(Y_{v, s}\) is \(\approx\)-approximately equal to a shift of \(P^{*}\). Lemma 7.15 implies that the edit distance between \(X[v]\) and \(Y[v, s]\) is approximately \(2 \cdot \min _{j \in \mathbf{Z}}\left|s-s^{*}+j\right| P| |\). We lose an additive error of \(\beta_{v} / 3\) for each of the three \(\approx\) relations, hence the total additive error is \(\beta_{v}\) as hoped, and we do not introduce any multiplicative error.

Next, assume that the Periodicity Test reports Far. Then, as stated in Line 9 we continue the recursive computation, but with an exception: If at some point during the recursive computation there are more than 20 K active nodes on any level for which the Periodicity Test reports Far, then we interrupt the computation and return \(D[v, s]=2 \cdot\left|s-s^{*}\right|\). Suppose that indeed this exception occurs. Then there are more than \(20 K\) nodes \(w\) on one level of the partition tree below \(v\) for which \(Y[w]\) is not \(4 K\)-periodic. Using Lemma 7.17 we conclude that \(\mathrm{BP}_{4 K}(Y[v])>10 K\), and therefore returning \(D[v, s]=2 \cdot\left|s-s^{*}\right|\) is correct by Lemma 7.16.

Running Time. We will first think of running Algorithm 7.2 with \(T\) being a balanced \(B\)-ary partition tree with \(n\) leaves, just as as in the Andoni-KrauthgamerOnak algorithm (we will soon explain why we need to modify this). To bound the running time of Algorithm 7.2 we first prove that the number of active nodes
```

Algorithm 7.2. Solves the tree distance problem for two given strings $X, Y$. I.e.,
given a node in the partition tree, this algorithm computes an array $D[v,-K \ldots K]$
as specified by Equation (9).
if $v$ is a leaf or $\left|X_{v}\right| \leq 100 K^{2}$ then
return $D[v, s]=\mathrm{ED}^{\leq K}(X[v], Y[v, s])$ for all $s \in[-K \ldots K]$
(alternatively compute 2-approximations using Theorem 7.20)
Run the Matching Test (Lemma 7.19) for $X_{v}, Y_{v}$ (with $\beta=\beta_{v} / 3, \delta=\frac{1}{100 K_{100}^{100}}$ )
Run the $4 K$-Periodicity Test (Lemma 7.18) for $Y_{v}$ (with $\beta=\beta_{v} / 3, \delta=\frac{1}{100 K^{100}}$ )
if the Matching Test returns $\operatorname{Close}\left(s^{*}\right)$ then
if the Periodicity Test returns $\operatorname{Close}(P)$ then
return $D[v, s]=2 \cdot \min _{j \in \mathbf{Z}}\left|s-s^{*}+j\right| P| |$
else
Continue in Line 11 with the following exception: If at some point
during the recursive computation there is some level containing more
than $20 K$ active nodes below $v$ for which the Periodicity Test (in Line 4)
reports FAR, then interrupt and return $D[v, s]=2 \cdot\left|s-s^{*}\right|$
Initialize a two-dimensional array $\widetilde{A}[0 \ldots B-1,-K \ldots K]$
for each $i \in[B]$ do
Let $v_{i}$ be the $i$-th child of $v$
Sample $u_{v_{i}} \sim \mathcal{D}\left(\frac{1}{200 \log K}, \frac{1}{100 K^{101}}\right)$, let $\alpha_{v_{i}}=\alpha_{v}\left(1-\frac{1}{200 \log K}\right), \beta_{v_{i}}=\beta_{v} \cdot u_{v_{i}}$
Recursively compute $D\left[v_{i},-K \ldots K\right]$ with accuracies $\alpha_{v_{i}}, \beta_{v_{i}}$
Compute $\widetilde{A}[i, s]=\min _{s^{\prime} \in[-K . . K]} D\left[v_{i}, s^{\prime}\right]+2 \cdot\left|s-s^{\prime}\right|$ using Lemma 7.10
for each $s \in[-K \ldots K]$ do
Let $D[v, s]$ be the result of the recovery algorithm (Lemma 7.9) applied
to $\widetilde{A}[0, s], \ldots, \widetilde{A}[B-1, s]$ with precisions $u_{v_{0}}, \ldots, u_{v_{B-1}}$
return $\min (D[v, s], K)$ for all $s \in[-K . . K]$

```
in the partition tree is bounded by poly \((K)\). One can show that there are only poly \((K)\) unmatched nodes in the tree (see Lemma 7.26), so we may only focus on the matched nodes. Each matched node, however, is either solved directly (in Line 2 or in Line 7) or continues the recursive computation with at most poly ( \(K\) ) active nodes (in Line 9). In Section 7.4 we give more details.

Knowing that the number of active nodes is small, we continue to bound the total expected running time of Algorithm 7.2. It is easy to check that a single execution of Algorithm 7.2 (ignoring the cost of recursive calls) is roughly in time \(\left|X_{v}\right| / \beta_{v}+\operatorname{poly}(K)\). Using the Precision Sampling Lemma, we first bound \(1 / \beta_{v}\) by \(1 / K \cdot(\log n)^{O\left(\log _{B}(n)\right)}\) in expectation, for any node \(v\). Therefore, the total running time can be bounded by
\[
\begin{array}{r}
\sum_{v \text { active }}\left(\left|X_{v}\right| / \beta_{v}+\operatorname{poly}(K)\right) \leq \frac{1}{K} \cdot(\log n)^{O\left(\log _{B}(n)\right)} \cdot \sum_{v}\left|X_{v}\right|+\operatorname{poly}(K) \\
\leq \frac{n}{K} \cdot(\log n)^{O\left(\log _{B}(n)\right)}+\operatorname{poly}(K)
\end{array}
\]

Here we used that \(\sum_{w}|X[w]|=n\) where the sum is over all nodes \(w\) on any fixed level in the partition tree. It follows that \(\sum_{v}|X[v]| \leq n \log n\), summing over all nodes \(v\).

Optimizing the Lower-Order Terms. This running time bound does not match the claimed bound in Theorem 7.29: The overhead \((\log n)^{O\left(\log _{B}(n)\right)}\) should rather be \((\log K)^{O\left(\log _{B}(K)\right)}\) and not depend on \(n\). If \(n \leq K^{100}\), say, then both terms match. But we can also reduce the running time in the general case by "cutting" the partition tree at depth \(\log _{B}\left(K^{100}\right)\). That is, we delete all nodes below that depth from the partition tree and treat the nodes at depth \(\log _{B}\left(K^{100}\right)\) as leaves in the
algorithm. The remaining tree is still a partition tree, according to Definition 7.1. The correctness argument remains valid, but we have to prove that the running time of Line 2 does not explode. For each leaf at depth \(\log _{B}\left(K^{100}\right)\) we have that \(|X[v]| \leq n / K^{100}\) and for that reason computing \(\operatorname{ED}^{\leq K}(X[v], Y[v, s])\) for all shifts \(s\) (say with the Landau-Vishkin algorithm) takes time \(O\left(n / K^{99}+K^{3}\right)\). Since there are much less than \(K^{99}\) active nodes, the total contribution can again be bounded by \(O(n / K+\operatorname{poly}(K))\).

Optimizing the Polynomial Dependence on \(\boldsymbol{K}\). Finally, let us pinpoint the exponent of the polynomial dependence on \(K\). In the current algorithm we can bound the number of active nodes by roughly \(K^{2}\) (there are at most \(K\) nodes per level for which the matching test fails, and the subtrees rooted at these nodes contain at most \(K\) active nodes per level). The most expensive step in Algorithm 7.2 turns out to be the previously mentioned edit distance computation in Line 2. Using the Landau-Vishkin algorithm (with cap \(K\) ) for \(O(K)\) shifts \(s\), the running time of Line 2 incurs a cubic dependence on \(K\), and therefore the total dependence on \(K\) becomes roughly \(K^{5}\).

We give a simple improvement to lower the dependence to \(K^{4}\) and leave further optimizations of the \(\operatorname{poly}(K)\) dependence as future work. The idea is to use the following result on approximating the edit distances for many shifts \(s\) :

Theorem 7.20 (Edit Distance Approximations for Many Shifts). Let \(X, Y\) be strings with \(|Y|=|X|+2 K\). We can 2-approximate \(\operatorname{ED}^{\leq K}(X, Y[K+s \ldots|X|+K+s)\) ), for all shifts \(s \in[-K \ldots K]\), in time \(O\left(|X|+K^{2}\right)\).

This result can be proven by a modification of the Landau-Vishkin algorithm [148]; we provide the details in Section 7.8. It remains to argue that computing a 2-approximation in Line 2 does not mess up the correctness proof. This involves the multiplicative approximation guarantee of our algorithm which we entirely skipped in this overview, and for this reason we defer the details to Section 7.4.

Implementation Details. We finally describe how to implement the interrupt condition in Line 9. Note that the order of the recursive calls in Line 14 is irrelevant. In the current form the algorithm explores the partition tree in a depth-first search manner, but we might as well use breadth-first search. For any node \(v\) which reaches Line 9 we may therefore continue to compute all recursive computations using breadth-first search. If at some point we encounter one search level containing more than 200 K active nodes for which the Periodicity Test reports FAR, we stop the breadth-first search and jump back to Line 9. With this modification the algorithm maintains one additional counter which does not increase the asymptotic time complexity.

\subsection*{7.4 Going Sublinear-In Detail}

In this section we give the formal analysis of Algorithm 7.2. We split the proof into the following parts: In Section 7.4 .1 we prove some lemmas about periodic and block-periodic strings. In Section 7.4 .2 we give the structural lemmas about edit distances in special cases. In Section 7.4.3 we prove the correctness of the string property testers (the "Matching Test" and "Periodicity Test"). In Section 7.4.4 we finally carry out the correctness and running time analyses for Algorithm 7.2, and in Section 7.4 .5 we give a formal proof of our main theorem.

In the following proofs we will often use the following simple proposition.
Proposition 7.21 (Alignments Have Small Stretch). Let \(X, Y\) be strings of equal length. If \(A\) is an optimal alignment between \(X\) and \(Y\), then \(|i-A(i)| \leq \frac{1}{2} \operatorname{ED}(X, Y)\) for all \(0 \leq i \leq|X|\).

Proof. Since \(A\) is an optimal alignment between \(X\) and \(Y\), we can write the edit distance \(\operatorname{ED}(X, Y)\) as \(\operatorname{ED}(X[0 \ldots i), Y[0 \ldots A(i)))+\operatorname{ED}(X[i \ldots|X|), Y[A(i) \ldots|Y|))\). Both edit distances are at least \(|i-A(i)|\) which is the length difference of these strings, respectively. It follows that \(\operatorname{ED}(X, Y) \geq 2 \cdot|i-A(i)|\), as claimed.

\subsection*{7.4.1 Facts about Periodicity}

We prove the following two lemmas, both stating roughly that if a string \(X\) closely matches a shift of itself, then \(X\) is close to periodic. The first lemma is easy and well-known. The second lemma is new.

Lemma 7.22 (Self-Alignment Implies Periodicity). Let \(X\) be a string. For any shift \(s>0\), if \(X[0 \ldots|X|-s)=X[s \ldots|X|)\) then \(X\) is \(s\)-periodic (with period \(X[0 \ldots s)\) ).

Proof. \(\downarrow\) By assumption we have that \(X[j]=X[s+j]\) for each \(j \in[|X|-s]\). It follows that for \(P=X[0 \ldots s)\) we have \(X[j]=P[j \bmod s]\) for all indices \(j \in[|X|]\) and thus \(X=P^{*}[0 . .|X|)\).

Lemma 7.23 (Self-Alignment Implies Small Block Periodicity). Let \(X\) be a string. For any shift \(s>0\), if \(\mathrm{ED}(X[0 \ldots|X|-s), X[s . .|X|))<2 s\) then \(\mathrm{BP}_{2 s}(X) \leq 4 s\).

Proof. Let \(Y=X[0 \ldots|X|-s), Z=X[s \ldots|X|)\) and let \(A\) denote an optimal alignment between \(Y\) and \(Z\). We greedily construct a sequence \(0=i_{0}<\cdots<i_{L}=|Y|\) as follows: Start with \(i_{0}=0\). Then, having assigned \(i_{\ell}\) we next pick the smallest index \(i_{\ell+1}>i_{\ell}\) for which \(Y\left[i_{\ell} \ldots i_{\ell+1}\right) \neq Z\left[A\left(i_{\ell}\right) \ldots A\left(i_{\ell+1}\right)\right)\). Using that \(A\) is an optimal alignment, we have constructed a sequence of \(L<2 s\) indices, since
\[
2 s>\operatorname{ED}(Y, Z)=\sum_{\ell=0}^{L-1} \operatorname{ED}\left(Y\left[i_{\ell} . . i_{\ell+1}\right), Z\left[A\left(i_{\ell}\right) \ldots A\left(i_{\ell+1}\right)\right)\right) \geq L
\]

Moreover, by Proposition 7.21 we have that \(|i-A(i)|<s\) for all \(i\). The greedy construction guarantees that \(Y\left[i_{\ell} . . i_{\ell+1}-1\right)=Z\left[A\left(i_{\ell}\right) . . A\left(i_{\ell+1}-1\right)\right)\). Therefore, and since \(Y, Z\) are substrings of \(X\), we have \(X\left[i_{\ell} . . i_{\ell+1}-1\right)=X\left[s+A\left(i_{\ell}\right) . . s+A\left(i_{\ell+1}-1\right)\right)\). We will now apply Lemma 7.22 to these substrings of \(X\) with shift \(s^{\prime}=s+A\left(i_{\ell}\right)-i_{\ell}\). Note that \(0<s^{\prime}<2 s\) (which satisfies the precondition of Lemma 7.22) and thus \(X\left[i_{\ell} . . i_{\ell+1}-1\right)\) is \(2 s\)-periodic.

Finally, consider the following partition of \(X\) into \(2 L+1\) substrings
\[
X=\left(\bigcirc_{\ell=0}^{L-1} X\left[i_{\ell} . . i_{\ell+1}-1\right) \circ X\left[i_{\ell+1}-1\right]\right) \circ X[|X|-s . .|X|) .
\]

We claim that each of these substrings is \(2 s\)-periodic: For \(X\left[i_{\ell} . . i_{\ell+1}-1\right.\) ) we have proved this in the previous paragraph, and the remaining strings \(X\left[i_{\ell+1}-1\right]\) and \(X[|X|-s . .|X|)\) have length less than \(2 s\) and are thus trivially \(2 s\)-periodic. This decomposition certifies that \(\mathrm{BP}_{2 s}(X) \leq 2 L+1 \leq 4 s\).

\subsection*{7.4.2 Edit Distances between Periodic and Random-Like Strings}

The goal of this section is to prove the structural Lemmas 7.15 and 7.16 which determine the edit distance between certain structured strings.

Lemma 7.15 (Periodic Rule). For a string \(Y\), write \(Y_{s}=Y[K+s . .|Y|-K+s)\). If \(Y\) is periodic with primitive period \(P\) and \(|Y| \geq|P|^{2}+2 K\), then for all \(s, s^{\prime} \in[-K \ldots K]\) :
\[
\operatorname{ED}\left(Y_{s}, Y_{s^{\prime}}\right)=2 \cdot \min _{j \in \mathbf{Z}}\left|s-s^{\prime}+j\right| P| | .
\]

Proof. \(\triangleright\) For simplicity set \(D=2 \cdot \min _{j \in \mathbf{Z}}\left|s-s^{\prime}+j\right| P| |\) and \(p=|P|\). We will argue that \(D\) is both an upper bound and lower bound for \(\operatorname{ED}\left(Y_{s}, Y_{s^{\prime}}\right)\). The upper bound is simple: Note that due to the periodicity of \(Y\), we can transform \(Y_{s^{\prime}}\) into \(Y_{s}\) by deleting and inserting \(\min _{j \in \mathbf{Z}}\left|s-s^{\prime}+j\right| P| |\) many characters. Thus, \(\operatorname{ED}\left(Y_{s}, Y_{s^{\prime}}\right) \leq D\).

Next, we prove the lower bound. Suppose that \(\operatorname{ED}\left(Y_{s}, Y_{s^{\prime}}\right)<D\). We assumed that \(\left|Y_{s}\right|=|Y|-2 K \geq p^{2}\), and we can therefore split \(Y_{s}\) into \(p\) parts of length \(p\) plus some rest. Let \(i_{\ell}=\ell \cdot p\) for all \(i \in[0 \ldots p)\) and let \(i_{p+1}=\left|Y_{s}\right|\); we treat \(Y_{s}\left[i_{\ell} \ldots i_{\ell+1}\right)\) as the \(\ell\)-th part. Let \(A\) denote an optimal alignment between \(Y_{s}\) and \(Y_{s^{\prime}}\); we have
\[
\operatorname{ED}\left(Y_{s}, Y_{s^{\prime}}\right)=\sum_{\ell=0}^{p} \operatorname{ED}\left(Y_{s}\left[i_{\ell} \ldots i_{\ell+1}\right), Y_{s^{\prime}}\left[A\left(i_{\ell}\right) \ldots A\left(i_{\ell+1}\right)\right)\right) .
\]

We assumed that \(\operatorname{ED}\left(Y_{s}, Y_{S^{\prime}}\right)<D \leq|P|\) (the latter inequality is by the definition of \(D\) ) and therefore at least one of the first \(p\) terms in the sum must be zero, say the \(\ell\)-th one, \(\ell<p\). It follows that the two strings \(Y_{s}\left[i_{\ell} \ldots i_{\ell+1}\right)\) and \(Y_{s^{\prime}}\left[A\left(i_{\ell}\right) \ldots A\left(i_{\ell+1}\right)\right)\) are equal. Both are length- \(p\) substrings of \(Y\) and thus rotations of the global pe\(\operatorname{riod} P\). We assumed that \(P\) is primitive (i.e., \(P\) is not equal to any of its non-trivial rotations) and therefore \(s+i_{\ell} \equiv s^{\prime}+A\left(i_{\ell}\right)(\bmod p)\). By the definition of \(D\) we must have that \(\left|A\left(i_{\ell}\right)-i_{\ell}\right| \geq D / 2\). But this contradicts Proposition 7.21 which states that \(\left|A\left(i_{\ell}\right)-i_{\ell}\right| \leq \operatorname{ED}\left(Y_{s}, Y_{s^{\prime}}\right) / 2<D / 2.4\)

Lemma 7.16 (Random-Like Rule). For a string \(Y\), write \(Y_{s}=Y[K+s . .|Y|-K+s)\). If \(\mathrm{BP}_{4 K}(Y)>10 K\), then for all \(s, s^{\prime} \in[-K \ldots K]\) :
\[
\operatorname{ED}\left(Y_{s}, Y_{s^{\prime}}\right)=2 \cdot\left|s-s^{\prime}\right|
\]

Proof. Let \(^{D}=2 \cdot\left|s-s^{\prime}\right|\). First note that \(\operatorname{ED}\left(Y_{s}, Y_{s^{\prime}}\right) \leq D\) since we can transform \(Y_{s}\) into \(Y_{s^{\prime}}\) by simply inserting and deleting \(\left|s-s^{\prime}\right|\) symbols. For the lower bound, suppose that \(\operatorname{ED}\left(Y_{s^{\prime}}, Y_{s^{\prime}}\right)<D\). Therefore, we can apply Lemma 7.23 for an appropriate substring of \(Y\) : Assume without loss of generality that \(s \leq s^{\prime}\) and let \(Z=Y\left[K+s . .|Y|-K+s^{\prime}\right)\). Then we clearly have \(Y_{s}=Z\left[0 . .|Z|-s^{\prime}+s\right)\) and \(Y_{s^{\prime}}=Z\left[s^{\prime}-s . .|Z|\right)\), so Lemma 7.23 applied to \(Z\) with shift \(s^{\prime}-s\) yields the bound \(\mathrm{BP}_{2\left(s^{\prime}-s\right)}\left(Y^{\prime}\right) \leq 4 \cdot\left(s^{\prime}-s\right)\). We conclude that \(\mathrm{BP}_{4 K}\left(Y^{\prime}\right) \leq 8 K\), using the trivial bound \(s^{\prime}-s \leq 2 K\). We can obtain \(Y\) by adding at most \(K\) characters to the start and end of \(Z\). It follows that \(\mathrm{BP}_{4 K}(Y) \leq \mathrm{BP}_{4 K}(Z)+2 \leq 10 K\). This contradicts the assumption in the lemma statement, and therefore \(\operatorname{ED}\left(Y_{S}, Y_{s^{\prime}}\right) \geq D\). 4

Lemma 7.17 (Intermediate). Let \(v\) be a node in the partition tree. Then, in any level in the subtree below \(v\), for all but at most \(2 \mathrm{BP}_{4 K}(Y[v])\) nodes \(w\) the string \(Y[w]\) is \(4 K\)-periodic.

Proof. Focus on some level of the computation subtree below \(v\). We will bound the number of nodes \(w\) in this level for which \(Y[w]\) is not \(4 K\)-periodic. Note that if \(Y[v]\) was partitioned into \(Y[v]=\bigcirc_{w} Y[w]\), then by the definition of block periodicity we would immediately conclude that at most \(\mathrm{BP}_{4 K}(Y[v])\) many parts \(Y\) [w] are not \(4 K\)-periodic. However, recall that for a node \(w\) with associated interval \(I_{w}=[i . . j]\), we defined \(Y[w]\) as \(Y[w]=Y[i-K \ldots j+K]\). This means that the substrings \(Y[w]\) overlap with each other and therefore do not partition \(Y[v]\).

To deal with this, note that we can assume that \(|Y[w]|>4 K\), since otherwise \(Y[w]\) is trivially \(4 K\)-periodic. Hence, each \(Y[w]\) can overlap with at most two neighboring nodes (since the intervals \(I_{w}\) are disjoint). Therefore, we can divide the \(w\) 's in two groups such that the \(Y[w]\) 's in each group do not overlap with each other. For each group, we apply the argument from above to derive that there are at most \(\mathrm{BP}_{4 K}(Y[v])\) many \(Y[w]\) 's which are not \(4 K\)-periodic. In this way, we conclude that there are at most \(2 \mathrm{BP}_{4 K}(Y[v])\) nodes in the level which are not \(4 K\) periodic, as desired.

\subsection*{7.4.3 Some String Property Testers}

The main goal of this section is to formally prove Lemmas 7.18 and 7.19, that is, the Matching Test and Periodicity Test. As a first step, we need the following simple lemma about testing equality of strings.

Lemma 7.24 (Equality Test). Let \(X, Y\) be strings of the same length, and let \(\beta, \delta>0\). There is an algorithm which returns one of the following two outputs:
> CLOSE, in which case \(\mathrm{HD}(X, Y) \leq \beta\).
> FAR(i), in which case \(X[i] \neq Y[i]\).
The algorithm runs in time \(O\left(\beta^{-1}|X| \log \left(\delta^{-1}\right)\right)\) and errs with probability \(\delta\).
 test whether \(X[i]=Y[i]\). If no error is found, then we report Close. This equality test is clearly sound: If \(X=Y\), then it will never fail. It remains to argue that if \(\operatorname{HD}(X, Y)>\beta\) then the test fails with probability at least \(1-\delta\). Indeed, each individual sample finds a Hamming error with probability \(\beta /|X|\). Hence, the probability of not finding any Hamming error across all samples is at most
\[
\left(1-\frac{\beta}{|X|}\right)^{\beta^{-1}|X| \ln \left(\delta^{-1}\right)}<\exp \left(-\ln \left(\delta^{-1}\right)\right)=\delta
\]

The running time is bounded by \(O\left(\beta^{-1}|X| \log \left(\delta^{-1}\right)\right) .4\)
Lemma 7.18 (Periodicity Test). Let \(X\) be a string, and let \(\beta, \delta>0\). There is an algorithm which returns one of the following two outputs:
> \(\operatorname{Close}(P)\), where \(P\) is a primitive string with \(|P| \leq K\) and \(\operatorname{HD}\left(X, P^{*}[0 . .|X|)\right) \leq \beta\).
> Far, in which case \(X\) is not \(K\)-periodic.
The algorithm runs in time \(O\left(\beta^{-1}|X| \log \left(\delta^{-1}\right)+K\right)\) and errs with probability \(\delta\).
Proof. \(\downarrow\) We start analyzing the length- \(2 K\) prefix \(Y=X[0 \ldots 2 K)\). In time \(O(K)\) we can compute the smallest period \(P\) such that \(Y=P^{*}[0 . .|Y|)\) by searching for the first match of \(Y\) in \(Y \circ Y\), e.g. using the Knuth-Morris-Pratt pattern matching algorithm [140]. If no such match exists, we can immediately report Far. So suppose that we find a period \(P\). It must be primitive (since it is the smallest such period) and it remains to test whether \(X\) globally follows the period. For this task we use the Equality Test (Lemma 7.24) with inputs \(X\) and \(P^{*}\) (of course, we cannot write down the infinite-length string \(P^{*}\), but we provide oracle access to \(P^{*}\) which is sufficient here). On the one hand, if \(X\) is indeed periodic with period \(P\), then the Equality Test reports Close. On the other hand, if \(X\) is \(\beta\)-far from any periodic string, then in particular \(\operatorname{HD}\left(X, P^{*}\right)>\beta\) and therefore the Equality Test reports Far. The only randomized step is the Equality Test. We therefore set the error probability of the Equality Test to \(\delta\) and achieve total running time \(O\left(\beta^{-1}|X| \log \left(\delta^{-1}\right)+K\right)\). 4

Lemma 7.19 (Matching Test). Let \(X, Y\) be strings such that \(|Y|=|X|+2 K\), and let \(\beta, \delta>0\). There is an algorithm which returns one of the following two outputs:

】 \(\operatorname{CLOSE}\left(s^{*}\right)\), where \(s^{*} \in[-K \ldots K]\) satisfies \(\operatorname{HD}\left(X, Y\left[K+s^{*} . .|X|+K+s^{*}\right)\right) \leq \beta\).
> FAR, in which case there is no \(s^{*} \in[-K . . K]\) with \(X=Y\left[K+s^{*} . .|X|+K+s^{*}\right)\).
The algorithm runs time \(O\left(\beta^{-1}|X| \log \left(\delta^{-1}\right)+K \log |X|\right)\) and errs with probability \(\delta\).
 tain a single candidate shift \(s^{*}\) (that is, knowing \(s^{*}\) we can exclude all other shifts from consideration). Having obtained a candidate shift, we can use the Equality Test (Lemma 7.24 with parameters \(\beta\) and \(\delta / 3\) ) to verify whether we indeed have \(X=Y_{S^{*}}\). In the positive case, Lemma 7.24 implies that \(\operatorname{HD}\left(X, Y_{S^{*}}\right) \leq \beta\), hence returning \(s^{*}\) is valid. The difficulty lies in obtaining the candidate shift. Our algorithm proceeds in three steps:

1 Aligning the Prefixes: We start by computing the set \(S\) consisting of all shifts \(s\) for which \(X[0 . .2 K)=Y_{s}[0 \ldots 2 K)\). One way to compute this set in linear time \(O(K)\) is by using a pattern matching algorithm with pattern \(X[0 . .2 K)\) and text \(Y[0 . .4 K\) ) (like the Knuth-Morris-Pratt algorithm [140]). It is clear that \(S\) must contain any shift \(s\) for which globally \(X=Y_{s}\). For that reason we
can stop if \(|S|=0\) (in which case we return FAR) or if \(|S|=1\) (in which case we test the unique candidate shift \(s^{*} \in S\) and report accordingly).
2 Testingfor Periodicity: After the previous step we can assume that \(|S| \geq 2\). Take any pair \(s<s^{\prime}\) from \(S\); we have that \(X[0 \ldots 2 K)=Y_{s}[0 \ldots 2 K)=Y_{s^{\prime}}[0 \ldots 2 K)\). It follows that \(X\left[0 \ldots 2 K-s^{\prime}+s\right)=X\left[s^{\prime}-s . .2 K\right)\), and thus by Lemma 7.22 we conclude that \(X[0 \ldots 2 K)\) is periodic with period \(P=X\left[0 \ldots s^{\prime}-s\right)\); the period length is \(|P|=s^{\prime}-s \leq 2 K\). Obviously the same holds for \(Y_{s}[0.2 K)\) and \(Y_{s^{\prime}}[0 \ldots 2 K)\).

We will now test whether \(X\) and \(Y_{s}\) are also globally periodic with this period \(P\). To this end, we apply the Equality Test two times (each time with parameters \(\beta / 2\) and \(\delta / 3\) ) to check whether \(X=P^{*}[0 \ldots|X|)\) and \(Y_{s}=P^{*}\left[0 \ldots\left|Y_{s}\right|\right)\). If both tests return CLOSE, then Lemma 7.24 yields that \(\operatorname{HD}\left(X, P^{*}[0 \ldots|X|)\right) \leq \beta / 2\) and \(\operatorname{HD}\left(Y_{s}, P^{*}\left[0 \ldots\left|Y_{s}\right|\right)\right) \leq \beta / 2\). We conclude that \(\operatorname{HD}\left(X, Y_{s}\right) \leq \beta\) by the triangle inequality. Note that we have witnessed a matching shift \(s^{*}=s\).

3 Aligning the Leading Mismatches: Assuming that the previous step did not succeed, one of the Equality Tests returned \(\operatorname{FAR}\left(i_{0}\right)\) for some position \(i_{0}>2 K\) with \(X\left[i_{0}\right] \neq P^{*}\left[i_{0}\right]\) or \(Y_{S}\left[i_{0}\right] \neq P^{*}\left[i_{0}\right]\). Let us refer to these indices as mismatches. Moreover, we call a mismatch \(i\) a leading mismatch if the \(2 K\) positions to the left of \(i\) are not mismatches. We continue in two steps: First, we find a leading mismatch. Second, we turn this leading mismatch into a candidate shift.

Finding a Leading Mismatch: To find a leading mismatch, we use the following binary search-style algorithm: Initialize \(L \leftarrow 0\) and \(R \leftarrow i_{0}\). We maintain the following two invariants: (i) All positions in \([L \ldots L+2 K)\) are not mismatches, and (ii) \(R\) is a mismatch. Both properties are initially true. We will now iterate as follows: Let \(M \leftarrow\lceil(L+R) / 2\rceil\) and test whether there is a mismatch \(i \in[M \ldots M+2 K)\). If there is such a mismatch \(i\), we update \(R \leftarrow i\). Otherwise, we update \(L \leftarrow M\). It is easy to see that in both cases both invariants are maintained. Moreover, this procedure is guaranteed to make progress as long as \(L+4 K<R\). If at some point \(R \leq L+4 K\), then we can simply check all positions in \([L . . R]\) —one of these positions must be a leading mismatch \(i\).
3b Finding a Candidate Shift: Assume that the previous step succeeded in finding a leading mismatch \(i\). Then we can produce a single candidate shift as follows: Assume without loss of generality that \(X[i] \neq P^{*}[i]\), and let \(i \leq j\) be the smallest position such that \(Y_{s}[j] \neq P^{*}[j]\). Then \(s^{*}=s+j-i\) is the only candidate shift (if it happens to fall into the range \([-K . . K]\) ).

Indeed, for any \(s^{\prime \prime}>s^{*}\) we can find a position where \(X\) and \(Y_{s^{\prime \prime}}\) differ. To see this, assume that \(s^{\prime \prime}\) respects the period (i.e., \(P^{*}=P^{*}\left[K+s^{\prime \prime} . . \infty\right)\) ), since otherwise we find a mismatch in the length- \(2 K\) prefix. But then
\[
\begin{align*}
Y_{s^{\prime \prime}} & {\left[j+s-s^{\prime \prime}\right]=Y_{s}[j] }  \tag{10}\\
& \neq P^{*}[j]  \tag{11}\\
& =P^{*}\left[j+s-s^{\prime \prime}\right]  \tag{12}\\
& =X\left[j+s-s^{\prime \prime}\right], \tag{13}
\end{align*}
\]
which proves that \(X \neq Y_{s^{\prime \prime}}\) and thereby disqualifies \(s^{\prime \prime}\) as a feasible shift. Here we used (10) the definition of \(Y_{s}\), (11) the assumption that \(Y_{S}[j] \neq\) \(P^{*}[j]\), (12) the fact that both \(s\) and \(s^{\prime \prime}\) respect the period \(P\) and (13) the assumption that \(i\) was a leading mismatch which implies that \(X\) matches \(P^{*}\) at the position \(j+s-s^{\prime \prime}<i\).

A similar argument works for any shift \(s^{\prime \prime}<s^{*}\). In this case one can show that \(X[i] \neq P^{*}[i]=Y_{s^{\prime \prime}}[i]\) which also disqualifies \(s^{\prime \prime}\) as a candidate shift.

We finally bound the error probability and running time of this algorithm. We only use randomness when calling the Equality Test which runs at most three times. Since each time we set the error parameter to \(\delta / 3\), the total error probability is \(\delta\) as claimed. The running time of the Equality Tests is bounded by \(O\left(\beta^{-1}|X| \log \left(\delta^{-1}\right)\right)\) by Lemma 7.24. In addition, steps 1 and 2 take time \(O(K)\). Step 3 iterates at most \(\log |X|\) times and each iteration takes time \(O(K)\). Thus, the total running time is \(O\left(\beta^{-1}|X| \log \left(\delta^{-1}\right)+K \log |X|\right)\). 4

\subsection*{7.4.4 Putting The Pieces Together}

In this section we give a formal analysis of Algorithm 7.2.
Setting the Parameters. Throughout this section we assume that \(T\) is a balanced \(B\)-ary partition tree with \(\min \left(n, K^{100}\right)\) leaves, where each leaf \(v\) is labeled with an interval \(I_{v}\) of length \(\left|I_{v}\right| \approx \max \left(1, n / K^{100}\right)\). In particular there are at most \(2 \cdot K^{100}\) nodes in the tree and its depth is bounded by \(\left\lceil\log _{B} \min \left(n, K^{100}\right)\right\rceil\).

We also specify the root accuracies \(\alpha_{r}=10\) and \(\beta_{v}=0.001 K\). Note that the algorithm assigns the smallest multiplicative accuracy to \(\alpha_{v}=10 \cdot\left(1-\frac{1}{200 \log K}\right)^{d}\), where \(d\) is the depth of the partition tree. It follows that \(\alpha_{v} \geq 5\).

Correctness. We start with the correctness proof.
Lemma 7.25 (Correctness of Algorithm 7.2). Let \(X, Y\) be strings. Given any node \(v\) in the partition tree, Algorithm 7.2 correctly solves the Tree Distance Problem at \(v\), with constant probability 0.9.

Proof. The analysis of Lines 11 to 18 (that is, combining the recursive computations) is precisely as in Lemma 7.11. We therefore omit the details an assume that these steps succeed. In this proof we show that Lines 1 to 9 are correct as well. (We postpone the error analysis to the end of the proof.) There are three possible cases:
> The Strings are Short: First assume that \(|X[v]| \leq 100 K^{2}\) or that \(v\) is a leaf node, in which case the condition in Line 1 triggers. The algorithm computes and returns a multiplicative 2-approximation \(D[v, s]\) of \(\operatorname{ED}(X[v], Y[v, s])\) for all shifts \(s\) using Theorem 7.20. We need to justify that \(2 \leq \alpha_{v}\) so that \(D[v, s]\) is a valid approximation in the sense of Equation (9), but recall that using the parameter setting in the previous paragraph we have \(\alpha_{v} \geq 5\).

If the algorithm does not terminate in this first case, we may assume from now on that \(|X[v]| \geq 100 K^{2}\). The algorithm continues running and applies the Matching Test (Lemma 7.19) to \(X[v], Y[v]\) and the \(4 K\)-Periodicity Test (Lemma 7.18) to \(Y\) [ \(v\) ], both with rate parameter \(\beta=\beta_{v} / 3\) and error parameter \(\delta=\frac{1}{100 K^{100}}\). We again postpone the error analysis and assume that both tests returned a correct answer. We continue analyzing the remaining two cases:
> The Strings are Periodic: Assume that the Matching Test reports Close( \(s^{*}\) ) and that the \(4 K\)-Periodicity Test reports Close \((P)\), where \(P\) is a primitive string with length \(|P| \leq 4 K\). The algorithm reaches Line 7 and returns \(D[v, s]=\) \(2 \cdot \min _{j \in \mathbf{Z}}\left|s-s^{*}-j\right| P| |\). We argue that this approximation is valid using Lemma 7.15 and by applying the triangle inequality three times. To this end we define \(Z=P^{*}\left[0 \ldots\left|Y_{v}\right|\right)\) (that is, \(Z\) is equal to \(Y_{v}\) after "correcting" the periodicity errors) and \(Z_{s}=Z[K+s . .|Z|-K+s)\). By Lemma 7.15 we have that
\[
\operatorname{ED}\left(Z_{s^{*}}, Z_{s}\right)=2 \cdot \min _{j \in \mathbf{Z}}\left|s-s^{*}-j\right| P| |=D[v, s],
\]
for all shifts \(s\). Here we use the assumption that \(|X[v]| \geq 100 K^{2} \geq|P|^{2}\) and its consequence \(|Z|=|Y[v]| \geq|P|^{2}+2 K\) to satisfy the precondition of Lemma 7.15. Since the Periodicity Test reported \(\operatorname{CLOSE}(P)\), we get \(\operatorname{HD}\left(Y[v, s], Z_{s}\right) \leq \beta_{v} / 3\) for
all shifts \(s\), and using that the Matching Test reported Close( \(s^{*}\) ) we obtain \(\mathrm{HD}\left(X[v], Y\left[v, s^{*}\right]\right) \leq \beta_{v} / 3\). By applying the triangle inequality three times we conclude that
\[
\begin{aligned}
& D[v, s]=\operatorname{ED}\left(Z_{s^{*}}, Z_{s}\right) \\
& \leq \operatorname{ED}\left(Z_{s^{*}}, Y\left[v, s^{*}\right]\right)+\operatorname{ED}\left(Y\left[v, s^{*}\right], X[v]\right) \\
& +\operatorname{ED}(X[v], Y[v, s])+\operatorname{ED}\left(Y[v, s], Z_{s}\right) \\
& \leq \operatorname{ED}(X[v], Y[v, s])+\beta_{v},
\end{aligned}
\]
and similarly \(D[v, s] \geq \operatorname{ED}\left(X_{v}, Y_{v, s}\right)-\beta_{v}\). It follows that \(D[v, s]\) is an additive \(\beta_{v}\)-approximation of \(\operatorname{ED}(X[v], Y[v, s])\), as required in Equation (9). (Here, we do not suffer any multiplicative error.)
> The Strings are Random-Like: Finally assume that the Matching Test reports Close( \(s^{*}\) ), but the \(4 K\)-Periodicity Test reports Far. In this case the algorithm reaches Line 9 and continues with the recursive computation (in Line 11). However, if at any level in the computation subtree rooted at \(v\) there are more than 20 K active nodes for which the Periodicity Test (in Line 4) reports Far, then the recursive computation is interrupted and we return \(D[v, s]=2\). \(\left|s-s^{*}\right|\). We have already argued that the unrestricted recursive computation is correct, but it remains to justify why interrupting the computation makes sense.

So suppose that the recursive computation is interrupted, i.e., assume that there are more than 20 K descendants \(w\) of \(v\) at some level for which the Periodicity Test reported Far. Assuming that all Periodicity Tests computed correct outputs, we conclude that for all these descendants \(w\) the strings \(Y_{v}\) are not \(4 K\) periodic. From Lemma 7.17 we learn that necessarily \(\mathrm{BP}_{4 K}\left(Y_{v}\right)>10 K\). Hence Lemma 7.16 applies and yields that
\[
\operatorname{ED}\left(Y\left[v, s^{*}\right], Y[v, s]\right)=2 \cdot\left|s-s^{*}\right|=D[v, s] .
\]

Using again the triangle inequality and the assumption that \(\operatorname{ED}\left(Y\left[v, s^{*}\right], X[v]\right) \leq\) \(\beta_{v}\) (by the Matching Test), we derive that
\[
\begin{aligned}
& D[v, s]=\operatorname{ED}\left(Y\left[v, s^{*}\right], Y[v, s]\right) \\
& \quad \leq \operatorname{ED}\left(Y\left[v, s^{*}\right], X[v]\right)+\operatorname{ED}(X[v], Y[v, s]) \\
& \quad \leq \operatorname{ED}(X[v], Y[v, s])+\beta_{v} .
\end{aligned}
\]

The lower bound can be proved similarly and therefore \(D[v, s]\) is an additive \(\beta_{v}\)-approximation of \(\operatorname{ED}(X[v], Y[v, s])\).

We finally analyze the error probability of Algorithm 7.2. There are three sources of randomness in the algorithm: The Matching and Periodicity Tests in Lines 3 and 4 and the application of the Precision Sampling Lemma. For each node, therefore have three error events: With probability at most \(2 \delta=\frac{2}{100 K^{-100}}\) one of the property tests fails. We apply the Precision Sampling Lemma with \(\delta=\frac{1}{100 K^{101}}\) for \(2 K+1\) shifts in every node, hence the error probability is \(\frac{2 K+1}{100 K^{101}} \leq \frac{3}{100 K^{100}}\). In total, the error probability per node is \(\frac{5}{100 K^{100}}\). Recall that there are at most \(2 K^{100}\) nodes in the partition tree, and thus the total error probability is bounded by 0.1. 4

Running Time. This concludes the correctness part of the analysis and we continue bounding the running time of Algorithm 7.2. We proceed in two steps: First, we give an upper bound on the number of active nodes in the partition tree (see Lemmas 7.26 and 7.27). Second, we bound the expected running time of a single execution of Algorithm 7.2 (ignoring the cost of recursive calls). The expected running time is bounded by their product.

Recall that call a node \(v\) matched if there is some shift \(s^{*} \in[-K . . K]\) such that \(X[v]=Y\left[v, s^{*}\right]\). Moreover, we say that \(v\) is active if the recursive computation of Algorithm 7.2 reaches \(v\).

Lemma 7.26 (Number of Unmatched Nodes). Assume that \(\operatorname{ED}(X, Y) \leq K\). If the partition tree has depth \(D\), then there are at most KD nodes which are not matched.
Proof. - Focus on any level in the partition tree and let \(0=i_{0}<\cdots<i_{w}=n\) denote the partition induced by that level, i.e., let \(\left[i_{\ell} \ldots i_{\ell+1}\right)=I_{v}\) where \(v\) is the \(\ell\)-th node in the level (from left to right). Let \(A\) be an optimal alignment between \(X\) and \(Y\), then:
\[
\operatorname{ED}(X, Y)=\sum_{\ell=0}^{w-1} \operatorname{ED}\left(X\left[i_{\ell} \ldots i_{\ell+1}\right), Y\left[A\left(i_{\ell}\right) \ldots A\left(i_{\ell+1}\right)\right)\right)
\]

Since we assumed that \(\operatorname{ED}(X, Y) \leq K\), there can be at most \(K\) nonzero terms in the sum. For any zero term we have that \(X\left[i_{\ell} \ldots i_{\ell+1}\right)=Y\left[A\left(i_{\ell}\right) \ldots A\left(i_{\ell+1}\right)\right)\) and therefore the \(\ell\)-th node in the current level is matched with shift \(A\left(i_{\ell}\right)-i_{\ell}\). By Proposition 7.21 we have that \(\left|A\left(i_{\ell}\right)-i_{\ell}\right| \leq \operatorname{ED}(X, Y) \leq K\). This completes the proof.

Lemma 7.27 (Number of Active Nodes). Assume that \(\operatorname{ED}(X, Y) \leq K\). If the partition tree has depth \(D\), then there are at most \(O\left((K D B)^{2}\right)\) active nodes, with probability 0.98.
Proof. Recall that (unconditionally) there are at most \(2 K^{100}\) nodes in the partition tree. Hence, by a union bound, all Matching Tests in Line 3 succeed with probability at least \(1-0.02=0.98\). We will condition on this event throughout the proof. We distinguish between three kinds of nodes \(v\) :
\(1 v\) itself and all of \(v\) 's ancestors are not matched,
\(2 v\) itself is matched, but all of \(v\) 's ancestors are not matched,
3 some ancestor of \(v\) (and therefore also \(v\) itself) is matched.
By the previous lemma we know that there are at most \(K D\) nodes which are not matched. It follows that there are at most \(K D\) nodes of the first kind.

It is also easy to bound the number of nodes \(v\) of the second kind: Observe that \(v\) 's parent is a node of the first kind. Hence, there can be at most \(K D \cdot B\) nodes of the second kind.

Finally, we bound the number of nodes of the third kind. Any such node \(v\) has a unique ancestor \(w\) of the second kind. There are two cases for \(w\) : Either the condition in Line 6 succeeds and the algorithm directly solves \(w\). This is a contradiction since we assumed that \(v\) (a descendant of \(w\) ) is active. Or this condition fails, and the algorithm continues branching with the exception that if in the subtree below \(w\) there are more than 20 K active nodes per level for which the Periodicity Test in Line 4 reports FAR, then we interrupt the recursive computation. We claim that consequently in the subtree below \(w\) (consisting only of nodes of the third kind), there are at most \(20 K B\) active nodes per level. Indeed, suppose there were more than \(20 K B\) active nodes on some level. Then consider their parent nodes; there must be more than 20 K parents. For each such parent \(u\) the Matching Test reported Close (since \(u\) is a matched node, and we assumed that all Matching Tests succeed) and the Periodicity Test reported Far (since otherwise the condition in Line 4 triggers and solves \(u\) directly, but we assumed that \(u\) is the parent of some other active node). Note that we have witnessed more than 20 K nodes on one level below \(w\) for which the Periodicity Test reported Far. This is a contradiction.

In total the number of active nodes below \(w\) is bounded by \(20 K B \cdot D\). Recall that there are at most \(K D \cdot B\) nodes \(w\) of the second kind, hence the total number of active nodes of the third kind is \(20(K D B)^{2}\). Summing over all three kinds, we obtain the claimed bound.

We are ready to bound the total running time. In the following lemma we prove that the algorithm is efficient assuming that the edit distance between \(X\) and \(Y\) is small. This assumption can be justified by applying Algorithm 7.2 with the following modification: We run Algorithm 7.2 with a time budget and interrupt the computation as soon as the budget is depleted. In this case we can immediately infer that the edit distance between \(X\) and \(Y\) must be large.
Lemma 7.28 (Running Time of Algorithm 7.2). Let \(X, Y\) be length-n strings with \(\mathrm{ED}(X, Y) \leq K\). Then Algorithm 7.2 runs in time
\[
\frac{n}{K} \cdot(\log K)^{O\left(\log _{B}(K)\right)}+\widetilde{O}\left(K^{4} B^{2}\right),
\]
with constant probability 0.9 .
Proof. \(\rightarrow\) We first bound the expected running time of a single execution of Algorithm 7.2 where we ignore the cost of recursive calls. Let \(D\) denote the depth of the partition tree. We proceed in the order of the pseudocode:
> Lines 1 and 2: If the test in Line 1 succeeds, then Line 2 takes time \(O\left(|X[v]|+K^{2}\right)\) by Theorem 7.20 , where \(|X[v]| \leq 100 K^{2}\) or \(|X[v]| \leq O\left(n / K^{100}\right)\). The total time of this step is therefore bounded by \(O\left(K^{2}+n / K^{100}\right)\).
> Lines 3 and 4: Running the Matching and Periodicity Tests (Lemmas 7.18 and 7.19) takes time \(O\left(\beta_{v}^{-1}|X[v]| \log K+K \log |X[v]|\right)\). To match the claimed time bound, we want to replace the \(\log |X[v]|\) by \(\log K\) here. So assume that the second term dominates, i.e., \(\beta_{v}^{-1}|X[v]| \log K \leq K \log |X[v]|\). At any node \(v\) the additive accuracy \(\beta_{v}\) is always at most 0.001 K (since at the root we exactly have accuracy 0.001 K and below the root the additive error never increases), hence \(|X[v]| / \log |X[v]| \leq \operatorname{poly}(K)\). It follows that we can bound the total time of this step indeed by \(O\left(\beta_{v}^{-1}|X[v]| \log K+K \log K\right)\).
> Lines 5 to 9: Here we merely produce the output according to some fixed rules. The time of this step is bounded by \(O(K)\).
> Lines 11 to 18: It is easy to check that these steps run in time \(\widetilde{O}(K B)\). This analysis is exactly as in Lemma 7.13.

In total, the time of a single execution is \(O\left(\beta_{v}^{-1}|X[v]| \log K+K^{2}+n / K^{100}\right)\). We will simplify this term by plugging in the (expected) value \(1 / \beta_{v}\) for any node \(v\) (in a way similar to Lemma 7.13).

Recall that \(\beta_{v}=0.001 \mathrm{~K} \cdot u_{v_{1}} \cdot \ldots \cdot u_{v_{d}}\) where \(v_{0}, v_{1}, \ldots, v_{d}=v\) is the root-to-node path leading to \(v\) and each \(u_{i}\) is sampled from \(\mathcal{D}\left(\epsilon=\frac{1}{200 \log K}, \delta=\frac{1}{100 K^{101}}\right)\), independently. Using Lemma 7.9 there are events \(E_{w}\) happening each with probability \(1-1 / N\) such that
\[
\mathbf{E}\left(1 / u_{w} \mid E_{w}\right) \leq \widetilde{O}\left(\epsilon^{-2} \log \left(\delta^{-1}\right) \log N\right) \leq \operatorname{polylog}(K) .
\]

In the last step we set \(N=100 K^{100}\). Taking a union bound over all active nodes \(w\) (there are at most \(2 K^{100}\) many), the event \(E=\wedge_{w} E_{w}\) happens with probability at least 0.98 , and we will condition on \(E\) from now on. Under this condition we have:
\[
\mathbf{E}\left(1 / \beta_{v} \mid E\right)=\frac{1000}{K} \prod_{i=1}^{d} \mathbf{E}\left(1 / u_{v_{i}} \mid E_{v_{i}}\right) \leq \frac{(\log K)^{O(d)}}{K} \leq \frac{(\log K)^{O\left(\log _{B}(K)\right)}}{K} .
\]

Finally, we can bound the total expected running time (conditioned on \(E\) ) as follows, summing over all active nodes \(v\) :
\[
\sum_{v} O\left(|X[v]| \cdot \frac{(\log K)^{O\left(\log _{B}(K)\right)}}{k}+K^{2}+\frac{n}{K^{100}}\right)
\]

Using that \(\sum_{w}|X[w]|=n\) whenever \(w\) ranges over all nodes on a fixed level in the partition tree, and thus \(\sum_{v}|X[v]| \leq n \cdot D\) where \(v\) ranges over all nodes, we
can bound the first term in the sum by \(n / K \cdot(\log K)^{O\left(\log _{B}(K)\right)}\). The second term can be bounded by \(K^{2}\) times the number of active nodes. By Lemma 7.27 this becomes \(O\left(K^{4} D^{2} B^{2}\right)=\widetilde{O}\left(K^{4} B^{2}\right)\). By the same argument the third term becomes at most \(n / K^{90}\) and is therefore negligible.

We conditioned on two events: The event \(E\) and the event that the number of active nodes is bounded by \(O\left(K^{2} D^{2} B^{2}\right)\) (Lemma 7.27). Both happen with probability at least 0.98 , thus the total success probability is \(0.96 \geq 0.9\).

\subsection*{7.4.5 Main Theorems}

We finally recap and formally prove our two main results on sublinear edit distance. We start with the most general statement we obtain:

Theorem 7.29 (Sublinear-Time Gap Edit Distance). Let \(2 \leq B \leq k\) be a parameter. The \(\left(k, \Theta\left(k B \log _{B}(k)\right)\right)\)-gap edit distance problem can be solved in time
\[
\frac{n}{k} \cdot(\log k)^{O\left(\log _{B}(k)\right)}+\widetilde{O}\left(k^{4} \operatorname{poly}(B)\right)
\]

Proof. Let \(\bar{k}, \bar{K}\) be parameters to be set later. By Lemma 7.8, a solution of the tree distance problem with root accuracies \(\alpha_{r} \leq 10\) and \(\beta_{r} \leq 0.001 \bar{K}\) translates to an answer of the ( \(\bar{k}, \bar{K}\) )-gap edit problem for \(\bar{k}=\bar{K} /(1000 B D)\), where \(B\) and \(D\) are the degree and depth of the partition tree, respectively. By Lemma 7.25, Algorithm 7.2 correclty solves the tree distance problem and thereby \((\bar{k}, \bar{K})\)-gap edit distance. To bound the running time by
\[
\frac{n}{\bar{K}} \cdot(\log \bar{K})^{O\left(\log _{B}(\bar{K})\right)}+\widetilde{O}\left(\bar{K}^{4} \cdot \operatorname{poly}(B)\right)
\]
we interrupt the algorithm after it exceeds this time budget and return Far. Indeed, by Lemma 7.28 the algorithm runs in this time budget whenever the edit distance of the given strings \(X, Y\) is \(\operatorname{ED}(X, Y) \leq \bar{K}\).

We finally pick \(\bar{k}=k\) and \(\bar{K}=1000 B D k\). Noting that the partition tree has depth \(D=\log _{B}(\bar{K})=O\left(\log _{B}(k)\right)\), the claimed statement follows.
Theorem 1.15 (Subpolynomial Gap Edit Distance). The \(\left(k, k \cdot 2^{\widetilde{O}(\sqrt{\log k})}\right.\) )-gap edit distance problem can be solved in time \(O\left(n / k+k^{4+o(1)}\right)\).
 we suffer a factor \(k^{o(1)}\) in the running time. For that reason, let \(\bar{k}\) be a parameter to be specified later and apply Theorem 7.29 with parameter \(\bar{k}\) and \(B=2^{\sqrt{\log \bar{k}}}\). In that way we can distinguish the gap \(\bar{k}\) versus \(\bar{k} \cdot 2^{\Theta(\sqrt{\log \bar{k})}}\) in time
\[
\frac{n}{\bar{k}} \cdot f(\bar{k})+\bar{k}^{4+o(1)},
\]
where
\[
f(\bar{k})=(\log \bar{k})^{O\left(\log _{B}(\bar{k})\right)}=k^{o(1)} .
\]

We set \(\bar{k}=k \cdot f(k)^{2}\). For sufficiently large \(k\), we have that \(f(\bar{k}) \leq f(k)^{2}\) and therefore the running time becomes \(O\left(n / k+k^{4+o(1)}\right)\) as claimed. (For small constant \(k\), we can exactly compute the \(k\)-capped edit distance in linear time \(O(n)\) using the Landau-Vishkin algorithm [148].) Summarizing, our algorithm distinguishes the gap \(\bar{k}\) versus \(\bar{k} \cdot 2^{O(\sqrt{\log k})}=k \cdot 2^{\tilde{\Theta}(\sqrt{\log k})}\). Since \(k \leq \bar{k}\), this is sufficient to prove the claim. 4

Theorem 1.16 (Polylogarithmic Gap Edit Distance). The \(\left(k, k \cdot(\log k)^{O(1 / \epsilon)}\right)\)-gap edit distance problem can be solved in time \(O\left(n / k^{1-\epsilon}+k^{4+o(1)}\right)\), for any \(\epsilon \in(0,1)\).

Proof. \(\downarrow\) Let \(c\) be the constant so that the time bound in Theorem 7.29 becomes
\[
\frac{n}{k} \cdot(\log k)^{c \log _{B}(k)}+\widetilde{O}\left(k^{4} \operatorname{poly}(B)\right)
\]

We apply Theorem 7.29 with parameter \(B=(\log k)^{c / \epsilon}\). Then the gap is indeed \(k\) versus \(k \cdot(\log k)^{O(1 / \epsilon)}\) as claimed. Since \((\log k)^{c \log _{B}(k)}=k^{\epsilon}\) the running time bound becomes \(O\left(n / k^{1-\epsilon}+k^{4+o(1)}\right)\).

\subsection*{7.5 Equivalence of Edit Distance and Tree Distance}

In this section we prove that the tree distance closely approximates the edit distance. The proof is an easy generalization of [20, Theorem 3.3]. At the end of the section, we also provide a proof of Lemma 7.6.

Lemma 7.3 (Equivalence of Edit Distance and Tree Distance). Let \(X, Y\) be strings and let \(T\) be a partition tree with degree at most \(B\) and depth at most \(D\). Then \(\mathrm{ED}(X, Y) \leq \mathrm{TD}_{T}(X, Y) \leq 2 B D \cdot \mathrm{ED}(X, Y)\).

We prove the lower and upper bounds on \(\operatorname{TD}(X, Y)\) in two separate steps.
Lower Bound. We show that \(\operatorname{ED}(X[v], Y[v, s]) \leq \operatorname{TD}(X, Y, v, s)\). The proof is by induction on the depth of \(T\). If \(v\) is a leaf we have \(\operatorname{ED}(X[v], Y[v, s])=\operatorname{TD}(X, Y, v, s)\) by definition. So focus on an internal node \(v\) with children \(v_{0}, \ldots, v_{B-1}\). In this case we have:
\[
\begin{align*}
& \operatorname{ED}(X[v], Y[v, s]) \leq \sum_{\ell=0}^{B-1} \operatorname{ED}\left(X\left[v_{\ell}\right], Y\left[v_{\ell}, s\right]\right)  \tag{14}\\
& \quad \leq \sum_{\ell=0}^{B-1} \min _{s^{\prime} \in \mathbf{Z}} \operatorname{ED}\left(X\left[v_{\ell}\right], Y\left[v_{\ell}, s^{\prime}\right]\right)+\operatorname{ED}\left(Y\left[v_{\ell}, s^{\prime}\right], Y\left[v_{\ell}, s\right]\right)  \tag{15}\\
& \quad \leq \sum_{\ell=0}^{B-1} \min _{s^{\prime} \in \mathbf{Z}} \operatorname{ED}\left(X\left[v_{\ell}\right], Y\left[v_{\ell}, s^{\prime}\right]\right)+2 \cdot\left|s-s^{\prime}\right|  \tag{16}\\
& \quad \leq \sum_{\ell=0}^{B-1} \min _{s^{\prime} \in \mathbf{Z}} \operatorname{TD}\left(X, Y, v_{\ell}, s^{\prime}\right)+2 \cdot\left|s-s^{\prime}\right|  \tag{17}\\
& \quad=\operatorname{TD}(X, Y, v, s) . \tag{18}
\end{align*}
\]

Here we used (14) the facts that \(X[v]=\bigcirc_{\ell} X\left[v_{\ell}\right]\) and \(Y[v, s]=\bigcirc_{\ell} Y\left[v_{\ell}, s\right]\), (15) the triangle inequality, (16) the observation that \(\operatorname{ED}\left(Y[w, s], Y\left[w, s^{\prime}\right]\right) \leq 2 \cdot\left|s-s^{\prime}\right|\) for all shifts \(s, s^{\prime} \in \mathbf{Z}\) (by deleting \(\left|s-s^{\prime}\right|\) in the beginning and inserting \(\left|s-s^{\prime}\right|\) characters at the end of the strings), (17) the induction hypothesis, and finally (18) the definition of the tree distance.

Upper Bound. Because of some technical complications we do not prove the upper bound by induction. Instead, we will unfold the definition of tree distance and prove the upper bound "globally". Specifically, it is easy to prove (by induction on the depth of the computation tree) that
\[
\operatorname{TD}(X, Y)=\min _{\substack{s \in \mathbf{Z}^{T} \\ s_{r}=0}}\left(\sum_{\substack{\text { internal } \\ \text { nodes } v}} \sum_{\substack{\text { children } w \\ \text { of } v}} 2 \cdot\left|s_{v}-s_{w}\right|\right)+\sum_{\text {leaves } v} \operatorname{ED}\left(X[v], Y\left[v, s_{v}\right]\right),
\]
where we write \(r\) for the root node. For clarity: Here, we minimize over all shifts \(s_{v} \in \mathbf{Z}\) for all nodes \(v\) in the computation tree-except for the root node \(r\) for which we fix \(s_{r}=0\).

To prove an upper bound on this expression, we first specify the values \(s_{v}\). For this purpose, we let \(A\) denote an optimal alignment between \(X\) and \(Y\). Recall that the computation tree determines an interval \(I_{v}\) for each node \(v\); let us
write \(I_{v}=\left[i_{v} \ldots j_{v}\right)\). We can now pick the value \(s_{v}=A\left(i_{v}\right)-i_{v}\). Slightly abusing notation, we also define the substring \(Y^{\prime}[v]=Y\left[A\left(i_{v}\right) . . A\left(j_{v}\right)\right)\). By the way we defined optimal alignments \(A\), we have that \(\operatorname{ED}(X, Y)=\sum_{v} \operatorname{ED}\left(X[v], Y^{\prime}[v]\right)\), where the sum is over all nodes \(v\) in a cut through the partition tree (e.g., all leaves or all nodes at one specific level).
Claim 7.30. \(\mathrm{ED}\left(X[v], Y\left[v, s_{v}\right]\right) \leq 2 \mathrm{ED}\left(X[v], Y^{\prime}[v]\right)\).
Proof. \(\rightarrow\) By the triangle inequality, we can bound \(\operatorname{ED}\left(X[v], Y\left[v, s_{v}\right]\right)\) by the sum of \(\operatorname{ED}\left(X[v], Y^{\prime}[v]\right)\) and \(\operatorname{ED}\left(Y^{\prime}[v], Y\left[v, s_{v}\right]\right)\). But observe that both strings \(Y^{\prime}[v]\) and \(Y\left[v, s_{v}\right]\) are substrings of \(Y\) starting at the same position \(A\left(i_{v}\right)\). Hence, one is a prefix of the other string and we can bound their edit distance by their difference in lengths, \(\operatorname{ED}\left(Y^{\prime}[v], Y\left[v, s_{v}\right]\right) \leq\left|\left|Y^{\prime}[v]\right|-\left|Y\left[v, s_{v}\right]\right|\right|=\left|\left|Y^{\prime}[v]\right|-|X[v]|\right| \leq\) \(\operatorname{ED}\left(X[v], Y^{\prime}[v]\right) .4\)

Claim 7.31. Let \(w\) be a child of \(v\). Then \(\left|s_{v}-s_{w}\right| \leq \operatorname{ED}\left(X[v], Y^{\prime}[v]\right)\).
Proof. \(\rightarrow\) Recall that \(s_{v}=A\left(i_{v}\right)-i_{v}\) and \(s_{w}=A\left(i_{w}\right)-i_{w}\). Using that the edit distance of two strings is at least their difference in length, we have that \(\left|s_{v}-s_{w}\right| \leq\) \(\operatorname{ED}\left(X\left[i_{v} \ldots i_{w}\right), Y\left[A\left(i_{v}\right) \ldots A\left(i_{w}\right)\right)\right)\). Since \(w\) is a child of \(v\) we have that \(i_{w} \leq j_{v}\). Thus we obtain \(\left|s_{v}-s_{w}\right| \leq \operatorname{ED}\left(X\left[i_{v} \ldots i_{w}\right), Y\left[A\left(i_{v}\right) \ldots A\left(i_{w}\right)\right)\right)=\operatorname{ED}\left(X[v], Y^{\prime}[v]\right)\), using again that \(A\) is an optimal alignment.

Using the two claims, we can finally give an upper bound on the tree distance. In the following calculation we will use (19) the tree distance characterization from before (plugging in our values \(s_{v}\) ), (20) the two claims, (21) the assumption that each node has at most \(B\) children and the (obvious) fact that each node is either a leaf or internal, and finally (22) that \(\sum_{v} \operatorname{ED}\left(X[v], Y^{\prime}[v]\right)=\mathrm{ED}(X, Y)\) whenever the sum is over all nodes \(v\) at one specific level of the computation tree, hence \(\sum_{v} \mathrm{ED}\left(X[v], Y^{\prime}[v]\right)=D \cdot \operatorname{ED}(X, Y)\) if the sum is over all nodes \(v\) :
\[
\begin{align*}
& \mathrm{TD}(X, Y) \leq\left(\sum_{\substack{\text { internal } \\
\text { nodes } v}} \sum_{\substack{\text { children } \\
\text { of } v}} 2 \cdot\left|s_{v}-s_{w}\right|\right)+\sum_{\text {leaves } v} \operatorname{ED}\left(X_{v}, Y_{v, s_{v}}\right)  \tag{19}\\
& \quad \leq\left(\sum_{\substack{\text { internal } \\
\text { nodes } v}} \sum_{\substack{\text { children } \\
\text { of } v}} 2 \cdot \mathrm{ED}\left(X_{v}, Y_{v}^{\prime}\right)\right)+\sum_{\text {leaves } v} 2 \cdot \operatorname{ED}\left(X_{v}, Y_{v}^{\prime}\right)  \tag{20}\\
& \quad \leq 2 B \sum_{\substack{\text { all } \\
\text { nodes } v}}^{\operatorname{ED}\left(X_{v}, Y_{v}^{\prime}\right)}  \tag{21}\\
& \quad \leq 2 B D \cdot \operatorname{ED}(X, Y) . \tag{22}
\end{align*}
\]

This completes the proof of Lemma 7.3. It remains to prove Lemma 7.6.
Lemma 7.6 (Equivalence of Capped Distances). \(\mathrm{TD}^{\leq K}(X, Y)=\min (\mathrm{TD}(X, Y), K)\).
Proof. \(\downarrow\) It is easy to prove that \(\mathrm{TD}^{\leq K}(X, Y, v, s) \geq \min (\mathrm{TD}(X, Y, v, s), K)\) for all nodes \(v\) and all shifts \(s\), by induction. However, the other direction is not necessarily true for all nodes. For the other direciton, we thus directly prove \(\mathrm{TD}^{\leq K}(X, Y) \leq\) \(\min (\mathrm{TD}(X, Y), K)\). We may assume that \(\mathrm{TD}(X, Y)<K\) as otherwise the statement is clear. Let \(s_{v}\) denote the optimal shifts picked at all nodes \(v\) in the tree distance definition (7). That is, we have \(s_{r}=0\) for the root node \(r\) and for all nodes \(v\) with children \(v_{1}, \ldots, v_{B}\) the following equation is satisfied:
\[
\operatorname{TD}\left(X, Y, v, s_{v}\right)=\sum_{i \in[B]}\left(\operatorname{TD}\left(X, Y, v_{i}, s_{v_{i}}\right)+2 \cdot\left|s_{v}-s_{v_{i}}\right|\right) .
\]

By induction one can easily verify that \(\left|s_{v}\right| \leq \operatorname{TD}(X, Y)<K\) for all nodes \(v\). But this implies that the same shifts can be picked in the \(K\)-capped tree distance definition (8) to certify that \(\mathrm{TD}^{\leq K}(X, Y, r, 0) \leq \mathrm{TD}(X, Y, r, 0)\), and thus \(\mathrm{TD}^{\leq K}(X, Y) \leq\) \(\operatorname{TD}(X, Y)\).

\subsection*{7.6 Precision Sampling Lemma}

In this section, we give a proof of the Precision Sampling Lemma.
Lemma 7.9 (Precision Sampling). Let \(\epsilon, \delta>0\). There is a distribution \(\mathcal{D}=\mathcal{D}(\epsilon, \delta)\) supported over the real interval \((0,1]\) and an algorithm RECOVER with the following guarantees:

1 Accuracy: Fix reals \(A_{0}, \ldots, A_{n-1}\) and independently sample \(u_{0}, \ldots, u_{n-1} \sim \mathcal{D}\). Then, given \(\left(\alpha, \beta \cdot u_{i}\right)\)-approximations \(\widetilde{A}_{i}\) of \(A_{i}\), the algorithm RECOVER computes an \(((1+\epsilon) \cdot \alpha, \beta)\)-approximation of \(\sum_{i} A_{i}\) with success probability \(1-\delta\), for any parameters \(\alpha \geq 1\) and \(\beta \geq 0\).
2 Running Time: RECOVER runs in time \(O\left(n \cdot \epsilon^{-2} \log \left(\delta^{-1}\right)\right)\).
3 Efficiency: Sample \(u \sim \mathcal{D}\). Then, for any \(N \geq 1\) there is an event \(E=E(u)\) such that:
> E happens with probability at least \(1-1 / N\), and
\(>\mathbf{E}_{u \sim \mathcal{D}}(1 / u \mid E) \leq \widetilde{O}\left(\epsilon^{-2} \log \left(\delta^{-1}\right) \log N\right)\).
Although originally used and stated by Andoni, Krauthgamer and Onak in [20], our formulation is essentially taken from their follow-up paper [21]. We give a simpler proof using the exponential distribution, as suggested in a later paper by Andoni [19].

Recall that the exponential distribution \(\operatorname{Exp}(\lambda)\) with rate \(\lambda>0\) is a continuous distribution over the positive reals with probability density function \(f(x)=\lambda e^{-\lambda x}\). We will use the following facts:

Fact 7.32 (Properties of the Exponential Distribution). Let \(\lambda, \lambda_{1}, \ldots, \lambda_{n}>0\).
\(>\) Scaling: Sample \(u \sim \operatorname{Exp}(\lambda)\) and let \(\alpha>0\). Then \(u / \alpha\) is distributed as \(\operatorname{Exp}(\alpha \cdot \lambda)\).
\(\boldsymbol{>}\) Min-Stability: Independently sample \(u_{1} \sim \operatorname{Exp}\left(\lambda_{1}\right), \ldots, u_{n} \sim \operatorname{Exp}\left(\lambda_{n}\right)\). Then their minimum \(\min \left\{u_{1}, \ldots, u_{n}\right\}\) is distributed as \(\operatorname{Exp}\left(\sum_{i} \lambda_{i}\right)\).

Proof of Lemma 7.9. \(\downarrow\) We pick the distribution \(\mathcal{D}=\mathcal{D}(\epsilon, \delta)=\operatorname{Exp}(\lambda)\) for some integer \(\lambda=\lambda(\epsilon, \delta)\). Note that by the min-stability property, sampling \(u_{i} \sim \mathcal{D}\) is equivalent to sampling \(\lambda\) values \(u_{i, 1}, \ldots, u_{i, \lambda} \sim \operatorname{Exp}(1)\) and returning their minimum. For simplicity, we assume that we can keep track of these \(\lambda\) original values \(u_{i, j}\) for each sample \(u_{i}\). With this distribution in mind, we prove the three properties:

1 Accuracy: Fix reals \(A_{1}, \ldots, A_{n}\) and independently sample \(u_{1}, \ldots, u_{n} \sim \mathcal{D}\) (while keeping track of the \(u_{i, j}\) 's). Then an adversary provides us with approximations \(\widetilde{A}_{1}, \ldots, \widetilde{A}_{n}\) satisfying that \(\widetilde{A}_{i}\) is an ( \(\alpha, \beta \cdot u_{i}\) ) -approximation of \(A_{i}\). Our goal is to design an algorithm Recover that \((\alpha(1+\epsilon), \beta)\)-approximates \(\sum_{i} A_{i}\) : The algorithm is simple:
> Compute \(\widetilde{M}_{j}=\max _{i \in[n]} \widetilde{A}_{i} / u_{i, j}\) for all \(j \in[\lambda]\).
\(\boldsymbol{\lambda}\) Return \(\ln (2) \cdot\) median \(_{j \in[\lambda]} \widetilde{M}_{j}\).
For the analysis, we define the quantities \(M_{j}=\max _{i \in[n]} A_{i} / u_{i, j}\). Note that \(M_{j}\) is a random variable and does not depend on the adversary's choice. We argue in two steps: First, note that \(\widetilde{M}_{j}\) is an \((\alpha, \beta)\)-approximation of \(M_{j}\) as
\[
\widetilde{M}_{j}=\max _{i \in[n]} \frac{\widetilde{A}_{i}}{u_{i, j}} \leq \max _{i \in[n]} \frac{\alpha A_{i}+\beta \cdot u_{i, j}}{u_{i, j}} \leq \alpha\left(\max _{i \in[n]} \frac{A_{i}}{u_{i, j}}\right)+\beta=\alpha M_{j}+\beta,
\]
and similarly \(\widetilde{M}_{j} \geq \alpha^{-1} M_{j}-\beta\).
Second, we prove that \(\ln (2) \cdot\) median \(_{j} M_{j}\) is a \((1+\epsilon)\)-approximation of \(\sum_{i} A_{i}\), with probability at least \(1-\delta\). From this statement, the correctness of the algorithm follows immediately. To show that this statement holds, first note that by the scaling and min-stability properties from Fact 7.32, each random variable \(M_{j}\) is distributed like the inverse of an exponentially distributed random
variable with rate \(\sum_{i} A_{i}\). And thus, \(\left(\sum_{i} A_{i}\right) / M_{j}\) is distributed as \(\operatorname{Exp}(1)\). It follows that
\[
\begin{aligned}
& \mathbf{P}\left(\ln (2) \cdot M_{j}>(1+\epsilon) \sum_{i \in[n]} A_{i}\right) \\
&=\mathbf{P}\left(\frac{\sum_{i \in[n]} A_{i}}{M_{j}}<\frac{\ln (2)}{1+\epsilon}\right) \\
&=\int_{u=0}^{\frac{\ln (2)}{1+\epsilon}} e^{-u} d u \\
&=1-e^{-\frac{\ln (2)}{1+e}} \\
&=1-\left(\frac{1}{2} \frac{1}{1+\epsilon}\right. \\
&=\frac{1}{2}-\Theta(\epsilon),
\end{aligned}
\]
and similarly,
\[
\mathbf{P}\left(\ln (2) \cdot M_{j}>(1+\epsilon) \sum_{i \in[n]} A_{i}\right)=\frac{1}{2}-\Theta(\epsilon) .
\]

Using Chernoff's bound, with probability \(1-\exp \left(-\Omega\left(\lambda \epsilon^{2}\right)\right)\), we have that (i) the number of \(j\) 's with \(\ln (2) \cdot M_{j}>(1+\epsilon) \sum_{i} A_{i}\) is less than \(\lambda / 2\) and (ii) the number of \(j\) 's with \(\ln (2) \cdot M_{j}<(1-\epsilon) \sum_{i} A_{i}\) is less than \(\lambda / 2\). If both (i) and (ii) are simultaneously true, then \(\ln (2) \cdot\) median \(_{j} M_{j}\) is as claimed. To achieve the desired success probability \(1-\delta\), we set \(\lambda(\epsilon, \delta)=\Theta\left(\epsilon^{-2} \log \left(\delta^{-1}\right)\right)\).
2 Running Time: The algorithm clearly runs in time \(O(\lambda)=O\left(\epsilon^{-2} \log \left(\delta^{-1}\right)\right)\).
3 Efficiency: Now we prove the efficiency property. Fix any \(N \geq 1\) and sample \(u \sim \mathcal{D}\). Let \(E\) be the event that \(u>\frac{1}{\lambda N}\). This event happens with probability
\[
\mathbf{P}(E)=\int_{u=\frac{1}{\lambda N}}^{\infty} \lambda e^{-\lambda u} d u=e^{-\frac{1}{N}}>1-\frac{1}{N} .
\]

Next, we analyze the conditional expectation \(\mathbf{E}(1 / u \mid E)\) where \(u\) is sampled from \(\mathcal{D}=\operatorname{Exp}(\lambda)\). Using that \(\mathbf{P}(E) \geq e^{-1}\) we have that
\[
\begin{aligned}
& \mathbf{E}(1 / u \mid E)=\frac{1}{\mathbf{P}(E)} \int_{u=\frac{1}{\lambda N}}^{\infty} \frac{1}{u} \cdot \lambda e^{-\lambda u} d u \\
& \quad \leq e \int_{u=\frac{1}{\lambda N}}^{1} \frac{1}{u} \cdot \lambda e^{-\lambda u} d u+e \int_{u=1}^{\infty} \frac{1}{u} \cdot \lambda e^{-\lambda u} d u \\
& \quad \leq e \lambda \int_{u=\frac{1}{\lambda N}}^{1} \frac{1}{u} d u+e \\
& \quad=O(\lambda \log (\lambda N)) \\
& \quad=\widetilde{O}(\lambda \log N) .
\end{aligned}
\]

Plugging in our choice of \(\lambda\), we obtain that \(\mathbf{E}(1 / u \mid E)=\widetilde{O}\left(\epsilon^{-2} \log \left(\delta^{-1}\right) \log N\right)\), as claimed.

Finally, we enforce that the distribution \(\mathcal{D}\) is supported over \((0,1]\), as the lemma states. We can simply transform a sample \(u \sim \mathcal{D}\) into \(u^{\prime} \leftarrow \min (u, 1)\). Since the samples \(u\) only become smaller in this way, the estimates \(\widetilde{A}_{i}\) obtained by the adversary have only smaller additive error, and we therefore preserve the accuracy property. For the efficiency property, note that \(\mathbf{E}\left(1 / u^{\prime} \mid E\right) \leq \mathbf{E}(1 / u \mid E)+1\), and therefore the bound on the conditional expectation remains valid asymptotically.

Algorithm 7.3. Given an integer array \(A[-K \ldots K]\), this algorithm computes the integer array \(B[-K \ldots K]\) specified by \(B[s]=\min _{-K \leq s^{\prime} \leq K} A\left[s^{\prime}\right]+2 \cdot\left|s-s^{\prime}\right|\).
```

Let $B^{L}[-K \ldots K]$ and $B^{R}[-K \ldots K]$ be integer arrays
Initialize $B^{L}[-K] \leftarrow A[-K]$ and $B^{R}[K] \leftarrow A[K]$
for $s \leftarrow-K+1, \ldots, K$ do
$B^{L}[s] \leftarrow \min \left(B^{L}[s-1]+2, A[s]\right)$
for $s \leftarrow K-1, \ldots,-K$ do
$B^{R}[s] \leftarrow \min \left(B^{R}[s+1]-2, A[s]\right)$
return the array $B[-K \ldots K]$ computed by $B[s] \leftarrow \min \left(B^{L}[s], B^{R}[s]\right)$

```

Implementation in the word RAM Model. Throughout we implicitly assumed that we can sample from the continuous distribution \(\operatorname{Exp}(\lambda)\). We briefly comment on how to implement the algorithm in the word RAM model. An easy way is to discretize the samples to multiples of \(1 / \operatorname{poly}(n)\). The resulting distribution is a geometric distribution which we can efficiently sample from [62]. Alternatively, one can prove the Precision Sampling Lemma directly in terms of a discrete probability distribution, see for instance the original paper [20].

\subsection*{7.7 Range Minima}

In this section we give a simple algorithm to efficiently combine the recursive results from the children at every node of the computation tree.

Lemma 7.10 (Range Minima). There is an \(O(K)\)-time algorithm that, given an integer array \(A[-K . . K]\), computes the integer array \(B[-K . . K]\) specified by:
\[
B[s]=\min _{-K \leq s^{\prime} \leq K} A\left[s^{\prime}\right]+2 \cdot\left|s-s^{\prime}\right| .
\]

Proof. - We give the pseudocode in Algorithm 7.3. We claim that the algorithm correctly computes
\[
\begin{aligned}
& B^{L}[s]=\min _{-K \leq s^{\prime} \leq s} A\left[s^{\prime}\right]-2 s^{\prime}+2 s, \\
& B^{R}[s]=\min _{s \leq s^{\prime} \leq K} A\left[s^{\prime}\right]+2 s^{\prime}-2 s,
\end{aligned}
\]
for all \(s\). This claim implies that we correctly output \(B[s]=\min \left(B^{L}[s], B^{R}[s]\right)\). We prove that \(B^{L}[s]\) is computed correctly; the other statement is symmetric. As the base case, the algorithm correctly assigns \(B^{L}[-K]=A[-K]\). We may therefore inductively assume that \(B^{L}[s-1]\) is assigned correctly, and have to show that \(B^{L}[s] \leftarrow \min \left(B^{L}[s-1]+2, A[s]\right)\) is a correct assignment. There are two cases: Either \(B^{L}[s]\) attains its minimum for \(s^{\prime}<s\), and thus \(B^{L}[s]=B^{L}[s-1]+2\). Or \(B^{L}[s]\) attains the minimum for \(s^{\prime}=s\), in which case \(B^{L}[s]=A[s]\). The running time is bounded by \(O(K)\). 4

\subsection*{7.8 2-Approximating Edit Distance for Many Shifts}

In this section we show how to modify the Landau-Vishkin algorithm [148] to give a constant-factor approximation of the edit distance of a string \(X\) and several consecutive shifts of another string \(Y\). We use this routine at the leaves of our algorithm (Line 2 of Algorithm 7.2).

Theorem 7.20 (Edit Distance Approximations for Many Shifts). Let \(X, Y\) be strings with \(|Y|=|X|+2 K\). We can 2-approximate \(\mathrm{ED}^{\leq K}(X, Y[K+s . .|X|+K+s)\) ), for all shifts \(s \in[-K \ldots K]\), in time \(O\left(|X|+K^{2}\right)\).

Proof. Let \(m=|X|\) and \(n=|Y|\). We will write \(Y_{s}=Y[K+s . . m+K+s)\) for short. Consider the following table \(S[i, j]\) defined as
\[
\begin{equation*}
S[i, j]=\min _{0 \leq s^{\prime} \leq 2 K} \operatorname{ED}\left(X[0 \ldots i), Y\left[s^{\prime} \ldots j\right)\right), \tag{23}
\end{equation*}
\]
where \(i \in[m]\) and \(j \in[n]\). We prove the statement in two steps: First, we will demonstrate how to compute the values \(S[m, m+K+s]\) in the claimed running time. Second, we show that these values constitute 2-approximations of \(\mathrm{ED}^{\leq K}\left(X, Y_{S}\right)\).

Computing the Values \(\boldsymbol{S}[\boldsymbol{m}, \boldsymbol{m}+\boldsymbol{K}+\boldsymbol{s}]\). It is not hard to see that Equation (23) follows the same recursive formulation as the dynamic program for edit distance, but with a twist in the base case. That is, we initialize \(S[0, j]=0\) for all \(j \in[0 . .2 K]\) (which accounts for the possible starting shifts of \(Y\) ) and the rest of the entries follow the recurrence
\[
S[i, j]=\min \left\{1+S[i-1, j], 1+S[i, j-1], c_{i, j}+S[i-1, j-1]\right\},
\]
where \(c_{i, j}\) is the cost of matching \(X[i]\) with \(Y[j]\) (that is, \(c_{i, j}=1\) if \(X[i] \neq Y[j]\), and otherwise \(c_{i, j}=0\) ) and where we set the out-of-bounds entries \(S[-1, j], S[i,-1]\) to \(\infty\).

Since we want to approximate capped edit distances, we are only interested in computing values \(\leq K\) in this table. This can be done using the classic LandauVishkin algorithm [148] in time \(O\left(|X|+K^{2}\right)\). We now briefly sketch how this algorithm works. The idea is to iterate over the edit distance values \(d=0, \ldots, K\). For each value \(d\) and for each upper-left to bottom-right diagonal in the dynamic programming table, we maintain the furthest position to the right along each diagonal which contains the value \(d\). We call this set of positions the frontier. Since moving away from a diagonal incurs cost 1 and since we initialize \(K\) consecutive diagonals with \(d=0\) in the base case, the frontier consists of \(O(K)\) values at any iteration of the algorithm (i.e., we only need to keep track of \(O(K)\) diagonals). Given the frontier for some edit distance value \(d\), we can obtain the frontier for \(d+1\) by performing a longest common extension query for each diagonal and updating the corresponding position along each diagonal. Longest common extension queries can be answered using suffix trees in \(O(1)\) time after preprocessing \(X\) and \(Y\) in linear time [148, 94], and updating the position along each diagonal also takes constant time. Thus, each of the \(K\) iterations takes time \(O(K)\) and the total running time is \(O\left(|X|+K^{2}\right)\).

Approximation Quality. We claim that for every \(s \in[-K . . K]\), the following bounds hold:
\[
S[m, m+K+s] \leq \operatorname{ED}\left(X, Y_{s}\right) \leq 2 \cdot S[m, m+K+s]
\]

This claim implies the lemma statement. Indeed, the previous step allows us to compute the entries \(S[m, m+K+s]\) which are at most \(K\) and identify those which have value larger than \(K\). By capping the latter entries at \(K\), the claim implies that we get 2-approximations of the capped distances \(\mathrm{ED}^{\leq K}\left(X, Y_{s}\right)\) for every \(s\).

We now prove the claimed bounds. The lower bound \(S[m, m+K+s] \leq\) \(\operatorname{ED}\left(X, Y_{s}\right)\) holds by the definition of \(S[m, m+K+s]\). For the upper bound, let \(s^{\prime}\) be the shift which minimizes the expression for \(S[m, m+K+s]\) in Equation (23), i.e., let \(s^{\prime}\) be such that \(S[m, m+K+s]=\operatorname{ED}\left(X, Y\left[K+s^{\prime} \ldots m+K+s\right)\right)\). We will use that the edit distance of any two strings \(A, B\) is at least their difference in lengths \(||A|-|B||\). In particular, we have \(S[m, m+K+s] \geq\left|s-s^{\prime}\right|\). By the triangle inequality, we have that
\[
\begin{array}{r}
\mathrm{ED}\left(X, Y_{s}\right) \leq \operatorname{ED}\left(X, Y\left[K+s^{\prime} \ldots m+K+s\right)\right)+\mathrm{ED}\left(Y\left[K+s^{\prime} \ldots m+K+s\right), Y_{s}\right) \\
\leq S[m, m+K+s]+\left|s-s^{\prime}\right| \leq 2 \cdot S[m, m+K+s]
\end{array}
\]
where the second inequality follows because we can transform \(Y\left[K+s^{\prime} . . m+K+s\right)\) into \(Y_{s}=Y[K+s . . m+K+s)\) by deleting or inserting \(\left|s-s^{\prime}\right|\) characters. This proves the claim and thus finishes the proof of Theorem 7.20.
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[^0]:    ${ }^{12}$ In fact, we design a more transparent such reduction that could be of independent interest.

[^1]:    ${ }^{13}$ We believe that this part is of independent interest. See Theorem 5.4 in Chapter 5.

[^2]:    ${ }^{23}$ Recall that a semiring is a ring that does not necessarily have additive inverses.

