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Abstract

Abstract

Arctic Ocean contributes to the global oceanic kptaf CQ by about 5% to 14% in
taking up from 66 to 199 TgC Yr However, the role of the marine cryosphere was
ignored because it is considered as an imperméalbteer, impeding the gas exchanges
between the ocean and the atmosphBetgs and Mathis2009]. However, a growing
body of evidence suggests that gases exchange ooaild between sea ice and the
atmosphere. In this context, two arctic surveysewerried out in the framework of the
International Polar Year (IPY). From there, we prdsa snapshot of the partial
pressure of CO(pCQ,) dynamics firstly during the initial sea ice grémand secondly
from early spring to the beginning of the summer.

We confirmed previous laboratory measurement figslithat growing young sea ice
acts as a source of G@ the atmosphere by measuring £LHflux from the ice (4 to

10 mmol n¥ d*). We also confirmed the precipitation of calciuatlonate as ikaite in
the frost flowers and throughout the ice and itgligéle role on the effluxes of CO

In early spring, supersaturations in £@p to 1834 patm) were observed in sea ice as
consequence of concentration of solutes in briGe&€Q precipitation and microbial
respiration. As the summer draw near, brine shata marked undersaturation (down
to almost O patm) because of the brine dilutiondeymeltwater, dissolution of CaGO
and photosynthesis during the sympagic algal bldouot.of the winter, soon as the ice
becomes permeable, @@uxes were observed: (i) from the ice to the atpiwre, as
the brine were supersaturated, (ii) from the atrhesp to the ice, as brine shift to an
undersaturation. Temperature appears to be the draiar of the pCQ@ dynamics
within sea ice. It mainly controls the saturatioiates of the brine (where others
processes may be addedg., CaCQ precipitation, primary production) and thus, the
concentration gradient of Getween sea ice and the atmosphere. It also ¢t
brine volume and so the brine connectivity, allogvihe gas exchanges between sea ice
and the atmosphere.

We also present a new analytical method to medberpCQ of the bulk sea ice. This
method, based on equilibration between an ice sampld a standard gas, was
successfully applied on both artificial and natweh ice. However, this method is only
applicable for permeable sea ice ( brine volume > 5%Golden et al. 1998; 2007])

to allow the equilibration between the ice anddtendard gas.
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Résumeé

La contribution de I'Océan Arctique au puits océae global de C@est estimée entre
5 et 14%, soit une absorption de 66 a 199 TgE @nutefois, le role de la banquise est
ignoré parce qu'elle est considérée comme uneéparimperméable, empéchant les
échanges de gaz entre I'océan et I'atmosphgaitep and Mathis2009]. Cependant, de
nombreuses études mettent en évidence que dectelages peuvent avoir lieu. Dans
cette optique, deux études de la dynamique deelssjam partielle en GQpCQ,) ont
ete réalisées en Arctique, sur de la glace de rotere, dans le cadre de I’Année
Polaire Internationale (API). Premiérement, lorslaleroissance initial de la banquise
et deuxiémement depuis la sortie de I'hiver jusquiébut de I'été.

Nous confirmons les précédents travaux de laboeasniggérant qu’une jeune glace de
mer en croissance agit comme une source deve@ I'atmosphere (de 4 a 10 mmol
m? jr'Y). Nous confirmons également la précipitation déeaate de calcium en tant
gu’ikaite au sein de la banquise et son rbéle minsmele relargage de GOAu début

du printemps, une sursaturation en Qfusque 1834 patm) a été observée dans la
glace, comme conséquence de la concentration dgesalans les saumures, de la
précipitation de CaCf{et de la respiration microbienne. A l'approche l'd¢g, les
saumures deviennent sous-saturées ep(ft€qu’a ~ 0 patm) suite a leur dilution par
I'eau de fonte de la glace, la dissolution du Ca@0la photosynthése. A la sortie de
I'hiver, dés que la glace devient permeéable (volumsaumure > 5%), des flux de £0
sont observés, d’abord vers I'atmosphére (suitesutsaturation des saumures) ensuite
vers la glace (une fois les saumures sous-saturbas)empérature semble étre le
facteur principal de la dynamique de la pC sein de la banquise. Celle-ci contréle
() l'état de saturation des saumures (auxquelsitcba processus peuvent s’ajouter
comme la précipitation de Ca@Ou la production primaire), et donc le gradient de
concentration en CQentre la glace et I'atmosphere, (ii) le volumesdemure et par
conséguent la capacité qu’a la glace a avoir desnges avec I'atmosphére.

Nous présentons également une nouvelle méthodalg&npour mesurer la pG@e

la glace de mer. Celle-ci est basée sur I'équiiibnad’échantillons de glace avec un
gaz standard et a été appliquée avec succes suglates artificielles et naturelles.
Cependant, elle n'est applicable que pour des glpeeméables, afin d’assurer une

equilibration optimale entre I'échantillon et lastiard gazeux.
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Chapter I: Introduction

Sea ice observed from the bridge during the CFL cruise.
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Introduction

1. Oceans and sea ice in the global change context

The Intergovernmental Panel on Climate Chan@feCC) defines climate change as “
change in the state of the climate that can betifled by changes in the mean and/or
the variability of its properties and that persidisr an extended period, typically
decades or longer. It refers to any change in ctemaver time, whether due to natural
variability or as a result of human activityAccording to thelPCC [2007], the
warming of the climate system is obvious as theeplesl global average air and ocean
temperature increases, snow and ice melt, theesehrises, the precipitation raises and

the arctic sea ice shrinks.

Climate change is driven by changes in the atmogplkencentration of greenhouse
gases (GHGs) and aerosols, but also by changemthuse i(e., deforestation) and
solar radiation which alter the energy balancenefdlimate systemPCC, 2007]. Next

to water vapor, carbon dioxide (@Qs the most important anthropogenic greenhouse
gas [Zeebe R.E. and Wolf-Gladro®001].Luthi et al.[2008] compiled and presented
CO, concentration measured in air trapped in ice cfsoes several sites in Antarctica.

In the last 800 kyr, atmospheric €@oncentration was strongly coupled with the
antarctic air temperature. The g€@oncentration ranged from 180 ppm during glacial
age to 280 ppm during interglacial age, with a mmatifluctuation of 100 ppm over the
800 kyr before present (Fig. 1.1).
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Figure 1.1: Compilation of C&records from EPICA, Vostok and Taylor Dome anddermture
anomaly from EPICA, over the 800 kyr before pres&ht dashed line represents the mean values of
temperature and GQor the different time periodd {ithi et al, 2008].
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Since the beginning of the industrial period in ke 18" century until now (so-called
the anthropocene period), large quantities of aptbgenic CQ were released to the
atmosphere. The global atmospheric concentratiorCO§ increases from a pre-
industrial value of about 280 ppm to 379 ppm in20@CC, 2007] and up to 391.8
ppm in February 2011 (Fig. 1.2).
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Figure 1.2: Monthly mean atmospheric €€ncentration measured at Mauna Loa Observat@awaii
(http://www.esrl.noaa.gov/gmd/ccqg/trends/

The annual C@concentration growth rate was larger during tisé¢ deecade than it was
since the beginning of continuous direct atmosghareasurementdHCC, 2007].
Global atmospheric concentrations of £fave increased markedly as a result of
human activities since 1750 and now far exceedrutestrial values determined from
ice core spanning many thousands of years. The ioechlradiative forcing due to
increases of GHGs, including GQand its rate of increase during the anthropocene
have been unprecedented in more than 10000 yedws.CIQ radiative forcing
increased by 20% from 1995 to 2005, the largeshghdor any decade in at least the
last 200 years. Therefore, tHeCC [2007] argued, with very high confidence (>90%),
that the global average effect of human activisexe 1750 has been warmed the
atmosphere with a mean radiative forcing of +1.6nV¥. This corresponds to an

increase of ~0.6°C for the last century.

Global oceans play a crucial role in the globaboarcycle. Indeed, they are the largest

reservoir of CQ that equilibrates with the atmosphere and regsilageconcentration



Introduction

[Sigman and Boy|e2000;Sigman et aJ.2010]. Oceans CQuptake is assessed to 1.4
PgC yi' to be compared to the annual anthropogenic emissic€Q of about 7 PgC

yr'l_ According toSabine et al[2004], the oceanic sink accounts for ~48% of the

anthropogenic C@emissions.

The exchange of C{between the atmosphere and the ocean dependshegradient
between the natural reservoirs and biological #@gtithe so-called “solubility pump”

and “biological pump”, respectively (Fig. 1.3).

The “solubility pump” is directly due to the GGsolubility into seawater. The
efficiency of this pump is related to seawater terafure and salinityct., Ch. 1.2.3.).
CO, is more soluble in cold and saline waters. AtmesighCGQ, sequestration into the
ocean is therefore controlled by the formation @iicdense water masses (due to sea
ice formation) at high latitudes. As these watesses sink into the deep-ocean,,GO

sequestered from the atmosphere up to 1000 yedeemwaters.

The “biological pump” transforms GQo biogenic carbon and transports it from the
euphotic layer below the pycnocline, to the deemaos. CQ is taken up by
photosynthesizing organisms which require light aattients for their growth. The net
effect on CQ budget of the transfer of organic carbon from sheface layer to the
deep water is called the “organic carbon pump”atidition to the “organic carbon
pump”, several marine organisms produce calciurbarate structures. The biogenic
calcification in seawater produces £Qf., Ch. 1.2.9). This mechanism is called
“carbonate counter pump”. The global productionGHCQ is estimated to range
between 0.4 PgC yrto 1.8 PgC yt [Berelson et a).2007]. A fraction of this CaC{Q
reaches the seafloor (0.6 PgClyris dissolved (0.4 PgC V) or is buried (0.1 PgC

yr) into the sediments.

Sea ice affects the atmosphere and the oceanharefdre the climate in many ways.
For example, as sea ice is an insulating mediutimits the flux of heat between the

ocean and the atmosphere. Owing to sea ice higtkdalba high fraction of solar

radiation is directly reflected to the atmosphenrel @aherefore not absorbed by the
ocean. Sea ice controls the thermohaline circulatisough the production of deep
water during its formation and the stratificatiohtlee surface waters during the melt
period Dieckmann and Hellme2010;Weeks2010].
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Figure 1.3: Sketch of the “biological pump” (lefthd the “solubility pump” (right)Ghisholm 2000].

According to thelPPC [2007], observations show a consistent pictureswfface
warming and reduction of all components of the spjere, with the exception of
antarctic sea ice. Indeed, the global temperatuceeased of 0.75°C during the last
century. As a result the arctic sea ice surfaceshasnk of -3.8 +0.2% per decade while
the trend of antarctic sea ice is positive withighs increase of +1.2 £0.2% per decade.
This positive trend for antarctic sea ice duringganario of global warming has
actually been predicted even if the mechanismdhases this positive trend is not yet
understood Comisq 2010]. In the Arctic, it must be noted that, wehihe overall
surface of sea ice cover decreased, a large sbift ultiyear to first year sea ice is
also reported, so that both surface and thicknessedluced Nighiem et al. 2007;
Rothrock et al. 2008]. Sea ice retreat is one of the main for@hghange in polar
oceans physics and ecosystem functioning in thedepades.

Global and regional budgets of air-sea;&®change have ignored ice-covered regions
[Tison et al. 2002;Bates and Mathis2009] relying instead on the assumption that a
sea-ice cover is impermeable to gases. Presengsovaing body of recent researches
challenges this assumption, as large fluxes of k&Ye been reported on sea ice during
the winter Heinesch et al.2009;Miller et al., 2011] and springgemiletov et al.2004;
Zemmelink et al.2006; Delille et al, 2007; Nomura et al. 2010b; Nomura et al.
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2010a; Papakyriakou and Miller 2011]. In the same time, it was highlighted how
complex is the inorganic carbon dynamics in sea[Ra&padimitriou et al. 2004;
Delille et al, 2007;Rysgaard et al.2007; 2009;Munro et al, 2010], providing the
need for further investigation. This is crucialetter understand this problematic to be
able to incorporate it in global and regional medealolved in assessing the oceanic
CO, uptake. Especially as sea ice covers is one ofatigest biomes on earth with a
global extension ranging from 16.6°1? to 27.5 18 km? that corresponds to up to
7% of the earth’s surfac€pmisq 2010].

11
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2. Chemistry of the carbonate system

This part is mainly inspired from the bookO, in seawater: equilibrium, kinetics,
isotopes from R. ZeebandD. Wolf-Gladrow[2001].

Carbon dioxide (Cg) is the fifth most abundant gas in the earth’'scepiere (after
nitrogen, oxygen, argon and water vapor) and thesmost abundant greenhouse gas
after the water vapor. In contrast to nitrogen amggen, most C@of the combined
atmosphere — ocean system is dissolved in watébX9I8ecause this gas is not simply
dissolved in water like other gases, but it reasts water to form bicarbonate (HGYD
and carbonate (GP) ions. A fourth form, HCO;, co-exists with C@ But as C@ and
H,CQO; forms are not analytically separable and sinceHit€0O; concentration is much
lower than that one of G(<0.3%), these two forms are usually noted by,.Cthe
concentration of these different ions depends enmibdynamical equilibriums which

are related to salinity, temperature and pressure.
2.1 Partial pressure

The CQ partial pressure assigned to a seawater samgles itef the partial pressure of
CQO; in the gas phase that is in equilibrium with tbeawater. Once the pGQr more
precisely the fugacityCO,, was determined, we can use the Henry’s law toutate
the concentration of dissolved €@ solution. We can also calculate the differenoes
pCO, between the ocean (or sea ice) and the atmospimerause the difference to
estimate the net air-sea (or sea ice) gas fiQ [Delille, 2006; Delille et al, 2007;
Takahashi et al.2009;Nomura et al.2010b; 2010a].

The mole fractiony, of CO, (or any gas) is the number of moles of Qlivided by the
total number of moles of all components in the semypsually in umol maét:

n
Xco, = Zcff (1.2.1)

The partial pressure of GQor any gases) is proportional to its mole fractio
pCOz = xcoz.p (|22)
wherep is the total pressure of the mixture. The widededi unit of partial pressure is

atmosphere (atm). At a given mole fraction, the p@@ depend on the atmospheric

pressure. If the mole fraction is determined in ary the calculated pCf 2 samples
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with the same mole fraction depends on the lataitu humidity because the partial
pressure of kD contributes to the local pressure. The conversfquCG; in dry air to

pCQO;, in wet air (or saturated in water vapor) is madsoading to:
pCOZ(wet air) = pCOZ(dry air)(]- - VP(HZO)) (|.2.3)

whereVP(H0) is the water pressure vapor in atm, which candrepaited from the
relationship proposed byeiss and Pricg1980] as recommended I§ortzinger et al.
[2000]:

100
Tk

In(VP(H,0)) = 24.4543 — 67.4509 4.8489ln% —0.000544 x S

(1.2.4)
whereS corresponds to salinity afig to the absolute temperature.

The partial pressure of GOf a seawater sample is usually determined by ibgaiing
a large volume of seawater with a small volume ad. BBecause pCQrvaries strongly
with temperatured(.g.,Copin-Montégu{1988]), corrections have to be applied in order

to calculate pC@at thein situ conditions.

2.2 Fugacity

According to Weiss [1974] “In most natural applications which do not require
accuracies greater than ~0.7%, the fugacity.... maytdken as equal to the partial

pressuré.

Partial pressure is a concept appropriate for igaaés. According to Dalton’s law, the
total pressure of an ideal gas mixture is giveringysum of the partial pressures of the
gases, where the partial pressure of a perfecisgise pressure it would exert if it

occupied the container alone. The chemical poteatigas species L, is, for ideal

gas:

wherep;® is the standard potentid® is the gas constari,is the absolute temperature
andp; is the partial pressure. For real gases, Daltlavisis an approximation and the

chemical potential is strictly given by:

w; = u) + RTInf; (1.2.6)

wheref; is the fugacity of gas species

13
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Fugacity approaches the partial pressure in th& biminfinitely dilute mixtures. For
very accurate calculations, th@O, can be used instead of peQhe fugacity can be

calculated from its partial pressure:

B”‘S) (1.2.7)

fCO, = pCO,.exp (p o

wherefCO, and pCQ are in patm, the total pressupe,is in Pa (1 atm = 101325 Pa),
the first virial coefficient of C@ B, and parametet are in m3 mof, R=8.314 J K is
the gas constant and the absolute temperatuiis,in K. B was determined by Weiss
[1974]:

B(m3mol™1) = (—1636.75 + 12.0408T — 3.27957.1072T2

+3.16528.1075T3).1076
(1.2.8)

The parametes is the cross virial coefficient:
S(m3mol™1) = (57.7 — 0.118T).107° (1.2.9)

2.3 Solubility

In thermodynamic equilibrium with gaseous carbaoxiie (CQ ), the concentration
of COyxaq) is given by Henry's law withKo being the solubility coefficient of Gy in

seawater:

K,
COyg) S COyaqy (1.2.10)

The pCQ of a seawater sample refers to the partial presslCQ in the gas phase
that is in equilibrium with that sample. The eqaatl.2.10 can be rewritten as:

pCO, =22 (1.2.11)
0
Ko can be estimated in mol kKgitm* according toNeiss[1974]:
InKy = —60.2409 + 93.4517 22 + 23.3585 In(0.01T) + S[0.023517 —
K
0.00023656Ty + 0.0047036(0.01(T)2] (.2.12)

whereS corresponds to salinity afig to the absolute temperature.

The solubility of CQ in seawater (or brine) also depends on the Buaosefiicient,p.
It is defined as the volume of gas (in standarddd¢en, STP: P =1 atm and T = 0°C)
absorbed per unit volume of solution, at the teraijpee of the measurements, when the

total pressure is at 1 atm.
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According toWeiss[1974],4 is formulated as:

1 e -7
Beo, = Qcolzvcoszexp( CTOZ) (1.2.13)

R

whereQ,, is a modified Henry’s law constant and a functoorly of the temperature
and the nature of the gd&,, is the volume of one mole of the real gas at $TiB the
density of the solution\ is the number of moles in a unit weight of solyéhis the
pressure, in atnR is the gas constant. By comparifigcalculated for different gases
(Table 1.2.1), the C@coefficient appears to be significantly largethe others, which
means that C&is the most "soluble”.

Gas Bugsen cogalfficie_rllt Solubility STP
(10° mol kg™~ atm™) (mol kg-1)
Wiesenburg and Guinas§b979] H, 0.788 0.45 x 10°
Wiesenburg and Guinas§b979] CcO 1.245 0.14 x 10°
Benson and Krau§£984] 0, 1.67 347.9x 10
Wiesenburg and Guinas§t979] CH, 1.935 2.71x 10°
Weiss[1974] CO, 62.87 21.83x 10

Table 1.2.1: Bunsen coefficient and solubility &&awater at S = 35, calculated at 0°C.

Existing thermodynamic relationships indicate tthat solubility of gases in seawater in
equilibrium with air increases as temperatures slrgghile the increases in salinity has

the opposite effeci.€., decreases gas solubilityfjomas and Papadimitrio2003].

2.4 Dissociation of carbonic acid and equilibrium consdnts

In standard seawater conditions, the carbonateiesp@ce related by the following
equilibrium:
Ky Ko
COyaq) + H,0 © Hy,CO3 & HCO3 + HY & CO3™ + 2HY  (1.2.14)

whereK; andK; are equilibrium constants, referred respectivslyhe first and second
dissociation constants of the carbonate system.

__ Au+Ahcoy

K, =% (1.2.15)
aco,
a a -
K, = _HY cos” (1.2.16)
Axcoz

However, only the activity of Hand total concentrations of the other quantits loe
directly measured. Therefore, the equations shdadd rewritten using apparent

equilibrium constants with molal concentrationsheatthan activities. Activities are

15
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valid for a single media, like seawater (charazeatiby high ionic strength). These
apparent equilibrium constanks” andK, are applicable only for the pH scale and

ionic strength for which these were determined:

« _ [HCOZ][H™]

ki = el (1.2.17)
y
K; = lcosT ] (1.2.18)

[HCO3]
K, andK, are given in mol kg according toMehrbach et al.[1973] refitted by
Dickson and Millerg1987] on the total pH scale:

3670.7

pKi =

— 62.008 + 9.7944InTx — 0.0118 X S + 0.000116 x S (1.2.19)

pK; = 137?4'7 +4.777 — 0.0184 X S + 0.000118 x S2 (1.2.20)
K

whereS and Tk correspond to the salinity and the absolute teaipes, respectively.
These estimations are considered as the optimsdaation constant for the carbonate
system computation®\Janninkhof et al.1999].

2.5 Dissolved Inorganic Carbon

The sum of the dissolved forms g®ICO;, CO;* is called dissolved inorganic carbon
or DIC, in pmol kg'of seawater:

DIC = ¥ CO, = [CO,] + [HCO3] + [CO%] (1.2.21)

2.6 Bjerrum plot

The plot of Bjerrum (Fig. 1.2.1) represents thedothm of the concentration of GO
HCO; and CQ* versus pH. We considered typical arctic conditbseawater (S=33)
in equilibrium with the atmosphere (p&® 390 patm, pH = 8.04) at a temperature of
2°C. Then, the concentration of GCHCQO; and CQ® accounts for, respectively,
1.08%, 94.4% and 4.52% of the total pool of inoigararbon, DIC = 2139 pmol Kg
and the total alkalinity, TA = 2262.5 pmol kgTA is defined below). DIC is mainly

present as HCO)and CQ are present only in small concentrations.
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Figure 1.2.1: Bjerrum plot showing the changes 65CHCO; and CQ? in typical conditions of arctic

surface waters (S = 33, T = 2°C, P = 1 atm, DICL32umol kg). The vertical dotted line corresponds
to the equilibrium with the atmosphere.

Bjerrum plot exhibits the intricate link between @iAd the relative proportion of the
carbonate species in the ocean. The carbonatensysteéhe natural buffer for the
seawater pH.

2.7 pH scales

The conventional definition of pH is:
pH = —log[H*] (1.2.22)

This equation is not useful while studying seawatace free protons do not exist in
any significant amount in this mediRigkson,1984]. Indeed, these protons are bonded
to water molecules to form ans8" ion among other hydrates. Furthermore, protons
are also complexed with other ions, mainly sulfai®€y*) and fluoride (B ions.

Subsequently, the proton activiigyt) should be used instead of concentration:
pH, = —logay+ (1.2.23)

However, it is not always possible to measure pldoating to equation 1.2.23.
Individual ion activities cannot be determined expentally since the concentration of

a single ion cannot be varied independently becalsetroneutrality is required.
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Therefore, four other operational definitions of p¥ere proposed: NBS scale, free

scale, total scale and the seawater scale.

2.7.1. NBSscale

The NBS scale is defined by a series of standaffébsolutions with assigned pH

values close to the best estimateslofja,.. pHuss is close but not identical to pH
PHngs = pHa (1.2.24)

The reference state for pldnd pHiss is the infinite dilute solution,e., as we dilute a
solution, the distance between solutes increasgsnatine limit of infinite dilution, the
solutes are infinitely far apart. The activity dogient of H approaches -1 when [H

approaches 0 in pure water.

NBS standard buffer solutions have very low iortrersgth (~0.1) while seawater has
high ionic strength (~0.7). The use of NBS buffems pH measurements using
electrodes in seawater is therefore not recommendeéed, the large difference in
ionic strength between the buffer and the seawgdases significant changes in the

liquid junction potentidl between calibration and sample measurement.

The use of NBS scale is not recommended for seawagasurements, but is
appropriate for pH measurements in fresh and bshaokaters, in particular in estuarine

systemsfrankignoulle and Borge£001].

2.7.2. Freescale

The pH calculated in the free scale can be definyed
pHp = —log[H* ] (1.2.25)
This scale takes into account the “free” protonswilver, in seawater, protons interact
with sulfate ions according to:
Ks
H* + S0?~ S HSO; (1.2.26)

wherng* is the dissociation constant of HSO

! The liquid junction potential is the electric poiial difference between the solution in the eledér and
the measurement solution. Ideally it depends omlytlee composition of the electrode solution and
measurement solution. In reality, however, it alepends on the practical design of the liquid jiomct
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So that the total hydrogen concentratidti,]f, is:
[H*]y = [H ] + [HSO; ] (1.2.27)

Analytically, only H*]+ can be determineddjckson,1993].

-
(] = ('] = [HS071 = (¥, (1+ 52— (.228)

The use of the free scale requires an accurate wikis in seawater, which is difficult
to obtain.
2.7.3. Total scale
This scale includes the effect of sulfate ion s1definition and therefore circumvents
the problem of determininigs :
pHr = —log([H"]¢ + [HSO,]) = —log[H"]7 (1.2.29)

In this scale, the activity coefficient approacewhen [H]r + [HSQ;] approaches 0

in the ionic medium. This pH scale is the most Widesed for pH measurements in
seawater. A useful set of buffer standards wasqseg in artificial seawater containing
sulphate ions, whose assigned pH values was aetudstermined on the “total scale”
[Dickson,1993]. Furthermore, a set of consistent apparesstodiation constants were
accurately determined on this pH scale based oitesiartificial seawater composition
as the buffer proposed Bjickson[1993].

2.7.4. Seawater scale

If the medium additionally contains fluoride iorfS)( a more accurate scale takes them
into account:
o+ F- & pp (1.2.30)
The total hydrogen ion concentration in this pHeaesitherefore:
[H+]SWS = [H+]F + [HSO4 ] + [HF] (1.2.31)
This leads to the definition of the seawater scale:
pHsws = —log([H"]r + [HSO; ] + [HF]) (1.2.32)
The difference between the total scale and the ateavgcale therefore simply arises

from the fact that whether the medium on which $bele is based contains fluoride
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ions or not. However, this difference is small {tghly 0.001) because [HSQis much

larger than [H] in seawater.

There are formulas to convert the different scélesveen themHowever, the best
approach is to avoid such conversion and to ussistemt sets of pH scale, buffers and
dissociation constants. In the present study, veel tise “total” pH scale using buffers
proposed byickson[1993 with apparent dissociation constants frtdehrbach et al.
[1973] refitted byDickson and Millerg1987] since they have been estimated to be the

optimal apparent dissociation constants for seavWydtfanninkhof et al.1999].

2.8 Total Alkalinity

The current widely accepted definition of total aikity, TA, was given byDickson
[1981] as the number of moles of hydrogen ion equivalentht éxcess of proton
acceptors over proton donors in one kilogram of giefn Where proton acceptors
describe the bases formed by weak acids with acl&son constant oK < 10*° at
25°C and zero ionic strength and where proton dodescribe acids witk > 10*°.

In seawater, TA is defined, in umolkgas:

TA = [HCO3] + 2[C0%7] + [B(OH);] + [OH™] + [HPOZ™] + 2[P0O; "] +
[H3Si0;] + [NHs] + [HS™] — [H*]r — [HSO; ] — [HF] — [H5PO,] (1.2.33)

where H']¢ is the free concentration of protons.

The total alkalinity of a sample according to equratl.2.33 is determined with the
following method. The sample is titrated with aosty acid, usually HCI, and the
equivalence point is determined by following them@ase of pH. During this work, the
equivalence point was determined using the Grarctiom [Gran, 1952]. The
equivalence point of the titration generally occarsund pH = 4.3 and corresponds to
the endpoint of the titration of the carbonic a@d,carbonic acid is the dominant weak

acid-base system in seawater (see Bjerrum plot|R2g).

According to Dickson’s definition, bases formednfraveak acids witlpK > 4.5 are to

be considered as proton acceptors, while acids pitk 4.5 are to be considered as
proton donors. This definition unambiguously sefgroton acceptors from proton
donors. The figure 1.2.2 illustrates this separaby the vertical dashed line at pH = 4.5

for the acid-base systems included in equatio®3.ZThis figure provides an overview
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of the main acid-base systems present in seawatkrira addition, gives an overview

of their relative concentrations in the coursehef titration.

|
W

Log [concentration (mol kg”1)]
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Log [concentration (mol kg“)]
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Figure 1.2.2: Extended Bjerrum plot showing theddoase systems relevant to TA in seawater. The
vertical dashed line at pH = 4.5 indicates speitidse considered as proton donors and acceesbe
R.E. and Wolf-Gladrow001].

According to figure 1.2.2, carbonic acid and baaigd (in addition to water itself) are
the most important acid-base systems in seawategodd approximation of TA,
namely the practical alkalinity (PA) is thereforeven by accounting only the

contribution of these two acids and water.

The contribution of carbonic acid is denoted asaaate alkalinity (CA) which is a

useful and simple approach of alkalinity:

CA = [HCO3] + 2[C027] (1.2.34)
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The contribution of boric acid to PA, the borat&adihity, [B(OH),], can be derived

from:

B(OH); + H,0 < B(OH); + H* (1.2.35)

where Kg is the dissociation constant of boric acid, depsmdon salinity and

temperature. The concentration of total bor&g i conservative and a function of

salinity.
B, = [B(OH); | + [B(OH);] (1.2.36)
It comes:
[B(OH);] = (1.2.37)

This expression can be readily computed from teaipez, pH and salinity. The

contribution of water to PA can be expressed as:
water alkalinity = [OH™] — [H" g (1.2.38)
Hence the practical alkalinity (PA) can be exprdsas
PA = [HCO3]+ 2[CO%7 1+ [B(OH)z]1 +[OH™] —[H*] (1.2.39)

According to the Dittmar principle (or rule of caast proportion), the relative
concentration of the major ions in seawater is tarisHence, their concentrations are
conservative, which is useful in, for example, tils® of TA as water mass tracer in
addition to salinity. Taking into account the maiundant ions in seawater and
electroneutrality principle, it comes:

[Na?*] + 2[Mg?*] + 2[Ca?*] + [K*] + -+ [HT]p — [CL"] — 2[S027] — [NO3 ]

—[HCO3] - 2[CO57] = [B(OH);] = [OH7] = - =0
(1.2.40)

We can write the equation with the cations and maf strong bases and acids, which
are completely dissociated and therefore not adteby pH, on the left:
[Na?*] + 2[Mg?*] + 2[Ca?*] + [K*] + - — [Cl"] — 2[SOZ7] — [NO3] — -+
= [HCO3] + 2[CO37] + [B(OH)L] + [OH] — [H*]F

+ [minor components] = TA
(1.2.41)

The relative concentrations on the left do not delpen equilibrium constants and are
not affected either by pH or temperature. Theretbeeright hand side.e., TA, is also

conservative.
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Above equations are used for the quantitative gesmn of the carbonate system in
seawater. The two equilibrium conditions (Eq. I2dnd 1.2.18), the mass balance for
total inorganic carbon (Eqg. 1.2.21) and the chabgéance (Eq. 1.2.33) constitute 4
equations with 6 unknown variables. As a resultemvbnly 2 variables are known, the
system is determined and all the other componemtse calculated. Only [GD [H™],

DIC and TA can be measured directly.

2.9 Inorganic carbon dynamics

As mentioned before, the carbonate system canfluemted by abiotic processes like
changes in temperature and salinity or by mixing whters masses and
precipitation/dissolution of calcium carbonate. I[Bgical processes also influence the
inorganic carbon dynamics through the biologicatigdiated precipitation/dissolution

of calcium carbonate and oxic and anoxic processes.

2.9.1. Abiotic processes
2.9.1.1. Temperature

Temperature changes affect the pGkyough the dissociation constakisandK; and
the coefficient of solubilityKo. This effect can be calculated using the algorithoh
Copin-Montéguf1988]. These algorithms are used to correct p@@asurements or to
remove temperature effects on pC€éhanges. pCg at given temperature can be
calculated from pCg@) at a given temperaturexccording to:

In(pC0,) = = in(22) + In(by) (1.2.42)

ti
with:
ar=1—((1090+7 xS) x 107%) x t (1.2.43)
by =1—((3695+9x5)x1075) xt+ ((389+2.2x5)x107°) x t? + ((0.34

—0.124 X S) X 107)¢3
(1.2.44)

wheret is the temperature (°C) a&the salinity.

During our field sampling, this correction was ajwapplied to the direct brine pGO

measurements to ensure a correct pZfue at then situtemperature.

23



Inorganic carbon dynamic in coastal arctic sea @&®l related air-ice C@exchanges

2.9.1.2. Salinity

The dissociations constants depend on salinitys €ffect, as well as the temperature
effect, is illustrated in the figure 1.2.3. A shift thepK™ value leads to a shift in the

relative proportions of CQHCQO; and CQ* at a given pH.

.—.2 T T T T T T T
PK; (ref) PK, (ref.)

/I.I
L
’y

/

'
,§" T=0'C, S=35
’/ [‘
. T=25C, S=35 _9

Log [concentration (mol kg")]
&
(&)

4 5 6 7 8 9 10 11 12

Figure 1.2.3: lllustration of the effect of temptna, pressure and salinity pK;* andpK,*. The
reference case (solid line) is T = 25°C, S = 35, Patm. DIC = 2 mmol Kgin all cases.

Also salinity effect has a large influence on therganic carbon dynamics, due to
related changes in solutes concentration. Thig & significant importance in sea ice,
where salinity changes are enhanced compared toatex column. During the sea ice
growth, brine salinity could reach values above While, during the sea ice melt, brine
salinity could decrease down to 0. Effect of s&immhanges on the carbonate system
can be estimated since both TA and DIC are conteeyae., proportional to salinity.

It is possible to decipher the salinity effect oA @nd DIC from other physical and
biogeochemical processes by using the normalizedaid DIC at a constant salinity
(usually 35, denoted TA and DIGs) according to:

TAzs = o> (1.2.45)

DICss = =2 (1.2.46)

where TA and DIC are given at the salirfgy
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These equations are commonly used to normalize AACAC, although these assume
a 0 value for both TA and DIC in freshwater, whishun-realistic. A more complex

normalization procedure is proposed fyis et al. [2003] that takes into account TA
end-memberTAs-g) different from zero, according to the equation:

TA35 — TAmeasuTed_TAS=0 X 35 + TAS=0 (|247)

Smeasured

2.9.1.3. Water masses mixing

Any mixing of water masses either due to advectigmyelling or vertical mixing,
affects significantly the pC£and the carbonate system speciation. These etfantbe

estimated from TA and DIC which are conservativetlgh mixing processes.

2.9.1.4. CO,exchanges

An increase of the C{Qeads to an increase of DIC but it does not chargdecause

the charge balance is not affected.

Many processes affecting the carbonate system @notiean are best described by
considering the change of DIC and TA that is asgedi with them. On the figure 1.2.4,
the mains open ocean processes affecting the cadosystem are described

considering their change on DIC and TA.

2.9.1.5. Calcium carbonate

The precipitation of calcium carbonate (Caff@ standard seawater conditions is
described by:

Ca* + 2HCO; < CaCO; + CO, + H,0 (1.2.48)

The formation of CaC® decreases both DIC and TA. For each mole of GaCO
precipitated, one mole of C and one mole of‘Gans are taken up which leads to a

decrease of DIC and TA in a ratio of 1: 2 (Fig.4)2 As a result, the system shifts to

higher CQ level and lower pH. Dissolution of CaG@orresponds to the reverse of the
equation Eq. 1.2.48. Production of Cag€an be biologically mediated by organisms
which produce calcitic or aragonitic shells andlestans. The major calcite producers

in the open ocean are coccolithophorids and fordenas.
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Figure 1.2.4: Effects of precipitation of Cag@hotosynthesis and G@xchanges on DIC and TA. The
initial conditions are typical conditions foundanctic surfaces waters (S =33, T = 2°C, P = 1 &m)
equilibrium with the atmosphere (p&& 390 patm, pH = 8.04) with a DIC of 2139 pmofand a TA
of 2262.5 umol kg.

This precipitation can also be induced as a restilthermodynamic equilibrium,
depending on the saturation state of seaw&tgr (

[ca?*],,, x[co3™]

K_;*p

SW

0= (1.2.49)

Where Ca**]sw and [COs*]sw are the concentration of €aand CQ* in seawater
respectively andKSIO is the solubility product at thie situ conditions of temperature,
salinity and pressure. A2 > 1 corresponds to supersaturation, wher@a 1
corresponds to undersaturation. In the open od€ai;] variations are rather small
and closely related to variations in salini€y.is therefore mainly determined by the

carbonate ion concentration.

Calcite is the dominant polymorph of calcium cardien aragonite and vaterite are two
other anhydrous crystalline polymorphs while amorsh monohydrate calcium
carbonate and hexahydrate calcium carbonatg.,(ikaite) are hydrated forms of

calcium carbonate.
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2.9.2. Biological processes
2.9.2.1. Oxic processes
2.9.2.1.1. Photosynthesis

According to the classical Redfield-Ketchum-Riclsa(BKR) reaction of biosynthesis
[Redfield et al.1963]:

106C0, + 16NO3 + H,PO; + 17H* + 122H,0 —

One mole of H is consumed for each mole of BIr H,PO; consumed through
biosynthesis, increasing TA by one mole. Thus, péyithesis reduces DIC and p£O
and slightly increases TA (Fig. 1.2.4).

2.9.2.1.2. Respiration

Aerobic respiration corresponds to the reversehef équation 1.2.50. It involves a
complete recycling of nitrogen in first instanceinduces an increase in DIC and pCO
and a decrease in TA (Fig. 1.2.4).

If the assimilation of N@, as predicted by the RKR equation, is replacedihzy

assimilation of NH', photosynthesis decreases TA (bygfoduction) according to:

R~OH + NHf & R — NH, + H* + H,0 (1.2.51)
whereR~ represents organic matter. The equation |.2.5hdseverse equation of the
ammonification which then increases TA.

Nitrification decreases TA due to'iroduction according to:

NHf + 20, © NO3 + 2H* + H,0 (1.2.52)

The complete recycling of nitrogen involves bothnaomification and nitrification and
leads to a net production of lnd thus a decrease in TA. It corresponds, evintoa
the equation 1.2.50.

2.9.2.2. Anoxic processes

When Q concentration comes to exhaustion, a series of iam@actions can occur
depending on the availability of electron acceptarsl the free enthalpy of the

corresponding oxidation reactions. The followingatons are sorted according to their
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free enthalpy. The first equation has the highest fenthalpy and then occurs

preferentially. The term CiD represents the organic matter.

2.9.2.2.1. Denitrification

5CH,0 + 4NO3 + 4H* - 5C0, + 7H,0 + 2N, (1.2.53)

2.9.2.2.2. Manganese (IV) reduction

CH,0 + 2MnO, + 4H* - CO, + 3H,0 + 2Mn* (1.2.54)

2.9.2.2.3. Iron (lll) reduction

CH,0 + 2Fe,04 + 8H* > CO, + 5H,0 + 4Fe?* (1.2.55)

2.9.2.2.4. Sulfatoreduction

2CH,0 + SO2~ + 2H* - 2C0, + 2H,0 + H,S (1.2.56)

2.9.2.2.5. Methanogenesis

2CH,0 - CO, + CH, (1.2.57)

All of these processes, with the exception of mmetigenesis, consume *Hand
therefore increase TA. These occur mainly in sedimand due to the large abundance
of SO in seawater, sulphato-reduction is one of the raaierobic diagenetic organic

matter pathway.

2.9.3. Quantification

Quantitative examples of all processes affectinfpa@ate system are provided in the
table 1.2.2 and their effects on TA and DIC arevehan figure 1.2.5. The initial
conditions are the typical conditions found in Ereurface waters (S =33, T =2°C, P
=1 atm) in equilibrium with the atmosphere (pCO390 patm, pH = 8.04) with a DIC
of 2139 pmol ki and a TA of 2262.5 umol Kg CO, speciation was calculated using
the CO2sys.xIs packagBédlletier et al.,1998], the CQ acidity constants dflehrbach

et al. [1973] refitted byDickson and Millero[1987], the CQ solubility coefficient of
Weiss[1974], the S dissociation constant ddickson[1990a], the borate acidity
constant ofDickson[1990b] while the total borate molality was caltigld using the
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Uppstrom[1974] ratio to chlorinity. pC@ changes related to water masses mixing

involves mechanisms beyond the scope of the table.

2500 ‘ T
2400 - i
i
2 2300+ _
[e)
z p
~ 2200 | -
< /!
= [ Denitrification
I — — Mn (IV) reduction
2100 /,I ——— Fe (I) reduction |-
[ 1 Sulfatoreduction
/ ,’ —— Methanogenesis
2000 [o . v

2000 2100 2200 2300 2400 2500

DIC (mmol kg'l)

Figure 1.2.5: Effects of different processes on @I€ TA (with the exception of precipitation of Ga{

gas exchange and photosynthesis that are provideigure 1.2.4). The initial conditions are typical
conditions found in arctic surfaces waters (S =138,2°C, P = 1 atm) in equilibrium with the

atmosphere (pCO= 390 patm, pH = 8.04) with a DIC of 2139 umot'kand a TA of 2262.5 pmol Kg
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Table 1.2.2: Main physical and biogeochemical psses and their interactions with pC@nd the

carbonate system.
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3. Seaice

Sea ice is a thin, fragile, dynamic and solid layet is formed by the congelation of
seawater. The buildup of the sea ice cover, howeesults from the combination of
thermodynamic processes (heat exchanges with thesphere above and the seawater
below) and dynamic processes (resulting from mdachamteractions of the individual
ice plates driven by surface winds and ocean ctgye8ea ice can be considered as a
porous solid, constituted of a matrix of pure icentaining liquid and gaseous
inclusions. Hence, the “mushy layer” concept is potward by some authors
[Wettlaufer et al. 2000; Feltham et al. 2006;Notz and Worstgr2009] in comparison
with processes occurring during solidification d¢her materials (salt, metals). Sea ice
properties have been described in details, amadmgrsitbyWeeks and Ackleyfl982],
Eicken[2003] andThomas and Dieckmarja003].

3.1 Seaice structure and composition

Structure of sea ice crystals shows, as for mostfacms at the Earth surface, a
hexagonal symmetry. Each atom of oxygen is locatdbe center of a tetrahedron with
four other oxygen atoms located at each of theeapi€his highly regular network of
oxygen atoms is bonded together by a series ofoggar bonds. The oxygen atoms are
concentrated close to a series of parallel plahasdre referred to as the basal planes.
The direction perpendicular to these planes isrmedeto as the principal hexagonal or
“c-axis” (symmetry 6). Thed-axis” (symmetry 2) line up with the plane of tlestest

growing ice while the ¢-axis” is the optical axis of the crystal (Fig..L3
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Figure 1.3.1: Positions of the oxygen atoms indseviewed from several different angles. In thedigd
diagram the view is parallel to tleeaxis and in the diagram on the right it is perpeuldr to thec-axis
[Weeks and Ackleg982].

The low density of the ice is the result of theakedral coordination of every water

molecule by hydrogen bonds resulting in a very ogteuncture.

As sea ice is formed of seawater solution esséntall the solute are rejected back into
the liquid or melt. As more ice forms with temperat decreasing gradually, the melt
that coexists in equilibrium with the ice becomagtier. With cooling, ice forms and
the remaining brine becomes more saline. As coatimigtinues, different solid salts
also precipitate from the brine. The phase diagrekasur, 1958] specifies the
composition of the different phases (ice, bringjdssalts) that coexist at different
temperatures and pressures. The figure 1.3.2 repi®she phase diagram for standard
sea ice, which is defined as sea ice of such comnoshat its meltwater will have the

same relative concentrations of ions (to each ptéeenormal seawater.
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Figure 1.3.2: Phase diagram of sea ice. The diftecarves indicate the mass fraction of solid iop),
salts (middle) and liquid brine (bottom) presenaiclosed volume of ideal seawater at different
temperaturesfssur,1958].

Sea ice composition can be determined in this dragrSea ice is mainly formed of
pure ice, brine (the composition of which depenfdthe ice temperature) and solid salts
precipitated from brine. The relative proportiontbése three elements depends on the
ice temperature (Table 1.3.1, for 1 kg of standsed ice with a salinity of 34.325).

-10°C -30°C
Ice 768 g 917 g
Solid salt 429 43.4 9
Brine 228 g 39.5¢
water fraction 195 g 309
ions fraction 32¢g 10 g

Table 1.3.1. Relative proportion of ice, solid sattd brine at-10°C and -30°C.
“including CI, Na’, SO, Mg**, C&", K™...
" estimates from the figure 1.3.2.

The initial temperatures of crystallization of tharious solid salts believed to be

present in natural sea ice are given in table.l.3.2
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Salt _ Density T of !nitigl sa_lt
- Mineral name Crystal system formation in brine
composition (mg/m3) (°C)
CaCQ.6H,0 Ikaite Monoclinic 1.771 -2.2
Na,S0,.10H,0 Mirabilite Monoclinic 1.49 -8.2
MgCl,.8H,O -18
NaCl.2H,0 Hydrohalite Monoclinic 1.61 -22.9
KCI Sylvite Hexoctahedral 1.99 -36.8
MgCl,.12H,0 Monoclinic -43.2
CaCb.6H,0 Antarcticite Trapezohedral 1.71 <-55

Table 1.3.2: Sequential precipitations of saltshvitsea ice, adapted frowieeks and Ackld982].

It should be noted that some differences may dxasieen this theoretical diagram and
the real state of the ice. Brine pocket may forsejating portions of brine and solid
salts, thereby changing the sequence of possiattioas between theses phases and the
ice. Sea ice can also age with brine drainage gagiace with potentially some of the
solid salts remaining behind within the ice. Thisqess would result in the enrichment

of ions that are associated to the solid salt presty formed in the ice.

3.2 Water conditions for sea ice formation

Seawater has, on average, a salinity of about 83h@A rate of decrease of the freezing
point (Ty) of water, with an increasing salinity, is lowéan the rate of decrease of its
temperature of maximum density¥,4ay), T,max bECOMeES lower thaily for a salinity
higher than 24.695 (Fig. 1.3.3). This property tesaan unstable vertical density
distribution, causing convective mixing, as seawai®ols down to being above its
freezing point, while cooled down from the atmogghewill start a thermohaline
convection (overturning of colder surface water ahhis in turn replaced by warmer
water displaced at depth) until the entire uppserdastirred by wind, waves and
thermohaline mixing (mixed layer) reach the fregzpoint. Once the entire water
column reaches the freezing point, additional ewgplallows the water column to be

supercooled and ice crystals appear.
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Figure 1.3.3: Temperature of the density maxim.and of the freezing poir for seawater of
different salinities Weeks and Ackle$982].

3.3 Sea ice classification

Depending on location and environmental conditicsesa ice may be formed from
several processes which will result in differenttiees characteristics. Sea ice may
therefore be classified according to its texturerfghology), genetic process or place of
formation. This is summarized Hyicken [2003] and shown in figure 1.3.4 for the
textural and genetic types.

Textural Genetic Growth Stratigraphy Depth, Time
classification  conditions N m  scale
* snow de- R s
esnow  Position 6660664
ice « flooding ey _
sgranular 5.0 turbulent 3 :\"53-}{':..:- 0.1 — day
ice  mixing  PNFERRITS
* mixed « tran- 0.25—- week
columnar/ sition
granular zone
0.5 ——month
0.75+1-
* quiescent
* conge- (gl’O\\’Ih
* columnar Jation rate, 1 —+
ice current
shear)
1251
* mixed A
e ol 1.5 - year
?)]atelet « water- ‘:z i . i iz i
(F F 1 Figure 1.3.4: Schematic summarizing the main
ice) Sl e v ice textures, growth conditions and times
ice cooling scales for first-year sea icEigken,2003].
inter- intra- and
granular inter-
pores, ranular
isometric yg)ores,
grams prismatic
grains
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3.3.1. Textural classification

Different sea ice categories are distinguished raag to their texture.

» Columnar ice is made of large, vertically elongategbtals with intracrystalline
substructures. It is unanimously recognized as uhequivocal signature of
congelation ice resulting from direct freezing eawater, at the bottom of the

ice floe, for exampleTison et al.1998].

» Granular ice is made of equigranular crystals. ditystals size (from millimeter
to centimeter scale) and shape depend on the niode formation lison et al.,
1993].

» Intermediate columnar / granular ice is made ajhgly elongated grains. The
grains are indented and interlocked. Grains exhitginar, smooth vertical
boundaries and highly indented, irregular horizbmtaes. They result from
congelation of supercooled seawater at the advgncewater interfaceHicken
and Lange1989].

* Platelet ice is predominantly made of elongatedudar grains both in vertical
and horizontal thin sections. The platelet faciesegally occurs as a mix of
platelet-congelation facies with a wide range betwéhe two components
[Tison et al.1998].

3.3.2. Genetic classification
3.3.2.1. Thermodynamic formation

The first type of sea ice formation is associatethermodynamic processes such as the
cooling of seawater by the atmosphere above, thengiof seawater masses of

different properties or pressure changes in a givaier masses.

3.3.2.2.  Frazil formation

Ice crystals formed in seawater take the shapeeetlles, spicules or platelets, often
intertwined into aggregates and are known as fregilIndividual crystals are typically
a few millimeters to a few tens millimeters acrassl less than a millimeter in thickness
[Weeks and Ackley982]. These crystals are formed at the surfadghefeawater or

within the water mass. They are less dense thamasenand thus raise and accumulate
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at the surface or at the bottom of a pre-existoeydgolumn. Their accumulation in a

uniform layer of frazil ice crystals is called gseace.

Several mechanisms are responsible for frazil aceétion. The most important is due
to turbulence induced by wind and waves in surfseawater. This process mainly
occurs in leads or polynyaf_ange et al. 1989;Jeffries and Week4992]. Under calm
weather conditions, the grease ice layer quicklysotidates into a solid ice cover with
randomly oriented ice crystals (granular textur&his process occurs before the
transition to the columnar ice. With significantweaaction, the frazil collects to form
rounded discs collectively called “pancake ice”"n€ake sizes range from a few tens
centimeters to a few meter®drovich and Gow1996]. The pancakes continually
collide and separate resulting into characteriskavated rims. With ongoing freezing
the pancakes adhere into a continuous ice sheee @solid surface layer has formed,
further ice growth typically commences through cglagon at the ice-water interface.
This whole process is referred to bgnge et al[1989] as the “pancake cycle” (Fig.
.3.5).

New Ice Formation
Frazil Ice

£ Formation of
—0 Pancake Ice

L—-20cm

Freezing Together
and Rafting of
o Pancake Ice

Further Rafting
and New Ice
Formation

50cm

Figure 1.3.5: Schematic representation of the “p&racycle” Lange et al.1989].

2 According toWeeks[2010], the definition of polynyas and flaw leagssomewhat ambiguous. Both
refer to areas of open water (and thin ice) in giore and season where one would otherwise expect
thicker ice. TheWorld Meteorological Organizatiorf1985] defines a lead as being any fracture or
passage through sea ice that is navigable by suviegsels. However, once a lead forms, open waller w
only exist for a short time before an ice covertstéo form converting open leads into refrozerdtea
Polynyas are areas of persistent open water. Tieelagger than lead and reoccurs in a similar looat
annually due to regional characteristics.
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3.3.2.2.1. Transition layer

Once a continuous ice cover is formed, the watdunco is separated from the
atmosphere. The latent heat needed to freeze tteg will be extracted through the ice.
The growth rate is determined by the temperatuaglignt in the ice and by the heat
capacity of the ice. Moreover, the ice crystalshvetmore horizontat-axis orientation
have a slight growth advantage. Therefore, furilber growth results in geometric
selection towards columnar ice crystals with tleesixis in the horizontal plane and an
increase of their size with depth. This transitaaturs within a few centimeters thick
transition zone that forms the so called intermiedgaanular/columnar ice or transition
layer (Fig. 1.3.6).

Figure 1.3.6: Schematic diagram showing the prooéggometric selection. The arrows indicate the
direction of the c-axed/eeks and Ackle$982].

3.3.2.2.2. Congelation ice

Below the transition layer in sea ice, the ice &lhshe characteristics of the columnar
texture type. It possesses a strong crystal elamygparallel to the direction of heat loss,
a pronounced crystal orientation and a graduakss® in grain size over crystals closer
to the cold sourcefeeks2010]. In this type of ice, all crystals have thaxis oriented

within a few degree of the horizontal plane.

According toEicken and Lang¢1989], three wind controlled ice formation regsne
may be distinguished. For wind speeds < 3m/s, @#raaous sheet of columnar ice with
little deformation (< 10% rafted) is developed. Fand speed ranging between 3 m/s
and 10 m/s, the ice cover is more highly rafted added (25% - 30%) and shows an
intermediate columnar/granular texture with featuzemmon to both ice types. Finally,
for wind speed > 10 m/s, the ice cover is mainlitech and ridged (> 50%) and

formation of granular ice predominates.
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Following theWorld Meteorological Organizatiofil985], new ice is a weakly or non-
consolidated collection of ice crystals which usuatclude frazil ice and grease ice.
Once consolidated, nilas (0 — 10 cm) is formed,cWwhs further classified into dark
nilas (0 — 5 cm) and light nilas (5 — 10 cm). Wisea ice sheet becomes thicker than 10
cm, the ice is classified as young ice. Young m&udes grey ice (10 — 15 c¢cm) and
grey-white ice (15 — 30 cm). Recently formed seatiicker than 30 cm is called first
year sea ice. A special case is the pancake icehwhiformed as a result of wave
action. Based only on thickness, pancake ice magldssified as belonging to either

nilas or young sea ice typestn et al. 2007].

In complement to the most frequent frazil — congeha sea ice growth process

described above, it is also other sea ice types asi¢snow ice”, “superimposed ice” or

“platelet ice” for the most known.

3.3.2.2.3. Snow ice

A thick snow cover depresses the ice surface béh@wvater level, so that seawater
floods the ice surface and subsequently refreeagsttier with the water-saturated
snow. This is called the “flood-freeze cyclingFrltsen et al.,1998]. The resulting
“snow ice” has a fine granular texture with polygbrrystals (sharp linear crystal
contours) with no interlocking grains. This typeioé is often quite porous[cken,
2003] and can only be distinguished from granuter of frazil origin by its negative
5'%0, because of the significant contribution'#d depleted snow crystalsdnge et al.,
1990].

In the Arctic, snow thickness is rarely high enouglallow surface flooding and snow
ice formation. In Antarctica, however, an overdlinher ice cover and higher snow
accumulation rates result in widespread occurrentkeis phenomenon, with more than
50 % of the surface flooded in some ardzsKen,2003].

3.3.2.2.4. Superimposed ice

Superimposed ice formation occurs during summenmvthe snow melts internally and
percolating meltwater refreezes either in the snowat the snow-ice interface when the
temperature gradients within snow and ice are megat.g.,the ice is colder than the
freezing temperature of freshwatdddas et al. 2001; Nicolaus et al. 2003; 2009].
Superimposed ice can form layers of a few decimatethickness in Antarctica while
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in the Arctic superimposed ice usually rapidly detates after formation due to strong
surface ablation Nicolaus et al.,2003]. The typical superimposed ice texture is
isometric grains with planar boundaries. The gsabe often decreases with depth
[Haas et al.2001].

3.3.2.2.5. Plateletice

Platelet ice is formed through consolidation ofi@platelet layer underneath the solid
sea ice cover. The highly disorganized texture wiistals extending in all directions
results from the freezing of voids in between rantjooriented platelets. The network
of loose ice platelets determines the morphology@rentation of crystals grown in the
voids [Eicken and Langel,989].

The growth of platelet ice is attributed to unrasted frazil ice nucleation and growth
resulting from adiabatic supercooling in ascendowy Shelf Water (ISW) but also by
growth and accumulation of plate-like frazil iceetditly to the bottom of an existing ice
sheet from an adiabatically supercooled water mag&en and Langel989;Gow et
al., 1998;Tison et al. 1998].

The formation of the ISW is linked to the Deep Thehaline Convection (DTC) (Fig.
1.3.7). As sea ice is formed, salt are partly rggdanto the underlying water, increasing
its density. This water called High Salinity Sh&ifater (HSSW), denser and at its
freezing point, sinks to form the DTC. During itdiabatic sink, its freezing point
decreases due to increasing pressure. A part dH8®W sinks beneath the ice shelf
and reaches the grounding line when it melts metece in the basal part of the ice
shelf. The mixing between this meltwater and the&SWSforms the ISW. This water is
less salty, so less dense. Therefore it resurfadiedatically ahead of the ice shelf and,
with the decrease of the pressure, becomes supedcds a result, frazil crystals grow
from thermodynamic adjustments. These crystaldem® dense than the ISW and thus

slowly float up to the surface and grow as platetgstals Jacobs et al.1992].
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Figure 1.3.7: Sketch summarizing the Deep thermiobaConvection (DTC), resulting in Ice Shelf Water
(ISW) production and frazil / marine ice formati@uapted frondacobs et al[1992].

3.3.2.2.6. Multiyear ice

During the summer melt season, the first year seaundergoes profound changes as it
eventually survives into multiyear ice. As the sncover melts, the ice surface begins
to melt as well. Concurrently, the interior of tice warms up due to the absorption of
solar radiation and conduction, causing an increasérine volume. Subsequent
increase of the hydraulic head of the brine netweskilts on the flushing of the surface
meltwater and brine drainage in the ice, leadingigmificant desalinationW}eeks and
Ackley 1982;Perovich and Gow1996]. Over time, with dynamic and thermodynamic
contributions, the ice surface develops surfacefreThe later combines depressed
ovens where melt ponds can form and raises ardi@sl tmimmocks. Hummocks are
well above freeboard, facilitating brine drainage. drainage occurs, brine pockets are
transformed into air bubbles, resulting in bublaly with a lower densityHerovich and
Gow,1996].

3.3.2.3. Dynamic formation

The main external parameter controlling the dynaioé growth is the wind speed,
which also determines the hydrodynamic conditiohshe upper water column. As
mentioned abovekicken and Langg1989] recognized 3 distinct regimes of sea ice
formation and development for wind speed in thegesn< 3 m$, 3-10 m & and > 10

m s,
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For a wind speed less than 3 th generally a thin layer of frazil ice will form #te
surface. Once the ice cover is established, iceviggpdownward is columnar ice. With
a wind speed ranging from 3nt & 10 m &, the new ice cover breaks up in the vicinity
of open water areas due to wave action and the @imufurafting (superposition of
individual ice plates) increases significantly. dcap to about 0.3 m in thickness are
more susceptible to rafting, while thicker ice tentd be ridged in the process of
compressional deformation. If the wind speed ish&ighan 10 m the ice rides up
against the pack ice boundary or against largerenmert floes. Swell generated by the

wind causes surrounding floes to break up and deerm size.

3.3.3. Classification based on ice location

Two types of sea ice may be distinguished baseti@ndistance to the coast. Landfast
ice is formed along the coast, attached to theediner generally in quiet conditions.

Pack ice is any sea ice formed in the open se& Raccan shoal on the coast to
become landfast ice and conversely landfast icedt@ntegrate and drift into the open

ocean area.

Landfast ice is mainly made up of congelation i@cduse of the relatively calm
conditions dominating during its formation. Neveildss, landfast ice may contain a
variable proportion of frazil ice or platelet icEigken and Langel989 Lange et al.,
1989]. As pack ice is formed in open sea, the dmndi of formation are more
dynamics. Therefore, this type of ice is formedtiyh the “pancake cycle” and may
contain a large proportion of frazil ice. Only atlate stage, congelation ice may
develop. The dynamical and thermodynamical conatiprevailing in the area where
pack ice is formed determines the relative imparaof the different ice types and ice

texture.

3.4 Seaice salinity

Temperature and salinity of the ice are the priwgables governing not only the phase
fractions €f., Ch.1.3.1) but also a whole host of other physic-chemicalpprties. The
thermodynamic coupling between these two varialsles key aspect of sea ice since
any temperature change directly affects the por@sitl pore microstructure of the ice
as well as the salinity and chemical compositiothef brine. Then situ brine volume

fraction and other properties derive from the bsdknity of an ice sample and from its
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in situ temperature. The latter can be measured by ingegtitemperature probe into
freshly drilled holes in a core or measured fromsses frozen into the ice. To measure
the salinity, an ice core is divided into sectiom anelted in the lab. Salinity is derived

from electrolytical conductivity measurements.

According toCox and Weekd983], sea ice salinit\g.e, is defined as:

Sice = Msalr x 1000 (1.3.1)

MicetMprinetMsolid sait

whereMsai, Mice, Mbrines Msolid sait COrresponds to the mass of salt (solid and diss)v

brine and solid salt, respectively.

According to the phase diagram Adésur[1958], the mass of solid salt is insignificant,

at least during the first step of the ice formatibhe equation [.3.1. becomes:

Sipe = —salt 51000 (1.3.2)

MicetMprine

Salinity may be expressed in %o or in practical régfi unit (psu) as defined by
UNESCO [1978]. The practical salinity scale (psssuames constant seawater
composition (ideal salinity) and is based on comiglitg ratios measured in the salinity
interval from 1 to 42. Since bulk salinity of sea iand brine are often well above these
values, and given the varying chemical compositibite and brine, salinities of sea ice
and brine may be quoted in %0 as based on measutgmiealectrolyte conductivity of
melted samples. Assuming standard seawater congegsior practical purposes,
concentrations in % and psu can be assumed to ideirtmetween 1%. and 42%o
[Eicken, 2003]. Nevertheless, according to the equationd.l.8nd 1.3.2., salinity is
defined by a ratio of same units numbers. Therefsadinity is defined by a “pure”

number, without unit.

3.4.1. Initial salt entrapment

During sea ice growth, salt becomes entrappeddndd phase, largely in the form of
liquid inclusions located along the boundaries leetwthe ice plates. As ice grows and
the ice-water interface advances downward intarib#, salt and ions are rejected from
the ice. The salt rejected at the advancing intetfancreases the salinity of a thin layer
ranging from a few millimeters to a few centimetansthickness, called “boundary

layer” [Lake and Lewis]1970]. In this layer, salt is transported by diftusonly, from

the ice-water interface towards the bulk water mase It results in a gradient in salt
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concentrations. Therefore, in the case of thermachya equilibrium, the interface is
always at the salinity-driven melting-freezing poian increase in salt concentration

going along with a drop in temperature relativéht® underlying seawater.

However, the diffusive heat transport from the waumn (warmer) to the interface

(colder) is faster than the transport of salt afvayn the interface (roughly by an order
of magnitude). As a result, a thin layer aheadhefinterface is cooled but has not yet
received influx of salt from above. This layer &dsto be constitutionally supercooled
since salt concentration and temperature are atseaich with respect to the local

freezing point, figure 1.3.9Weeks and Ackley982;Eicken 2003].
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Figure 1.3.9: Schematic depiction of lamellar icat@r interface (skeletal layer) and the correspundi
salinity (left) and temperature (right) gradieritbe freezing temperature profile is shown as aeddine,
with a constitutionally supercooled layer boundgdhe actual temperature gradient and the salinity-
dependent freezing-point curvgig¢ken,2003].

As a consequence of this constitutional supercgphmy small perturbation of a planar
ice-water interface that protrudes into the coustihally supercooled zone finds itself

in a growth advantage. The salt rejected by suolrysion contributes to decrease the
freezing point of the brine retained along the rsibn boundaries. Consequently, such
perturbations can grow into ordered patterns ofelt&an bulges at the ice-water

interface. This is called dendritic growtWWgeks and Ackleyl982;Eicken 2003]. Its

morphology is mostly reported to be lamellar otudat rather than fully dendritic.

At the same time these diffusional processes otlearhigher density of the more saline

brine in contact with the ice bottom especially mpates the transport of brine by
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convection Niedrauer and Martin,1979]. Within the columnar ice zone, a crystal
substructure is developed consisting of sub-millen¢hick blades of ice, interspersed
with parallel layers of brine inclusions. Theseluistons represent the residual brine that
cannot be rejected from the freezing interface badome segregated as inclusions
between the pure ice plates. Each crystal of sedhigs contains a number of plates
between which layers of brine pockets are sandwliciide brine layer separation
distance can vary from a few tenths millimeter torenthan a millimeter, depending
mainly on the rate of freezindNpkawo and Sinhal981;Perovich and Gow1996].
These crystals and the attendant layers of bricerbe elongated in the vertical during
growth.

The transitional layer, demarcated by ice volunaetfon tending towards 0 at its lower
end and with a transition to laterally interconmeecice lamellae at a poroskty30% at

it uppers end, is commonly referred to as the ‘&tadlayer” Eicken,2003].

3.4.1.1. Constitutional supercooling and dendritic growth

As described above, a potentially most importaatoiain controlling initial ice salinity

is the segregation of sea salt ions at the iceswaterface, in what is referred to as the
“boundary layer”. In this layer, the solute trangpie thought to occur by diffusion
process only and will control the initial incorpticen of ionic and gaseous solutes in the
ice [Weeks and Ackley982;Killawee et al, 1998;Tison et al, 2002].

During progressive freezing, solutes will tend émeentrate at the ice-water interface in
the boundary layer, unless removed by convectiomntess the rate of freezing is slow
compared to solute diffusion rates. If there ionvection, the concentration of solutes
with depth in the boundary layer can be predictgdcbnsideration of the relative
magnitude of advection of the growing ice-wateeifdace and diffusion in the water

away from the interface.

The concentration of the liqui€C() can be expressed as:
C,=Cy+ [1 + (%k) exp (—%x)] (1.3.3)

whereCy is the liquid concentration far from the interfaeés the linear rate of advance
of the freezing frontD is the diffusion coefficient of the solute speqj#48, 1.61, 2.08
x 10° cm? §' for COy, N, and Q, respectively $tauffer et al.1985]), t is time.k is
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defined as the equilibrium segregation coefficienthe ratio of concentrations of the

solute in the ice(;), to solute in water at the ice-water interfaCg, ).

3.4.1.2. Chemical fractionation in the boundary layer

However, convection generally occurs, either spoedasly or mechanically due to

turbulence in the water reservoir. In the case @irmvard freezing, as for sea ice
formation, the layer in which diffusion occurs rsiricated by convection at its base to
form the boundary layer. If a steady-state is redolthen the rejection of solutes at the
ice-water interface is balanced by their removatibyble diffusion across the boundary

layer, Fick’s first law of diffusion is applied:

Flux = Cy,,v = p Ciw=Cow) (1.3.4)

X

wherex is the thickness of the boundary lay@y, andC,,, are the solute concentrations

at the ice-water interface and in the bulk watespectively.

One must also distinguish between the observedtaféesegregation coefficienkes,
and the equilibrium segregation coefficigt, The latter is much difficult to determine
as it uses the seawater salinity at the ice-watkrface,C, [Killawee et al.,1998]
while ke uses the salinity of the seawat€,, far away from the interfacé\leeks and
Ackley 1982;Eicken 2003]:

koq = ~- (1.3.5)
kepp = —— (1.3.6)

Keq is generally estimated from experimental runs whather growth occurs at very
slow growth rate or the reservoir is thoroughly aatively mixed by convection at all
times. For columnar ice grown from seawater, thgnitade ofk. is proportional to
ice-growth ratey [Cox and Week4,975]. From laboratory experiments and field work

Ket Was estimated adlpkawo and Sinhd 981;Eicken 2003]:

= 0.26
eff T 0.26+0.74 exp(—7243v;)

keps = 0.8925 + 0.0568 Inv; 3.6 10°cm s'>v>210°cm &'

v>3.610cm &

keps = 0.12 v<210°cms'
(13.7)
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The slower the ice growth, the less build-up of ahkad of the ice-water interface with
diffusive and convective transport capable or remgpgubstantial amount of salt before
it is trapped between ice lamellae. When the i@avtr rate is small, the value &fx
tends tdkeq [Eicken,2003].

3.4.2. Desalination processes

Once the ice is formed, further desalination occ8sdt is removed from the bulk of the
ice sheet by several mechanisms. These processesigmificant as they have

consequences on sea ice physical properties andean ice-ocean interactions
[Niedrauer and Martin, 1979]. Eicken [2003] highlights differences between a
measured salinity profile and that predicted frdma growth-rate/segregation relations
(Fig. 1.3.12). These deviations are mainly duehi Ibss of salt from the ice during the
consolidation and ageing process. Accordindticken[2003], there are two different

types of desalination mechanisms:

* Those active in “cold ice”, during the ice-growteripd, driven mostly by
temperature gradient established in the ice comdrthe cooling of individual

ice layer,

 Those dominating desalination of “warm ice”, reqarthe presence of low-

salinity meltwater either at the surface or atlibéom of the ice.

Among the first group of processes occurring duficgid” ice, one can discriminate
brine expulsion, gravity drainage and brine pockegration. The two first are of
quantitative importance while the latter is onlgrsficant on a microscopic level. But
the most effective desalination processes are meafio the summer melt season, when
ice porosity and permeability are high and zerdewrsalinity, meltwater production at
the surface and the bottom of the ice is capabtigplacing higher salinity brine from
within the ice Eicken,2003].
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Figure 1.3.12: Salinity profile for young columnsea ice grown in a large ice tank (INTERICE
experiment, Hamburg) as compared to model simulatfcsalinity profile evolution. “Data-cold”
represents measurements of the salinity of “catd”(surface T ranging from -8°C to -10°C) 5 dayeraf
the start of the experiment. “Data-warm” represemégasurement when the surface temperature of¢he ic
was ranging from -1°C to -2°C, 2 weeks after tlatsif the experiment, following an 8 day melting
period. “seg” gives the salinity of newly grown ilegrers following the segregation of salts at ttee i
interface as predicted by the equations 1.3.3 @6 based on measured growth rate. “seg+gd” reptes
the evolution of the salinity profile if only grayidrainage were to occur. “seg+gd+ex” represdrgs t
evolution of the salinity profile if gravity draiga and brine expulsion were to occhidken,2003].

3.4.2.1. Brine pocket migration

The migration of brine pocket is due to the tempegagradient present within the brine
pocket. Under the influence of this gradient, tloekets freeze at their colder top side
and melt at their warmer bottom, so that brine ptsknigrate toward the ice bottom
[Niedrauer and Martin,1979]. According toUntersteiner[1968], salt diffusion rate
limits the rate of brine pocket migration such tias far too slow to account for the
observed brine drainage. The velocity of this ntigrawas estimated to 3.f@m h*
[Lake and Lewis1970]. This process alone is negligibleake and Lewis 1970;
Niedrauer and Martin1979;Weeks and Ackley982;Eicken 2003].
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3.4.2.2. Brine expulsion

The possibility of brine expulsion being an effeetidesalination mechanism was first
suggested bgennington1963]. Brine expulsion is driven by the coolingtioe ice and

is independent of the initial ice permeabili§dx and Weeks,975]. As the ice gets
colder, the brine in the pockets freezes to fornrarioe so that the remaining brine
increases its salinity, which allows the brinegmain liquid at a colder temperature. As
the newly formed ice occupies more volume than lihee, the resultant pressure
increases and may cause fracture along the coygtaphic basal plane or lines of
natural weakness. Therefore, the brine may be kdo¢hrough cracks and channels
into the seawater or at the ice cover surfatté¢rsteiney 1968;Lake and Lewis1970;
Niedrauer and Martin1979].

According toCox and WeeKkd.975], brine expulsion plays a limited role inrsd&nation
during the periods of ice growth. However, the dein salinity is significant and
cannot be neglected, especially during the perddapid ice growth, where the rate of
change of temperature at each level is high. Beérpulsion is probably the most
important desalination mechanism during the insgii@ges of the ice growtiCpx and
Weeks1974;Cox and Week4975;Eide and Martin 1975].

3.4.2.3. Gravity drainage

Gravity drainage includes all processes where prumeler the influence of gravity,
drains out of the ice sheet into the underlyingrsgar [Cox and Week4,975].

Two types of gravity drainage may occur. First,ceirsea ice is less dense than
seawater, as the ice grows, some of the ice-trapped is lifted above the waterline,
and the resultant hydrostatic pressure head maye fhre brine down out of the ice
[Eide and Martin 1975;Niedrauer and Martin1979]. Secondly, because density of the
brine in equilibrium with ice is determined by itemperature, an unstable vertical
density distribution also exists in the brine iroyging sea ice. These processes can
result in a convective overturn of brine within tlee, as well as the exchange of the
denser brine within the ice with the underlyingslesline seawateCpx and Weeks
1975; Eicken 2003], provided that the ice is permeable enough, above the
permeability thresholdGolden et al.1998]. This is probably where the “mushy layer”
theory, in which salt transfer is mainly controlldey convection under density

instability is the domain where ice is still perrhlr best predicts the final equilibrium

49



Inorganic carbon dynamic in coastal arctic sea &w®l related air-ice C@exchanges

salinity profile in the ice. Oscillations of outflong brine and the subsequent inflow of
the underlying solution have been observed Ehge and Martin [1975] in brine
channels in the lower portion of salt ice. The path and exact mechanism of this

convection process are however still not clearlgaratood.

The gravity drainage rate is depending on seaece@ability and temperature gradient.
Because of the dependency of the brine densityademperature (Eq. 1.3.7), the rate of
the gravity drainage will increase at any givennpegibility as the temperature gradient
increasesCox and Weekd4975;Weeks and Ackleg982].

According toWakatsuchi and Kawamurfl987], drainage occurs when the brine is
being expelled from the brine pocket by the decngatemperature and is then moving
along the platelet boundary to join with other detp of expelled brine at the grain
boundary. The drainage of the heavier brine is arged by gravity drainage. This
suggests that, from several desalination mechans&isved to occur in sea ice, brine
expulsion and gravity drainage are the major cbatars to the formation of brine

channels.

3.4.2.4. Brine flushing

Flushing is a form of gravity drainage of brine ebsea level. However, desalination is
driven by the hydrostatic head of snow and/or iceltwater produced on the ice
surface. This meltwater percolates downward in® itte cover, driving the higher-
salinity brine out of the ice cover. Therefore,sthing can only occur during spring or
summer, when surface melt is possible. The othguirement for flushing is that the
ice has to be permeable. The presence of signifedaounts of surface meltwater also
suggests that the ice is either at, or near, thespre melting point. Such near-melting
ice temperatures result in very high brine volurfagsa given salinity and high brine

volumes correlate with large permeability.

Flushing is the most effective mechanism for desdilbn in multiyear ice and is the
primary mechanism that controls the form of theadyestate salinity profile. Indeed,
the time when flushing starts corresponds to thme tduring spring and early summer
when major changes occur in the salinity of sea #dditionally, the continual
percolation of fresh water down and through sea sheuld result in significant
decreases in salinityptersteiney 1968;Cox and Week4.974;Cox and Week4.975].
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3.4.3. Brineinclusions

Within sea ice, brine is trapped in the form ohlerpocket or tube, brine layer and brine
channels. Above the skeletal layer, the ice bridgesplatelets so that brine is isolated
in pockets and tubes. The brine pocket is a bubbleine, surrounded by ice, that has
either limited or no communication with other brimasses. Brine tubes are cylindrical
brine-filled hollows in the ice which are closedoaite and with a bulblike cap. The size
of these tubes ranges from 2 cm to 3 cm and haliameter of about 0.5 mm. Brine
pockets could be formed from the freezing of btimees (Fig. 1.3.10)Nliedrauer and
Martin, 1979].

i

Figure 1.3.10: lllustration of a brine tube pincyiaff into brine pocketsa(andc are on the same scale,
is smaller)b is 1 hour after a situation,2 hours after aituation Niedrauer and Martin1979].

As the ice warms, brine pockets enlarge along théendaries between ice platelets,
giving them an elongated shape. Furthermore, iddadibrine pockets begin to connect
along these linear boundaries, resulting in adadioelongation of the brine called
“brine layer” [Niedrauer and Martin1979;Perovich and Gowl1996].

Brine drainage channels consist of a large vertidalilar structure attended by smaller
tributary tubes, the feeder channels. Figure 1.3sld schematic drawing of a brine
drainage channel showing that the feed arms aree mdhclusions forming conical
patterns with apices on the main drainage chanmelvath semi angles between 40°
and 54°.

They are distributed homogenously in space ana #iees are approximately similar
but their spatial density at the initial stage cé# growth increases with increasing ice
growth rate Tison and Verbeke&001]. The predominant brine channel advances in a
straight line toward the growing ice front. Althdughe brine channels form in the

intersecting boundary areas of grains at an ingi@ige of ice growth, they may
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subsequently advance vertically, independent ofgtiaén orientation\[Vakatsuchi and
Saitg 1985;Wakatsuchi and Kawamura987].

Z AXIS

Z= CONST.
PLANE

Figure 1.3.11: Schematic drawing of a brine drasabannel and its feeder arms. Feeder arms aredorm
of inclusions inclined to the vertical at angleghe range of 40°-541 pke and Lewis1970].

In their theory of sea ice behaving as a “mushyefgyi.e., a two-phases, two-
components mediumFgltham et al.,2006], Wettlaufer et al.[1997] associate the
formation of brine channels with the initial stag#dce formation, where the increase
of salt concentration in the medium drives, abovgiven density threshold (usually
after a few centimeters of growth), the appearasfcstrong convective plums which
emanate from channels within the ice and bring agawback into the medium. These

brine channels could persist on the full ice thess

3.4.4. Brinevolume and brine salinity

From theAssur[1958] phase diagram where brine volume within ®eais directly
linked to its temperature and based on the contiraguations for a multi-phase sea ice
mixture, Cox and WeekEL983] derived a set of equations describing tlative brine

volume fraction Y/V) as a function of ice temperature and salinity:

Vb _ _Va PiSi
v = A=) nmpsmm (1.3.8)
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in whichV, V,, V, is the volume of ice, brine and air, respectivély(,T) andF,(T) are

empirical polynomial functions based on the phatations,S is the ice salinity ang;

is the density of pure ice (in g &y given as:

pi = 0.917 — 1.403 x 107*T (1.3.9)
with T in °C.F4(T) andF,(T) are given as:
FL(T) = a; + blT + Cl'TZ + dl‘T3 (|310)

where the coefficients for different temperaturieivals are listed in table 1.3.3.

T (°C) & b, (o d,
0>T>-2 -0,041221 -18,407 0,58402 0,21454
-2>T>-229 -4,732 -22,45 -0,6397 -0,0174
-22,9> T>-30 9.899 1.309 55,27 0,7160
T (°C) a b, G d,
0>T>-2 0,090312 -0,016111 1,2291 x"10  1,3603 x 1d
-2>T>-22,9 0,08903 -0,01763 5,330 x10  -8,801 x 10
-22,9> T>-30 8,547 1,089 0,04518 5,819 x“10

Table 1.3.3: Coefficient for functionis,(T) andF,(T) for different temperature intervals froGox
and Week§1983] andLepparanta and Manninef1988] refitted byEicken[2003].

The brine salinityS, and densityp,, can be approximated for temperatures above -
23°C as:

5411\ "1
S, = (1 - T) x 1000 (1.3.11)

pp =1+8x107%S, (1.3.12)

with Tin °C.

The volume of airV,, in sea ice is generally much lower than brineuxad, which
brings it to be ignored in many circumstances. &ample,V, is assumed to be equal
to O in the estimation of brine volume by the edratl.3.8. However its relative

amount can increase substantially in warmer ice revheith the brine flushing,

atmospheric air may replace brine.

According to the equation 1.3.8, the brine volurm®mly depending on temperature and

salinity. Golden et al.[1998] suggested that for a brine volume fractmpielow a

critical valuep; ~ 5%, columnar sea ice is impermeable to fluid fparns while forp

higher than 5%, brine or seawater can move thrahghice. The relation of brine
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volume to temperature and salinity impli@scorresponds to a critical temperatidige~
-5°C for S~ 5. We refer to this critical behavior as the “laifives”. This is illustrated
by the figure 1.3.8 where sea ice permeability bithia marked transition in its fluid

transport properties nedg.
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Figure 1.3.8: Fluid permeability of thin young dea as function of surface temperature, fl@widen et
al. [1998].

According toWeekg2010], the percolation threshold would be expedte vary with

changes in the crystal structure of the ice, whihn agreement with recent field
observations suggesting that granular ice show enighalues of the percolation
threshold than columnar ic&igon and Golden, pers. conjpa difference presumably

caused by a more random distribution of brine isiclos.

3.4.5. Mean salinity and salinity profile

According toNakawo and Sinhfl981], the salinity of freshly frozen sea ice &ses
rapidly during the period after initial freezinghd major reduction in the brine content
seems to occur within a week after the formatiors. the freezing front moves
downward, the salinity at a given depth attainglatively stable value. Following the
initial rapid desalination, the salinity of eaclvééis quite constant but has however a
tendency to further decrease slowly during the oéshe season (salinity variation of

about 1 during the season).

The mean salinity results from all the desalinatmechanisms integrated over the

whole sea ice thickness. For first year sea iaentlean salinity is about ~6 while it is



Introduction

only about ~4 for multiyear sea icE¢x and Weeksl974; 1975Nakawo and Sinha
1981;Weeks and Ackley®982;Eicken 1992; 2003].

From the observed salinity distribution in a langember of stationEicken [1992]
identified 4 characteristic profile types (Fig..13):

* “C-type”, shaped like a “C”. This type is generalbpnsidered typical of
growing young or first year ice. The high salinity the surface layers may
suggest upward brine rejection, but this featurenegmally attributed to
increased entrainment during rapid initial formati€ox and Weekd,975], or
incomplete drainage of the frazil layeMdtz and Worster2008]. Nevertheless,
there appear to be some initial net upward trarspiobrine, as evidenced by
observations of brine skims and high salinity fridetvers €.g., Perovich and
Richter-Menge[1994]). The high salinity at the base is due tohigher

contribution of seawater in the more porous sktlager.

e “S-type”, similar to C-type. Salinity attains highealues at the top while

stagnating or dropping to a minimum values at thitolon.

o “?-type” is the inverse of an S distribution, wéldecrease in salinity toward the

top. This type could be due to brine drainage altbedreeboard in warmer ice.

» “l-type” is a linear salinity profile. Salinity imear-constant throughout the core
or decreases steadily toward the bottom. This kirngrofile may result from the

brine flushing mechanism.
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Figure 1.3.13: Four characteristics salinity prefiype, adapted frofbicken[1992]

3.5 Gas volume within sea ice

Gas volume in sea ice is generally much lower thrame volume, which bring it to be
ignored in many circumstances. However its relatimeunt can increase substantially
in warmer ice and its composition bears fundamediatatic implication. To date,
there are still only very few studies dedicatedatal gas content and gas composition
measurements within sea ieeg.,Tison et al[2002] andThomas et al[2010]. The few
gas composition measurements presently availablleinvsea ice were obtained by
Matsuo and Miyakd1966], Tison et al.[2002] andRysgaard et al[2008]. These
studies were able to provide valuable estimatesotafl gas contents (dissolved and
gaseous) in sea ice ranging from 2 to 22 mL 'SK&" of ice (similar that those
predicted from theory o€ox and Weekid983]). These authors noted that the total gas
content of their samples was lower that would bpeeied from instant freezing of
seawater (ranging from 23 to 24 mL STP of aifkguggesting an expulsion of soluble
gases away from the ice as it forms, through variptocesses such as, diffusion,
enhanced solubility, bubble nucleation or convectio

The physical concentration of major and minor digswm species in the brine pockets of

sea ice has direct bearing on thermodynamic equitib Salinity and temperature exert

" Standard temperature (0°C) and pressure (1 atm)
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control on the thermodynamic parameters that desdte solubility of gases. Gas
solubility increases as temperatures drops, whlegerease of salinity has the opposite
effect. For example, as discussed in chapteWeiss[1974] proposed a formulation to
describe C@solubility in seawater in the temperature rangé°@ and 45°C and in the
salinity range of 0 to 45 (Eq. 1.2.3). This is hasefar from the conditions encountered
within sea ice where temperature and salinity reaabes as high as -20°C and 150,
respectively. Experimental and field data also tefis hypersaline solutions (S >> 45)
but at 25°C or higher, from seawater evaporatistesy [Thomas and Papadimitriou

[2003] and references therein].

In addition to the combined effect of temperatund aalinity changes, the rejection of
solute (gases, salts) from the consolidating icirmimto the boundary layer leads to an
increase in the concentration of dissolved gas aloat of thermodynamic equilibrium
of brine with air {.e., supersaturation). As result of dissolved gas sgteration during
freezing, gas bubble will nucleate and, eventudlly,entrapped within the ice matrix
[Tsurikoy 1979;Killawee et al, 1998;Tison et al. 2002; Thomas and Papadimitriou
2003].Killawee et al [1998] andTison et al[2002] have computed gas supersaturation
levels when air bubbles first appear. Gas supeain may indeed be calculated from
the equation 1.3.4 where the ratio betwé€spandC,,, (solute concentrations at the ice-
water interface and in the bulk water, respectivelpdicates the level of
supersaturatiorKillawee et al.[1998] found values from 2.2 to 2.5 whiléson et al.
[2002] found values from 1.3 to 1.6. Following teesuthors, the amount of
supersaturation appears to be controlled by thekress of the boundary layer at the
interface, itself depending on the convection regimithin the reservoir. According to
Tison et al.[2002], agitated conditions would reduce the ba@updayer thickness,
increase the concentration gradient therein an@idine supersaturation levels reached

before bubble nucleation, all others things beinged

According toTsurikov[1979] and references therein, the processesatlmdy the total
amount of gas entrapped in the sea ice cover camlidded into three groups:

syngenetic, epigenetic and exogenetic.

3.5.1. Syngenetic processes

The syngenetic processes contain all processescmthwith phenomena occurring

under the ice at the time of its formation and grow
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The first of these processes was suggestdddiguo and Miyak¢l1966]. It consists in
the gas entrapment within the primary ice layerihat time when it still consists of
loose individual crystals. The gas is then presureede captured partly from the

atmosphere and partly from the water.

A second process is the release of gas from saludiging the further freezing of
seawater under the combined effect of salinityaase and gas expulsion. According to
the equation 1.3.4, a slower freezing rate allowsmeartime for gas diffusion across the
boundary layer and hence a lesser build-up of gast® ice-water interfaceKillawee

et al, 1998;Verbeke 2005].

These two processes are also mentionetbgk et al [2002] andGlud et al.[2002]
who suggested that, in their case, a major podfdhe oxygen was present in the ice as
gas bubble due to supersaturation as a resultcogasing salinity during the freezing

process.

Finally one should also consider, in areas withleacontinental shelf, the inclusion
in the ice of gas bubbles which rise from the dearf This process was observed by
Killawee et al[1998] during artificial sea ice growth and Bhakhova et a[2010] who
observed large bubble of methane entrapped indahdka ice growing above the East
Siberian Arctic Shelf.

3.5.2. Epigenetic processes

The epigenetic processes are all processes affettten gas content and composition

which occur within the ice cover itself.

The most important process is the release of gas &ntrapped brine as the result of its
further freezing. Otherwise, in the course of sea melt, brine can be drained
downward out of the ice (see brine flushing). Imsthase, atmosphere air may be

substituted for the brine.

On a smaller scale, the formation of water-vapledipores during internal ice melting
has to be considered. When melting occurs on this wibrine pockets, the volume of
meltwater that is produced is less than the volomiee that melts. As a result, voids
can be formed in the upper ends of the brine psclétese voids are then quickly filled
with vapor as the result of the partial evaporatainice and brine. This was also
observed byerovich and Gow1996] in multiyear ice.
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A final process to be considered is the formatidngaseous inclusions produced
through photosynthesis like suggested by, amongre@lud et al.[2002], Mock et al
[2002] andTison et al[2002].

3.5.3. Exogenetic processes

The exogenetic processes refer to all processasroug at the upper boundary of the
ice cover, leading to the entrapment of gas. Itushes the capture of air during the
snow ice formation and the possible migration efiaclusions from the snow cover
into the underlying ice sheetsurikov[1979] and reference therein have noted that,
when a vertical temperature gradient is presemhenice cover, sublimation will occur
at the warm ends of the air inclusions with theadgon of water vapor occurring at
the cold ends. This causes the air bubbles to teigraa direction opposite to the

direction of heat flow.

3.5.4. Gascomposition

According toCarte [1961], the composition of the gas phase woulddetrolled by

diffusion processes between the water close tinteeface and the air bubble.

Killawee et al.[1998] andTison et al.[2002] suggested that the composition of air
bubbles in the ice can be predicted by the equat®h8, assuming that it is determined
by the ratio of composition of the gases at theweger interface which will differ from
that in the bulk water. The initial concentrationghe sea ice bubbles, in the absence of
biological bias, strongly differ from those in elijoiium with saturated seawater at 0°C
[Tison et al.,2002]. Therefore, diffusion should occur, accordiogdifferences in
partial pressures between the air in the bubblestlaa air dissolved in the interface
water. Bubbles composition differs depending ondhfusion coefficient of different
type of dissolved gases (1.18, 1.61, 2x0B0° cm? &' for CO,, N, and Q, respectively
[Stauffer et al. 1985]). This process occurs as long as sea icensigable and as
bubbles are not isolated within the ice matrix.aA®sult, the ratio © N, within sea ice
(0.32 — 0.45) is generally lower than the ratioestsed in seawater (0.56), because of
the faster diffusion of oxygerK]|llawee et al, 1998;Tison et al. 2002;Verbeke 2005].

In the absence of bubble nucleation, a minimumevalu0.46 (ratio of @ N, in water)
will be observed when diffusion processes are mepadji.e., when the growth rate is
fast and/or the boundary layer is thick. Then, aadong as the basal part of the ice is
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still permeable, gas composition will be affectgdabpost genetic diffusion towards the
underlying seawateMerbeke, 2005 Also, the relative proportion of air bubbles,(O
N2 = 0.26) and of dissolved gases in the brine Vffilct the gas ratios, driving the latter

towards even lower ©HN, values.

Biological activity can also affect the gas comgposi within sea ice. Indeed,
photosynthesis produces oxygen and consumes caibaide while respiration has

inverse effects.

Killawee et al.[1998] observed COconcentration around 50000 ppm with a maximal
value at 63000 ppm in artificial CaGQ@aturated fresh water ice while the range of
concentration observed Ayson et al[2002] on artificial sea ice is between 18000 ppm
and 57000 ppm. The first measurement on naturaiceeaas provided biatsuo and
Miyake [1966] with a maximal value at 24000 ppison et al.[2002] suggested that
two major biases could explain these high conceatrst (i) the precipitation of
calcium carbonate observed during the experimeuldcpromote a degassing of €O

(ii) an uncontrolled sustained bacterial activibutd also produce CO

However, more recent work has put forward a poaéntiethodological bias in all these
measurements, since these were all obtained usis@xgraction under vacuunigon
et al, 2002; Verbeke 2005] and at very low temperature, which surelystmhave
profoundly affected the carbonate expulsion from Ibhine system. This point will be

more developed in the chapter IV of this work.

3.5.5. Potential gastransport

Gas transport through such a medium as sea icdrisnmgely complex. Gas can move
through sea ice with the brine displacement. Howegas also has the potential to

move diffusively as a dissolved gas through briné ia the gaseous phase.

The diffusive transport is expected to be prevgilonly when fluid transport is
minimal. Besides, experimental attempts to meaga® diffusivity through sea ice
cannot separate diffusive transport from convectivensport caused by brine
movement. Below the liquid permeability threshol@o[den et al. 1998; 2007],
convective liquid transport is expected to be madiand diffusive transport maximal.

Gosink et al[1976] presented the first measurements of gasatmeg through arctic

pack ice at temperature ranging from -15°C to -Be€unfortunately without reporting
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on the ice salinity. Therefore, it is difficult &sstimate the ice permeability during these
experiments. Their results ranged from’ 1r? s* atmi* for Sk at -15°C and 10 cnf

st atm? for CO, at -7°C. Their result indicates that gas migratiemugh sea ice can
still be an important factor in ocean-atmosphenetevicommunication, even when the

surface temperature is below -10°C.

More recentlylLoose et al[2009] measured the rate of @d Sk exchangek, during

conditions of fractional ice cover and found thas glux through ice pack may not scale
linearly with the open water area. For exampleainondition of 100% open water,
kioo Of O» and Sk is at 1.02 and 0.83 cmi‘hrespectively while at 15% of the ice

cover, ki, Wwas about 25% df009e

Loose et al[2011] measured diffusion rates of @nd Sk in artificial columnar sea ice
in a temperature range of -4°C to -12°C. The olesbmiffusivities were higher than
those ofGosink et al[1976] and ranged from 1.3 x t@n? s* (+40%) for Sk and 3.9

x 10° cnf st (+41%) for Q. These experiments provide us, with a first order

magnitude, gas diffusivities in sea ice just abtbebrine permeability threshold.

As ice warms, much of the brine will drain, leaviag air-filled pore space. As ice
porosity increases into spring, the gas permeghsitexpected to increase, which is
supported by field measurements of gas fluxes albloeesurface of sea ic®¢lille,
2006; Delille et al, 2007; Nomura et al. 2010b; 2010a;Miller et al., 2011;
Papakyriakou and Miller2011]. Under these conditions, gas diffusion tigto snow
and melting sea ice may be much more rapid thamaties already observelldose et
al., 2011].

According toGosink et al[1976] andLoose et al[2011], the porosity threshold for gas
transport may be lower than for fluid transp@b|den et al.2007]. If the gas transport
threshold is at lower temperature, then diffusikensport could allow gas exchanges

earlier in the spring and later in the fall or exdeming winter.
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4. Carbon dioxide dynamics within sea ice: state of gnart

According toVerbekeg2005] there are very few studies on sea ice gagposition and
more particularly on carbon dioxide. Most carbonleyesearch has not considered the
possibility of either direct air-sea gas exchangthe presence of sea ice or indirect air-
ice-sea gas exchange, where sea ice actively ipates in CQ transfer Tison et al,
2002;Bates and Mathis2009]. Therefore, global and regional budgetainkea CQ
exchange have ignored ice-covered regi@ads and Mathis2009; Takahashi et a).
2009; Arrigo et al, 2010b], relying instead on the assumption that ise cover is
impermeable to gases. However, recent observatiosiag both tower-based
micrometeorological approaches and chamber samphdgate that uptake and
evasion of CQ@ does occur over sea ic&dmiletov et al. 2004; Delille, 2006;
Zemmelink et al.2006;Semiletov et al.2007;Nomura et al. 2010b; 2010aMiller et

al., 2011;Papakyriakou and Miller2011]. The community is still uncertain about the
expected magnitude of the fluxes because obseated pf exchange differ between
methodologies (Table 1.4.1.).

4.1 CO, fluxes measurements
4.1.1. Accumulation chamber vs. Eddy correlation

Two techniques are mainly used to measure thefll®es at the ice interface with the
atmosphere: the technique of the chamber of acatmonl and the eddy covariance

techniques.

The chamber of accumulation is usually a metalncgdr closed at the top and
connected in a closed loop to a gas analyzer. Témsarement of the pG@s carried
out in the chamber for a given time (typically 16-in). The flux is then computed
from the slope of the linear regression of pCf@ainst time (r2>0.99) according to
Frankignoulle[1988]. The chamber technique is easy to set ativéce as it does not
require much heavy equipment and the time necedsarthe measurement is quite
short. Flux measurements derived from chamber-baselniques have a limited
spatial (0.5 — 1m?) and temporal (minutes — hoexs¢nt and may not be representative
of the ecosystem as a whole. The measurementotaetiplly biased from attenuation
of natural turbulent mixing, or anomalous chambeating, or pressure gradients
[Oechel et al.1998].
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Eddy covariance is a widely used technique tha&igirsites gas fluxes over large areas.
A surface flux can be measured by quantifying tlowaciance between vertical
fluctuations in wind speed, mass and energy. lesebn adequate turbulent mixing,
high-frequency sensor response, high sensor setysit the fluctuating components
and the adequate spatial or temporal averagingteidre, this technique requires a
more heavy and expensive material on the fieldantbre consistent data processing.
But, all these requirements and assumptions caelicbinpromised, for example, when
in complex terrain and under periods of low turlbtileixing and stable atmospheric
conditions Pechel et al.1998;Papakyriakou and Miller2011].

As these techniques have different spatial and eeahgcales, the information obtained
using one measurement technique may not be quargijasimilar to the information
derived from the other technique. The informatia@athgred from each technique is
complimentary and essential for understanding thetial and temporal patterns in
fluxes. However, each technique has potential wesdes which have been thoroughly

described in the literatur®©pchel et al.1998] and reference therein.

There is a debate among eddy covariance users tigatcuracy of the use of an open
path gas analyzer instead of a closed path in wimtee. Although many studies have
shown excellent agreement between open-path-def@dfluxes and those derived
from other eddy covariance systems, other stuci®s Bhown that open-path systems
can underestimate the G@ux (i.e., underestimate efflux and overestimate uptake)
[Papakyriakou and Miller 2011] and references therein. This could be aue(i}
sensor heating during winter season applicationdefs contamination with dust and
water during unattended deployments or (iii) a smsnsitivity between the open-
path’s concentration measurements of ,C@d HO in marine applications
[Papakyriakou and Miller 2011]. Burba et al. [2008] proposed an empirical
relationship and procedures to overcomes issuegecklto the open path analyzer

heating in cold temperature conditions.

4.1.2. Published studies
There is a growing body of evidence that sea ieagdcplay a role in C@dynamics in
polar oceans. Backbone idea is that there is agsatyre threshold above which the ice

is permeable, allowing exchanges between sea ttat@amosphere but also between sea
ice and the underlying seawater. It has been demaded that the ice could be
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considered as permeable when brine volume: icenweliatio (usually denoted as brine
volume) is above 5%. Sea ice with an average $alofi5 reaches this threshold at -
5°C [Gosink et al. 1976;Golden et al. 1998; 2007]. This finding has been reported as
the "law of five". The brine volume can be calcathtrom T and S data with the

equations provided blgicken[2003] and references therein.

The first measurements of G@Alux between sea ice cover and the atmosphere were
carried out bySemiletov et al[2004] on melting land-fast sea ice in June, rigaint
Barrow. A flux ranging from -39 mmol td™ to + 39 mmol rf d* was measured
using the eddy covariance technique with an opdéin-gas analyzer. The chamber
technique was also used to measure a flux rangorg 4 mmol nf d* to -51 mmol

m? d*. He suggested that melt-ponds and open brine efsmithin sea ice represent

a significant sink for atmospheric GQwithout discussing the difference between the
two techniques used. The magnitude of the fluxes aszribed to the increase of the

biological activity.

Zemmelink et al[2006] also reported CQOlux using eddy covariance technique, with
an open-path gas analyzer, on antarctic pack ickhenWeddell Sea through early
summer. The fluxes were in the same order of madeithanSemiletov et al[2004]
ranging from -4 mmol M d* to -27 mmol nf d*. Zemmelink et al[2006] argued as
well that biological activity could explain the nratyde of the fluxes. The uncertainty
of the eddy covariance measurements presentedsisttidy was estimated to 10-30%,
which is comparable to the error estimation of pes experiments conducted at sea
and slightly higher than the uncertainty of landdxh covariance flux measurements,
which is typically of 10-15%4emmelink et al.2006] and reference therein. During the
same surveyDelille and co-workers(i.e., Delille [2006]) measured COfluxes,
ranging from -4 mmol f d* to +2 mmol nf d* using the chamber technique. These
fluxes were related to the brine p&@ccording to the sea ice thermodynamical
evolution and biological activity. This link is alsuggested biomura et al[2010b]
and [2010a] who measured g@rom +0.7 mmol nf d* to -1 mmol nf d* in first
year land-fast sea ice in Barrow (US) and from +fiahm? d* to -3.6 mmol rf d* in
land-fast sea ice in Hokkaido (Japan). Both fiekelasurements were carried out using

the chamber technique.

In the Canadian Arctic ArchipelagBapakyriakou and Millef2011] measured air-ice

CO; fluxes using the eddy covariance from early sptonthe formation of melt-ponds.
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These measurements ranged from +86.4 mmidldrhto -259 mmol rif d* and are
larger than previously reported values using thardber techniqueSemiletov et al.
2004;Delille, 2006;Zemmelink et al.2006;Nomura et al. 2010b; 2010a] or for those
measured using an open-path gas analy@emjletov et al.2004;Zemmelink et al.
2006]. It must be noted th&emiletov et a[2004] andZemmelink et al[2006] did not
used the correction proposed Burba et al[2008] while Papakyriakou and Miller
[2011] did so. This correction is applied for opeath in cold weather conditions,
where the surface of the instrument became sulstgnvarmer than ambient due to
electronics and radiation load during daytime whde night, radiative cooling
moderated temperature increases in the path. Tieist dneat sensible flux inside the
path and then assessment of ,Cfluxes [Burba et al, 2008]. According to
Papakyriakou and Millef2011] uptake of C@®generally occurred for wind speeds
larger than 6 m$and corresponded to local maxima in temperatuttheasnow-ice
interface and net radiation, while efflux occurratter low wind speeds and period of
local minima in temperature and net radiatibleinesch et al[2009] carried out the
first study on CQfluxes using a closed path during the arctic wiared also suggested
that wind speed can act as a trigger for effluXé® fluxes were measured on landfast

sea ice, in Barrow and ranged from -86 mmaldhto +128 mmol d™.

Hence, the ventilation of the snow pack, pressumagpng associated to wind speed
and the increase of permeability acts to increasegtransfers at the ice interface with

the snow and/or the atmosphere.

Miller et al. [2011] collected an integrated data set,(fldxes from deep winter
(December 2003) into spring (June 2004) at a siloglation on land-fast sea ice in the
Beaufort Sea. The fluxes ranged from + 345.6 mmdldn to -1123 mmol rif d*
using the eddy covariance technique with an op&m gas analyzer. The largest fluxes
in both directions often occurred during periodshigh wind speed and when the
temperature was at a relative maximum or increadihg high wind speed accelerates
vertical exchanges of Gand ventilates the snow cover as indicatedPagakyriakou
and Miller [2011] andHeinesch et al[2009]. The relationship to temperature is
consistent with the ice becoming more permeablé asarms up and brine volume
increases@osink et al. 1976;Golden et al.2007].

While all these studies document fluxes over thalckv growing or decaying ice, GO

fluxes were never measured on natural thin youogvigng sea ice, while experiments
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on artificial sea ice suggest potential fluxeshie atmosphere ranging from +1 mmol
m? d* to -4 mmol nf d* [Nomura et al.2006]. This is a significant gap in the current

knowledge of CQ@fluxes seasonal change over the whole growth/dseayce cycle.
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4.1.3. Summary
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Table 1.4.1: Synthesis of current knowledge abddj fluxes at sea ice interface with the atmosphere.

* designed studies using the correction proposedupa et al.[200
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4.2 Brine pCO,

Delille and co-workers(i.e., Delille [2006]) and Nomura et al.[2010b], [2010a]
established the link between g@uxes and C®@ dynamics within brines. Inorganic
carbon dynamics in sea ice is controlled by a méxtof biotic and abiotic processes
interacting in complex ways that change as thesseaprogress. The biogeochemical
processes that ultimately control the fate of carinosea ice are still poorly understood
[Thomas and Dieckmang010].

4.2.1. Biotic processes

Primary production could play a significant role bnne pCQ dynamics as spring
progresses Qelille, 2006; Delille et al, 2007]. Delille et al. [2007] observed
undersaturated brine pGOn landfast sea ice in the coastal area of AdEhed,
Antarctica. The high biological activity promotetet decrease of the brine p&O
Delille and co-workerqi.e., Delille [2006]) andDelille et al.[2007] provide tentative
estimate of sea ice primary production by usingperal changes of oxygen or biomass
of autotrophic cells to in antarctic sea ice anghfibthat primary production account for
the same magnitude of G@ecrease than the increase of temperature andddiane

dilution or calcium carbonate dissolution.

Heterotrophic remineralization by bacterl@eming 2010] could promote to the high
pCG; values in sea ice brindjller et al.,, 2011]. Some studies showed evidence that
significant bacterial activity can occur in sea dwging the winter Junge et al.2004;
Wells and Deming 2006]. Nevertheless, respiration, like bacteriwgh, is a
temperature-dependent proceBgining 2010]. Therefore, increase of the temperature
might promote the respiration and therefore thesiase of the pCO

At the interface of the ice with the atmospherefame communities may develop,
benefitting of high light levels and nutrimentsrfrcseawater flooding. Melting snow,
ice and flooding seawater covering sea ice is knmmaccommodate highly productive
algae community and might be responsible for thpntg of sea surface productivity

in antarctic sea iceLpgendre et al.1992]. These surface communities can exchange
CQO, directly with the atmosphere. As they can be hightbductive, the uptake of GO
may be significant. Indeedsemiletov et al]2004], Zemmelink et al[2006] and
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Nomura et al.[2010b] reported significant GCfluxes over melt ponds and related

theses fluxes to surface communities primary prodoc

4.2.2. Abiotic processes

As sea ice forms and grows, sea ice impuriteeg.(gases, ionic species, particles) are
partly rejected from the sea ice and partly trappétin the sea ice structuref(, Ch.
1.3). Rejection of DIC and CQOwas documented during sea ice growth in experiahent
ice tank studiesHKillawee et al, 1998; Papadimitriou et al. 2004]. It can also be
exported from the ice to the underlying water vdthining ice brinesRysgaard et a).
2007;Loose et al.2009;Rysgaard et a).2009].Gibson and Trul[1999] andRysgaard

et al. [2007; 2009] observed GGsupersaturation and high DIC concentration below
antarctic and arctic sea ice that can be due to @€ brines. Decrease of the
temperature of brine trapped within sea ice redubessolubility of CQ and pCQ
(thermodynamic effect). However, increase in brgadinity related to temperature
decrease leads to significant increase in DIC a@O.pthat outweighs the
thermodynamic effectc(., Ch. 1.2). This is whaDelille and co-workerg(i.e., Delille

[2006]) called the concentration effect.

Associated to this temperature decreases andtgalicreases, significant changes in
the mineral-liquid thermodynamic equilibrium cancog leading to a sequential
mineral precipitation. Ikaife a hexahydrate polymorph of calcium carbonate
(CaCQ.6H,0), begins to precipitate at -2.2°C, mirabilite {§@,. 10HO) below -
8°C. Hydrohalite (NaCl.2kD) precipitates below -26°C, while potassium and
magnesium salts precipitate below -34°8sgur 1958; Richardson 1976; Marion,
2001].

Discovery of ikaite within natural sea ice wereadpd in Antarctica [Pieckmann et
al., 2008] and then in arctic sea id@¢ckmann et a].2010]. The authigenesis of ikaite
in natural sea ice is poorly understood. Littlkmown about the spatial and temporal
occurrence of ikaite precipitates in sea ice, baent discovery of ikaite in sea ice from
both hemispheres indicates that ikaite precipitaisonot a localized phenomenon.

According toSelleck et al[2007], precipitation of ikaite is limited by itability field

to near-freezing temperatures , lower than +3FC Bischoff et aJ.1993a]. lkaite was

3 Ikaite is a monoclinic crystal structure, its dénis about 1.8 g ci[Bischoff et al. 1993a]
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mainly found in anoxic marine sediments of coldraie shelves and estuaries or in
deeper oceanic basins and in lacustrine and tealespring systemsKennedy et a).
1987; J L Bischoff et a). 1993b; Whiticar and Suess1998; Selleck et a). 2007]
indicating that ikaite can precipitate from a widege of water chemistries.

Nevertheless, ikaite precipitation in a naturalisnment requires several conditions
other than low temperature. Indeed, seawater ignsatlrated with respect to ikaite at
temperate temperatures but seawater rapidly appesacsaturation near 0°C.
Nevertheless, ikaite cannot form directly by thelew of seawaterJ L Bischoff et a).
1993a]. The solution from which it forms must, @adt temporarily, be supersaturated
with respect to ikaite. This supersaturation is tmibly to occur near 0°C but even
then, external additions of eitherCar HCQ;™ are required] L Bischoff et a).1993a].
Furthermore, natural occurrence of ikaite requiesditions which also inhibit the
precipitation of more stable anhydrous forms oticeth carbonate. Calcite (CagQs
the most stable polymorph of calcium carbonate. ©higer polymorphs are the
minerals aragonite and vaterite. Calcite, aragoaitd vaterite forms are much less
soluble than ikaite and are supersaturated inisolitsaturated with respect to ikaite.
Ikaite will be stabilized under conditions that iimih the nucleation and growth of the
anhydrous forms of CaGOConversely, under conditions favorable to cryiziion of
anhydrous forms, ikaite will not precipitaté I[ Bischoff et a].1993a]. Orthophosphate
is a well-known inhibitor of both crystal growthcudissolution of calcite and aragonite
[Walter and Hanor 1979; J L Bischoff et a). 1993a;Lin and Singer 2006], at
concentrations of orthophosphate above 5 [NL Bischoff et a).1993a], but it does
not interact with ikaiteJ L Bischoff et a.1993a;Buchardt et al. 2001]. Accordingly,
high phosphate concentration have been linked dtteilprecipitation in antarctic and
arctic sedimentsennedy et aJ.1987; Whiticar and Suessl998] and others various
environments] L Bischoff et a).1993b;Buchardf 2004;Selleck et a).2007].

Therefore, precipitation of ikaite is promoted bikadine conditions and elevated
phosphate concentrations and its stability fieldnse to be limited to near-freezing
temperatures. Indeedlyhiticar and Suesfl998] andDieckmann et al[2010] found

that samples of natural ikaite disintegrate witmimutes to hours into a mush of water
and small whitish crystals of vaterite and/or daloivhen exposed to atmospheric

conditions.
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CaCQ precipitation receives a growing attention Rgsgaard et al[2007; 2009]
suggested that calcium carbonate precipitatiore@ise could act as a significant sink
for atmospheric C® This abiotic pump would result from the high DITA ratio of
brine expelled from sea ice during the ice growtd hrine drainage as a consequence
of CaCQ precipitation. Precipitation of 1 mole of Cagtansfers HC@ to the CQ
pool, decreasing DIC by 1 mole and TA by 2 moles.(E2.48). According to
Rysgaard et al[2007], this pump could represent a downward artsof 0.2 - 0.5
PgC yi* out of the surface ocean. However, accordinBétille and co-workerg.e.,
Delille [2006]), the role and significance of the Cad@mation in sea ice with regard
to atmospheric COdepend on sea ice permeability and therefore onlitons and
timing of this precipitation. Indeed#junro et al.[2010] suggested that the precipitation
of calcium carbonate could drive @@uxes to the atmosphere. Laboratory and field
experiments using carbon isotope fractionatiorrdod calcium carbonate precipitation
were inconclusiveRapadimitriou et al.2004;Munro et al, 2010] due to contradictory

impacts of calcium carbonate precipitation compaoetthe impact of the biology.

The figure 1.4.1 illustrates the different possilsigeractions between calcium carbonate
precipitation and sea ice physics scenarios and they relate to air-sea G@luxes.
Calcium carbonate could precipitate in high sajimibd low temperature conditions, in
late fall or winter, in the upper layers of sea iafile brines channels are closed (Fig.
1.4.1, case A). The CQOproduced could not be released to the atmosphemagoated
through the ice structure. During spring and sumrtiesr CaCQ is dissolved by the
melting sea ice and consumes L@ the same proportion as it was produced. The
balance of both processes is nil in term of air@®, fluxes. The precipitation of
CaCQ could also occur at relatively low salinity andjintemperature, when the ice is
still permeable, or in the skeletal layer (Fig.1,4case B). In this case, the fate of the
carbonate minerals appears to be crucial to ags€sstransfer. (i) The precipitate
remains trapped in the ice while the £@ released to the water column. This
segregation of the impurities enhances,@0Oncentration at the ice-water interface
[Killawee et al.,1998] and acts as a source of @ the underlying seawater and the
atmosphere.(ii) But if only the brine enriched @@ is expelled into the water column
and trapped under the pycnocline, the dissolutiothe carbonate minerals in spring
and summer would consume génd drive a net CQOuptake within the ice. (iii) The
precipitate and the CQOproduced are both released in the underlying steeawdhe
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impact on air-sea C{Hluxes will then depend on the ratio of the amoohéntrained
dissolved CQ compared to the amount of sinking carbonate mindgra) The
carbonate precipitate sinks while the salt rema#ggped in the sea ice brine. In spring
and summer, the CQOs released to the atmosphere so that the iceaacéssource of

CO, to the atmosphere.

*— A

-200Cc| ! “Closed system”

Precipitation of CaCOj; and
release of CO,

BUT, during the spring —
summer:

Dissolution of CaCOj; and
CO, consumption

High pCO, brine <

Balance null during the
period

B

“Open System” -5°C

L, Gaseous CO,

_|—> Carbonate crystals -

Precipitation of CaCO;

Impurities segregation -1.9°C

High pCO, brine release

(ii) (iii)

IF CaCOj trapped in the ice, CO, released IF CaCO. and CO, released

and passed below the pycnocline: O CaCO; release ? 3 &
Balance null or source if crystal CaCO; sink

Sink of CO, fast and deep

Figure 1.4.1: Fate of carbonate minerals precipdatithin sea icelelille, 2006].

As sea ice melts during spring and summer, theocate minerals trapped within sea
ice dissolved as the temperature increases anghtimity decreases within sea ice or in
the underlying seawater. This dissolution of cadterminerals in spring and summer
was observed in Arctic byones et al[1983] andRysgaard et al[2007; 2009], and

leads to a decrease of pgthat may act as a significant sink of £0

Rejection of CQrich brines into the underlying layer, as a res@ibrine concentration
and drainage, or/and Cag@recipitation can be an efficient pump of £fiom the
atmosphere. Indeed, the brine expulsion associatexta ice formation leads to the
formation of dense wate6hcherbina et al.2003;Skogseth et gl2004]. The sinking
of dense water is the main driver of deep-wateméiron Bonisch and Schlosser
1995]. Nevertheless, the efficiency of &fxh brines rejection as a sink of gfr the
atmosphere depends on the fraction of brine (ddnejethat passed below the

pycnocline Rysgaard et al.2007]. Assessment of is therefore crucial to assess the
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efficiency of the abiotic processes as sink fordahmospheric C® However,a is still

poorly constrained and assessmenti & proven difficult Rysgaard et a).2007].

4.3 Synthesis

The figure 1.4.2 illustrates the sequence of eveatgrolling the dynamics of inorganic
carbon within sea ice. In the late summer and ¢alljng the initial growth of sea ice
and the subsequent decrease of ice temperaturaritiep are partly rejected from the
sea ice and partly trapped within brine. Brine rsgli increases significantly and
becomes supersaturated in L@ith respect to the atmospheric concentration
[Papadimitriou et al.,2004] while the brine expulsion causes the increassalinity
and DIC concentration in the underlying seawatyspaard et al. 2007; 2009].
However, none C®fluxes were reported during the initial sea icevgh, excepted
Nomura et al.[2006] who carried out artificial sea ice expernrhdhat suggests
potential fluxes of C@ to the atmosphere, associated to an increase @ DI

concentration and a potential precipitation of CaCO

The superposition of a snowpack above the inittaldsenriched layer creates a new
situation which prevails for most of the winter s@a Brine may come into

equilibrium with the atmosphere and outgassing c¢adcur through the snowpack.
This period might be characterized by episodic, @&ease driven by wind pumping

events Heinesch et al.2009;Miller et al., 2011;Papakyriakou and Miller2011].

During winter, as the air and ice temperature desgs, the brine volume of surface sea
ice reduce and the sea ice permeability decredseapering ice-atmosphere gas
exchanges. In addition to the brine volume coniwactbrine salinity, pC@increases
and then precipitation of calcium carbonate coulgtuo. This precipitation will

promote high level of pCQwithin sea ice brineMliller et al., 2011].

In early spring, as temperature rises, sea ice amgltbrine volume increases, so that
the ice becomes permeabtedlden et al. 2007]. Thereafter, brine at the surface of the
ice can exchange gases with the atmosphere. Neles#h the rate of gas exchange
may be controlled by the snowpack. During the fagisodes of warming, brine could
be supersaturated in GOGompared to the atmosphere and,©@Gtgassing from the ice
to the atmosphere could therefore ocdbelflle, 2006]. However, brines are quickly
diluted by meltwater as the ice temperature in@gagromoting pC@decreases and
dissolution of carbonate minerals trapped in sealic addition to the increase of ice
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temperature, light availability and brine transpoigger sympagic algae bloom and
related increase of primary production. Thereforesines become strongly
undersaturateddelille, 2006;Delille et al, 2007]. Influx of CQ from the atmosphere
to the ice could then be observeefniletov et al.2004;Delille, 2006;Zemmelink et
al., 2006;Delille et al, 2007;Nomura et al. 2010b; 2010aPapakyriakou and Miller
2011].

Under the ice, sea ice melting leads to the sitatibn of the water column. This
meltwater is depleted in DIC and potentially eneidhin TA due to the dissolution of
calcium carbonate. Therefore supply of meltwatghtwater column will results in an
increase in TA and a decrease in p@Dthe top of the water column. This enhances
air-sea CQ fluxes [Rysgaard et aJ.2009;Shadwick et al.2011].Jones et al[1983,
Rysgaard et all2007; 2009] observed TA excess in the Arctic elidnes et al[2010]
reported TA excess in surface waters of the Sont@eean.

As sea ice break-up, light availability increaseshe surface waters triggers pelagic
primary productionArrigo et al, 2010a], and promote enhanced decreases of pCO
the surface watee(g.,Shadwick et al[2011]).
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Figure 1.4.2: Sequential evolution of several peses affecting the pG@ynamics within sea ice. The
green area corresponds to the sympagic commuriegs;orresponds to melt ponds and the brown
diamonds correspond to ikaite crystals.
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5. Aims

As discussed before, to our best knowledge, only $tudies of inorganic carbon
dynamic within natural sea ice were carried dilejtz et al, 1995;Rysgaard et a).
2007; 2009Munro et al, 2010;Nomura et al.2010b;Miller et al., 2011] and only two
reported direct measurements of pdDelille, 2006;Delille et al, 2007].

Hence, we aim to contribute to a better understandif the dynamics of inorganic
carbon within sea ice. We intend to describe thiuence of biotic and abiotic
processes in relation to physical properties of isea(temperature, salinity) on the

inorganic carbon dynamic and to assess the impatgsm of air-ice CQfluxes.

The pCQ dynamics within sea ice was investigated by dinecitu measurement on
brine and on bulk sea ice. Sea ice brine p@@s measured with a system developed
by Delille and co-workergi.e., Delille [2006]) andDelille et al. [2007], based on the
equilibration method. Measurement was carried owecty in situ rather than
computed from TA and pH measurement which requareuse the dissociation
constants of the carbonate system which might aotdlid in the range of temperature
and salinity encountered in sea ic&,(Ch. 1.2). However, since the measurements were
carried out on brines, this method cannot captemical variability precisely and it
was not possible to measure pC& the air-ice interface, a prerequisite to assess
consistently air-ice pCfOgradients. Then, we aimed to develop a new methfod
measurement of pCn bulk ice with high vertical resolution that ¢d\i) achieve a
higher vertical resolution of pCQOneasurement than the sackholes technique and (ii)
measure the COconcentration at the ice interface with the atrhese. This new
technique of measurement is also based on thelagtibn method and is explained in

further details in the chapter IV.

Among the few studies carried out on £ilixes between sea ice and the atmosphere,
only two reported fluxes during winter and thesedsts did not relate the fluxes to
direct measurements of pg@ynamics within sea ice althougelille and co-workers
(i.e., Delille [2006]) andNomura et al[2010b] suggested a link between brine pCO
and the magnitude of the fluxes. To our best kndgée no studies of pGQlynamics
were carried out in fall, during the initial se@ igrowth and only one was performed in
winter [Miller et al., 2011]. In order to bridge the gap in current klemge of sea ice
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pCQ, variability over the entire growth and decay cycke aimed to carry out

measurement of pCQnd related air-ice CQluxes during sea ice growth.

A special attention was focused on the precipitatdd calcium carbonate (CaGQ
sinceRysgaard et al[2007; 2009] suggested that Cag@ecipitation could act as a
significant sink for atmospheric G@nd sinceDieckmann et al[2008; 2010] reported
the discovery of CaC{precipitation as ikaite within sea ice. We intethde document
favorable conditions for such precipitation. In gitdth we aimed to determine the role
of this precipitation on the dynamic of the inorgawarbon within sea ice and its

possible role as sink or source for atmospherig. CO

This work was carried out in the frame of two arcturveys. First survey was the
Circumpolar Flaw Lead (CFL) system study. It was ldrgest International Polar Year
(IPY) initiative led by Canada that gathered ovB0 Participants from 27 countries.
The CFL study was 293 days in duration and involtlee overwintering of the
Canadian research icebreak€CGS Amundsenn the Cape Bathurst flaw lead
(Amundsen Gulf) throughout the annual sea-ice cyél€007-2008 Barber et al,
submitted]. In the chapter Ill, presented the etiotuof the pCQ dynamics from the
end of the winter to the decay of arctic sea ioen(f April to June 2008).

The second survey was carried out in Barrow, Alagian January to June 2009, in
the frame of the project “Year round follow up oir-@e-ocean carbon dioxide
exchanges for arctic sea ice: a contribution toiernational Polar Year”. During this
field trip, CO, exchanges were measured continually until thdieak up in June. We
had the opportunity to carry out first pg@easurement on young growing sea ice that
are presented in chapter Il. We also carry out firsasurement of GQluxes at the ice
interface with the atmosphere, over young growing ice.
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Chapter II: First estimates of the contribution of CaCO;
precipitation to the release of CQ to the atmosphere

during young sea ice growth

Sampling of thin icein Barrow, Alaska.
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Foreword

This study estimates the release of,C8ated to the precipitation of calcium carbonate
in young growing sea ice at Barrow, Alaska. We comdd that the presence of calcium
carbonate as ikaite precipitates within arctic $se&a and we presented the first
quantitative estimation of this precipitation actiog to total alkalinity and pH
measurements. This estimate was compared to tteirfisitu measurement of GO
fluxes carried out on young thin ice. This représean important step in our

understanding of C£exchange over the annual growth/decay sea ice.cycl
This chapter has been submitted to the JournakopBysical Research, Oceans:

Geilfus, N. =X., Carnat, G., Dieckmann, G. S., HaldN., Nehrke, G., Papakyriakou,
T. N., Tison, J. —L. and Delille B., First estimatef the contribution of CaGO

precipitation to the release of @@ the atmosphere during young sea ice growth.
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Abstract

We report measurements of pH, total alkalinity;ie&r CQ fluxes (chamber method)
and CaC@ content of frost flowers (FF) and thin (20 cmsléisan 1 week old) landfast
sea ice near Barrow, Alaska. As the temperatureedses, concentration of solutes in
the brine skims (BS) increases. Along this gradwmdcentration process, some salts
reach their solubility threshold and start preaitg. The precipitation of ikaite
(CaCQ.6H,0) was confirmed in the FF and throughout the ig&kbBman spectroscopy
and X-ray analysis. The amount of ikaite precigithivas estimated to be 25 umol‘kg
in the FF and shown to decrease from 19 umdi ikgthe upper part of the ice to 15
umol kg* at the bottom of the ice. GQelease due to precipitation of CaC®
estimated at 54 pmol Kg The dissolved inorganic carbon (DIC) normalizedaa
salinity of 10 exhibits significant depletion inetlupper layer of the ice and in the FF.
This loss of DIC is estimated to be 2069 pmotf kemd corresponds to an average,CO
flux ranging from 18 mmol M d™* to 35 mmol rif d*. This estimate is consistent with
chamber flux measurements of air-ice £&xchange. Our measurements confirm
previous laboratory findings that growing young sEaacts as a source of €@ the
atmosphere. CaCQprecipitation promotes release of £40 the atmosphere. At this
point we believe that its contribution to the overalease by newly formed ice is

minor.

1. Introduction

Most carbon cycle researches had not consideredassbility of either direct air-sea
gas exchange in the presence of sea ice or indirete-sea gas exchange, where sea
ice actively participates in CQransfer. Therefore, global and regional budgétsie

sea CQ exchange have ignored ice-covered regioBatds and Mathis 2009
Takahashi et al. 2009], relying instead on the assumption thatea &e cover is
impermeable to gases. However, recent observatiosierg both tower-based
micrometeorological approaches and chamber samphigate that uptake and
evasion of CQ does occur over sea ic&dmiletov et al. 2004; Delille, 2006;
Zemmelink et al.2006;Semiletov et al.2007;Nomura et al. 2010b; 2010aMiller et

al., 2011;Papakyriakou and Miller2011].

Observations of gas exchange have been attribotedimerous processes in sea ice,
both physiochemical and biological, but the comrhuis both uncertain of the amount
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of CO, that sea ice can exchange with its surroundind,tha exact nature of the sea
ice, and possibly upper ocean, £68ource or sink. Complicating the situation are
observations of gas exchange that vary in magnibydgeveral factors associated with
chamber Delille et al, 2007; Nomura et al. 2010b; 2010a] and eddy covariance
methodologies $emiletov et al.2004; Zemmelink et al.2006; Miller et al., 2011;
Papakyriakou and Miller2011]. Semiletov et al[2004] reported that melt ponds and
open brine channels within sea ice represent afsmé&tmospheric C¢) of up to -39.3
mmol m? d*. Papakyriakou and Millef2011] observed C©fluxes over seasonal sea
ice in the Canadian Arctic Archipelago to be higkgriable, ranging between hourly
peak exchanges of +86.4 mmofrd* and -259 mmol M d*, in respectively the cold
and warm phases of the spring transition. The |dsgeshort-lived, late-spring spike in
uptake corresponded, in time, to a rapid increasdrine volume and associated
opening of the brine channels leading the authmrspeculate that the downward flux
was in part driven by photosynthesis at the iceeb¥gith chambersDelille and co-
workers(i.e., Delille [2006]) measured Cluxes, ranging from -4 mmol thd™ to +2
mmol m? d* on antarctic pack ice and related these fluxekeéseasonal differences in
brine pCQ relative to atmospheric level®lomura et al.[2010b] who, also with
chambers, measured g@uxes that increased from +0.7 mmoFrd™ to -1 mmol nf

d* in warming first year land-fast sea ice in Barriwthe late spring. Both ascribed

flux direction to the difference in air-sea icera&ipCQ.

The studies cited here document fluxes over mationg growing or decaying seasonal
sea ice. Fluxes over growing artificial sea ice enéeen reported bomura et al.
[2006], however comparative field measurementslwfels over thin rapidly growing
sea ice do not exist, representing a significami ga our understanding of GO

exchange over the annual growth/decay sea ice.cycle

As mentioned above, we remain uncertain on thetetaers of the CQ exchange,
although several processes have been identifipdssbly important. As sea ice forms
and grows, salts are partly rejected from the seand partly trapped within the sea ice
structure. Brine within the sea ice is concentrabéal brine pockets, tubes and channels
[Weeks and Ackley982]. Cooling of brine therefore promotes nolyam increase in
brine salinity, but also an increase of brine pGfrough a decrease in brine £€0
solubility [Papadimitriou et al.,2004]. Significant changes in the mineral-liquid

thermodynamic equilibrium can occur on temperatirange, leading to a sequential



Contribution of CaC@precipitation to the release of G@ the atmosphere

mineral precipitation Marion, 2001]. Ikaite, a hexahydrate polymorph of calcium
carbonate (CaCsBH;0), begins to precipitate at -2.2°C, mirabilite {§8@,. 10H0)
below -8°C. NaCl.2KHO precipitates below -26°C, while potassium and meagim
salts precipitate below -34°QA$sur 1958; Rankin et al. 2000; Marion, 2001]. The
precipitation of calcium carbonates from the brif@apadimitriou et al. 2004,
Dieckmann et al.2008; 2010] would also serve to increase pC&ea ice hosts a
complex biological systemThomas et al. 2010] and carbon is cycled through
processes of photosynthesis and respiration assdciaith seasonally large algal
communities Arrigo et al, 2010a] and bacterial communities that are thought
function throughout and annual cyclegming 2010]. CQ can be exchanged among
sea ice brine, seawater and atmosphere, as lotinge ase remains permeablddmura
et al, 2006;Rysgaard et al.2007;Loose et al.2009].

The possible role of CaG@recipitation on sea ice carbonate biochemistsyrbaeived
growing attention.Rysgaard et al[2007; 2009] suggested that calcium carbonate
precipitation in sea ice could act as a significgink for atmospheric COAn abiotic
pump would result from the high DIC: TA ratio (TAeing defined as the total
alkalinity) of brine expelled from sea ice durirgetice growth and brine drainage as a
consequence of CaGQrecipitation which is described by:

2HCO3 + Ca®*t & CaC05 + H,0 + CO, (. 1)

Precipitation of 1 mole of CaGQransfers HC@ to the CQ pool, decreasing DIC by 1
mole and TA by 2 moles. According teysgaard et al[2007], this pump could
represent a downward transport of 0.2 - 0.5 PgEowt of the surface ocean. However,
the role and significance of Cag@rmation/dissolution in sea ice on atmospheric, CO
depends on rates of mineral production and sepan®eability; the latter depending on

conditions and timing of precipitatiodglille, 2006].

The authigenesis of ikaite in natural sea ice isyet fully understood. Little is known
about the spatial and temporal occurrence of ikaieeipitates in sea ice, but recent
discovery of ikaite in sea ice from both hemispbkanglicates that ikaite precipitation is
not a localized phenomenoDipckmann et al.2008; 2010]. Ikaite stability field is
limited to near-freezing temperatures and is appbréavored by alkaline conditions,

elevated phosphate concentrations and by presémestain additives like amino acids
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[J L Bischoff et al.1993a;Whiticar and Suessl998;Buchardt et al. 2001;Selleck et
al., 2007].

In addition to the potential uptake of atmosph&@, CaCQ precipitation at the top of
sea ice is thought to play a role in atmospherientubtry as a trigger for the
transformation of inert sea-salt bromide to reactibromine monoxide and the
occurrence of tropospheric ozone depletion evedDBBES) at high latitudesSander et
al., 2006]. It was suggested that this conversion passibly due to a decrease of the
alkalinity [Sander et al.2006]. However,Morin et al. [2008] pointed out that the
alkalinity decrease required for such transformrmatizay not occur in sea ice and that
further work is needed to resolve this isstgot et al. [2008] showed that the
precipitation of calcium carbonate (Cag}in sea ice brine is a key process allowing
the rapid acidification of aerosols originating rfrofrost flowers (FF), highlighting
potential importance of FF for ozone chemistry I tArctic. Their work supports
earlier suggestions that FF and their accompangrirge skim may play an important
role as a salt aerosols source for the atmosphaekjn et al. 2000; 2002Alvarez-
Aviles et al. 2008]. FF mainly grow on newly formed sea i€eifovich and Richter-
Menge 1994; Alvarez-Aviles et al.2008] and are centimeter-scale ice structures,
formed by a mixture of atmospheric hoar and liquasin the brine skim, brine expelled
from the ice crystals during the sea ice growthe Tatter explains the observed high
bulk salinity of FF. Growth is thought to proceedthree stagesAJvarez-Aviles et al.,
2008]: (i) development of small nodules on nilag,tle initial formation of FF on the

nodules, and (iii) their subsequent growth intoumasstructures.

To our best knowledge, field measurements of,-@Iated parameters have not yet
been reported over young rapidly forming sea i@bdratory experiment suggest than
young newly formed sea ice releases,G@® the atmospherdNpmura et al.,2006].
During our 2009 field work in Barrow (Alaska), wed the opportunity to sample a
newly formed ice sheet and associated frost flowlarghis paper, quantitative analysis
including measurement of major ions chemistry, piA, DIC and amount of ikaite
precipitates in FF and bulk sea ice, allowed usdemtify the influence of abiotic
process on the sea ice carbonate system duringedhly growth phase and to
demonstrate calcium carbonate precipitation agek&urthermore, we report on the

first arctic measurements of air-sea Cilixes over young growing ice and FF and
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provide a first assessment of the contribution @CQ; precipitation to the total

observed CQrelease to the atmosphere.

2. Methods

Individual FF, surface brine skim and young seacmes (20 cm thick) were collected

from young shore-fast sea ice near Barrow, Alagkapril 6, 2009 (Fig. 11.1).

710240N 4| Beaufort Sea
Chukchi Sea Elson Lagoon — ~_|

71°18'0"N

71°12'0"N A

157°00"W 156°300"W

Figure 11.1: Location of the sampling area (blatk)}at Barrow (Alaska) and pictures of the samplin
site.

Several FF were sampled using a clean spatulataretisrozen in a clean plastic bag.
A Teflon coated stainless steel corer with an maediameter of 7 cm was used to
sample several cores from the young ice. A totéd cbres was sampled in an area of
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1 m? with a maximum spacing between cores of 20 $ea ice temperature was
measuredn situ directly after extraction of the first core, usiagcalibrated probe

(TESTO 720) inserted in pre-drilled holes (perpeunldir to core sides) at the exact
diameter of the probe and with a depth resolutidn2é® cm. Precision of the

measurement was +0.1°C (not including potentias fiam the heat transfer on drilling
and temperature change during temperature measot®mé&ea ice cores and FF
samples were kept frozen at -28°C. Back in the tlad,temperature core was cut into
successive 2.5 cm thick slices. Each slice wagdtor a bucket and left to melt at +4°C
in the dark. Salinity of the meltwater was measunéth a Thermo-Oriofi portable

salinometer WP-84TPS meter with a precision of 0.1

Vertical thin sections were performed on one ofdbees following standard procedures
[Tison et al.2008], in order to describe the texture of the Rietures of crystal texture
were taken from the thin sections using a lighteand cross- and parallel- polarized
sheets with a macro setting on a camera (NikBaoolpix S200, 7.1 mega-pixels).

Another core was cut into vertical sections at@rbdepth resolution. For each section,
20 g of ice were melted at room temperature to oreamajor ions Cd, SQ7, Na' and
PO,>. These major ions were measured by atomic absarpectrometry using a
Varian® SpectrAA-308 spectrometer, with a precision of +3%. Phosphates w
measured using standard colorimetric procedure cBemesy$ spectrophotometer
[Grasshoff et al.1983].

Fluxes of CQ at the sea ice-atmosphere interface were measaneg an accumulation
chamber, West SystémThe chamber is a metal cylinder closed at the with an
internal diameter of 20 cm and an internal heigh®.@ cm. A rubber seal surrounded
by a serrated edge iron ensured an air tight caiomedetween the ice and the
accumulation chamber. The chamber was connectactiosed loop to an infrared gas
analyser (Li-Cof 6262) with an air pump flow set at 3 L ifinThe measurement of
pCG; in the chamber was recorded every 30 sec for amaim time of 5 min. The flux
was then computed from the slope of the lineareggion of pC@ against time
(r=>0.99) according térankignoulle[1988]. The uncertainty on the flux computation

due to the standard error on the regression sl@seon average +3%.

Crystals of calcium carbonate were extracted frioeni¢e cores followin@ieckmann et

al. [2008]. Ice cores were cut into 5 cm sections,clwhwere then transferred into clean
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plastic containers, sealed and melted at +4°C. &mmwere processed as soon as they
were melted. Meltwater temperature never rose fsgmtly above 0°C. The meltwater
was then gently swirled, in order for the crystiissettle in the central part of the
container. On a first ice core, a proportion of tirgstals was collected for direct
observation under a binocular microscope, whilerés¢ of the crystals were stored on
0.2 um Millipore filters. The filters were rinsedtiv 75% ethanol and kept frozen at
-25°C for later identification of the mineralogigahase. On a twin ice core, the same
melting process was followed but the crystals wepetted into a glass vial containing

60% ethanol and kept frozen at -18°C for the idmatiion of the mineralogical phase.

Analyses were carried out by X-ray diffraction upin Siemerfs (Bruker) D5000
Powder Diffractometer at room temperature. BrukPABFRACplus software and MDI
Jade + software were used to collect and analyeedtdta. The goniometer was
configured in Bragg-Brentan@-0) geometry and used Cu radiation (CulKi =
1.54060). The system was equipped with computetraibed divergence and receiving
slits, a rotating sample holder, diffracted beanmapbite monochromator and a
scintillation detector. Scanning electron microsc¢EM) was performed on a single
crystal, from the same filter used for the X-rasft(lone day at room temperature). The
instrument used was a Cambrifiggtereoscan 120, running at 20 keV. Other analyses
using a confocal Raman microscope (Wff,et/im, Germany) were performed for
phase identification of the crystals extracted. Raman was equipped with a diode
laser (532 nm) and an Olym5ug0x Teflon coated water objective. The sample was
transferred in a temperature controlled room irdoled (~ 1°C) glass Petri dishes and
then transferred to the Raman microscope. Theeikstdyed stable for at least 15
minutes with this approach, before signs of tramsédion into calcite were observed.
Time was sufficient for reliable phase identificati of ikaite given that the

measurement took only a few seconds.

The size of CaC@crystals found in our sample ranged from <40 pr@@0 pum (Fig.
IV.2), so that they could all be removed by a dilion on 0.2 um filters. According to
previous work ofRysgaard et al[2007] and [2009], we assumed than dissolution of
CaCQ crystals during the melting processes was notifgignt, and paid attention to
keep the sample below 4°C at all time during mgltprocesses, filtration and pH
measurement. The overall calcium carbonate con#@aCQ;) was then estimated

from the difference between alkalinity of none dittd sample, denoted as bulk
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alkalinity (TA,) and sample filtered on Millipore filters of 0.2\ denoted as filtered
alkalinity (TA). 4CaCGQ; is computed according to:

ACaCO3 = TAy — T4y (II. 2)

Additionally, ice cores and FF were melted to eatenthis precipitation. Twin ice
cores, cut into 5 cm segments, and FF were traesfénto Tedla? gas sampling bags,
closed with a 30 cm gas tight Tygon tube. The exesrswas quickly removed through

the valve. The ice samples were melted in a

0 I°
< fridge at +4°C. As soon as the ice was

completely melted, samples were collected to
measure pHTA, andTA. The meltwater was
shaken to put back the crystals in suspension
to homogenize the liquid. First, samples for
TA, were collected, then samples fiok. The
filtration was carried out at cold temperature
(+4°C) to avoid any dissolution of calcium
carbonate. Then, pH was measured using
Metrohnf combined electrode calibrated on
the total hydrogen ion scale using TRIS (2-
amino-2hydroxymethyl-1.3-propanediol) and
AMP (2-aminopyridine) buffers prepared at
salinities of 35 and 75 according to the
formulations proposed bpOE [1994]. The
pH measurements were carried out at low
temperature (typically below +4°C). The pH
electrode was calibrated at temperatures
ranging from +1°C to +4°C, at salinities of 35
and 75. The accuracy of pH measurements
Figure I1.2: Pictures of ikaite crystals. from was +0.01 pH units. TA was measured by

Dieckmann et al[2008],B. from our direct L . .
measurement under a binocular microscépe, OP€N-cell titration with HCI 0.1 M according

from a Raman to Gran [1952] on 50 ml of sea ice
meltwater samples. Titration was stopped for 10uteis at pH 4.2 to ensure that all
CaCQ crystals were dissolved, prior to TA measuremenar the pH range 3 and 4.2,

required for the Gran function. The accuracy of Ma@asurements was + 4 pmolkg
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Data were quality checked with certified referemnaterial acquired from Andrew
Dieckson (Scripps Institution of Oceanography, @nsity of California, San Diego).
DICy, and DIC; were computed fronTA, and TA;, respectively, and pH, according to
CO; acidity constants dflehrbach et al[1973] refitted byDickson and Millerg1987]
and other constants advocatedE [1994]. We assumed a conservative behavior of
CO, dissociation constants at subzero temperaieélle et al. [2007] andMarion et

al. [2001] suggested that thermodynamic constantyvaetefor the carbonate system
can be assumed to be valid at subzero temperai@sis not influenced by calcium
carbonate dissolution after samplin@lCy, obtained fromTA, was used in the sake of
consistency with previous works Bfysgaard et a[2007]and[2009].

The age of the ice was roughly estimated usingithand sea temperature records from
the location of the Barrow Sea Ice Mass Balance ta(davailable at

http://seaice.alaska.edu/qi/de&d the time of the samplin@fuckenmiller et al.2009].

The time since the formatio, was estimated by subtracting the change of the ic
thicknessH;, for each time stepT until H; = 0 [Lepparanta 1993] according to:

Ki
HippL

AH; = (T, — T,)AT (1. 3)

wherepy, is the sea ice bulk density; the thermal conductivity of the ice aifig andT,

the seawater and air temperatures, respectivel/tfidgrmal conductivity was calculated
using the exponential regression suggesteHibyen[2003] and references therein. The
latent heat of fusiorl,, was kept at 333.9 kJ RgWe assumed thadt, andT,, observed

at the mass balance site was representative fygrlarea and that oceanic heat flux was

negligible.

3. Results

3.1 Sea ice properties

The young sea ice was about 20 cm thick (1 cm3trAng temperature gradient was
observed between the atmosphere (T = -23°C), th€éTFE -19°C) and the sea ice
interface (T = -14.2°C). The salinity profile wass@aped, with a salinity of 31.5 at the
top of the ice and 11.2 at the bottom (Fig. ll\8hich is typical for new arctic sea ice
[Ehn et al.,2007]. The brine volume fraction was calculatechgghe equations given

in Eicken[2003] and references therein. The brine volums m&ver below 5%, hence
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the sea ice was permeabl&dden et al. 2007] throughout the whole thickness

allowing exchanges of matter with the atmospherh®mwater column.

A high salinity skim of brine (BS; S = 114) coverétke ice surface and FF were
observed (Fig. 1.4). The brine skim is the respiitthe upward expulsion of brine
associated with ice crystal growth, and is fad#itby the high porosity within the few
centimeters of the surface lay@&€rovich and Richter-Meng&994]. The upper part of
the sea ice column was characterized by a distayar of fine-grained granular ice
(FG) directly followed by a layer of granular id8,(Fig. 11.4). At 4 cm depth, there was
a zone of transition of 2 cm between the granwarand the columnar ice (G/C). The
rest of the sea ice cover was formed of columrgragcept at 8 cm depth where a very

thin layer (few mm) of granular ice was present.

Using T, andT,, at the mass balance site, calculation using equéli. 3) suggests that
sea ice reached the total thickness after only B&uss. While the ice was estimated to
1 week by a local interpreters that is consistdtit the degraded aspect of frost flowers
[Bowman and Demin@010].
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Figure 11.3: Temperature and salinity profile atr&av young ice site
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G/C

Figure 11.4: Textural features of the young seaimude: frost flowersKF), brine skim BS), fine-
grained granular icé=G), orbicular granular iceR), intermediate granular/columnar icg/C) and
columnar ice €).

3.2 Carbonate system

The pH ranged from 8.7 to 9.5 in the upper layeyafng sea ice while FF exhibited a
pH of 9.0 (Fig. 1l.5a). The pH measured in FF ouryg sea ice were in the same order
of magnitude than previous studies on sea @eifz et al, 1995;Delille et al, 2007;
Papadimitriou et al. 2007]. TA and DIC; concentration in sea ice ranged from 492
pumol kg* to 863 umol kg and from 418 pmol K§to 488 umol kg, respectively,
while TA and DIC; were much higher in FF (2586 pmolkgnd 1183 pumol kg
respectively) (Fig. 11.5b). These results werehe same order of magnitude than the
observations oRysgaard et al[2007] and [2009] for arctic sea ice.

DICt normalized to a salinity of 1{C,o, 10 is the mean salinity of this young sea ice),
allows us to decipher variations DIC; (Fig. I1.5c) that are independent of salinity
changes. FF and the upper layer of the young seshiowed a strong decreasé®iitC;

while the rest of the ice column was relatively lg@neous (around 520 pmol$g
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TAy: DIC,, ratio in sea ice ranged from 1.12 to 1.79 in thpau layers of the young sea
ice with a value peaking at 2.05 in the FF (Fighd). According toRysgaard et al.
[2007] and [2009], a ratid A,: DIC, as high as 2 indicates that precipitates of caiciu
carbonate are formed. This precipitation has betimated by the difference between
the TA, and TA, following the equation (II. 2). This estimatiorasvabout 25 pmol kg
in the FF and decreased from 19.4 umét kythe upper part of the ice to 15 pmol’kg
in the bottom of the ice (Fig. 11.5f). These estiesamight be underestimates as the
method does not account potential Cg@i3solution during melting of the ice prior to
sub-sampling for TA measurement.
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3.3 Air-ice CO, fluxes

Several CQ fluxes measurements were taken at the sea icacgurfhe fluxes ranged
from 4.2 mmol nf d* to 9.9 mmol rif d* (positive flux denoting gas evasion), with an
overall mean of 6.7 mmol ™d®. Flux magnitude were similar to those previously
reported in spring and summer sea iDelflle, 2006;Nomura et al. 2010a] using the

chamber method, but opposite in direction.

3.4 Precipitation of minerals

The concentrations in major ions of FF and seahmaved significant fractionation with
respect to standard seawater (Fig. 11.6). Sulfatese depleted in comparison to ‘Na
which is an indicator of mirabilite precipitatioAgsur 1958;Rankin et al. 2000]. The
ratio SQ*: Na' in FF (0.193) was intermediate between the vatiserved byRankin

et al. [2000] or Beaudon and Moordg2009] and the standard mean ocean water
(SMOW) value. This could be due to the samplinghodt Indeed, FF were collected
by scrapping the ice surface using a spatula. Torerethe samples were a mix between
FF and BS. However, considering the degraded asfebe FF, a downward flux of
brine from the FF to the BS could occur. This wordduce the fractionation between
SO and N&. The ratio observed confirmed that mirabilite cbplrecipitate in FF
and/or BS at the ice surface. Calcium was alsoetdeglin comparison to NaThe ratio
Ccd™: Na' in FF (0.02) was lower than the ratio observedRankin et a[2000] or
Beaudon and Moorg¢2009]. This ratio of 0.025 could be a clue of gip#tation of

calcium carbonate.

Various analyses were carried out on crystals fomndamples of sea ice melted at
+4°C. Crystals were found at all depth of the yoweg ice and in the FF. The first
observation under a binocular microscope at aml@nperature revealed that crystals
ranged from <40 pm to 200 um (Fig. 11.2b). Theirrptfwmlogy was relatively similar to
that of the crystals found bfieckmann et al[2008] and [2010] but they were
significantly smaller. After a few minutes undeethinocular, their appearance became
milky as also observed Bi¢hiticar and Suesg 998] andDieckmann et al[2010]. This
could be due to the transformation of ikaite (Ca®&,0) into calcite, CaCg) with
increasing crystal temperatures. No clear X-rayratition pattern could be obtained
from crystals stored on Millipore filters (Fig. I¥a, b, c) even if they had perfect crystal

faces. Again, the change of phase as a result whiwg during the X-ray scanning of
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Figure 11.6: Ratios of ions in frost flowers (FR)dasea ice (SI) in our study as compared with st f
flowers data fronRankin et al[2000] andBeaudon et al[2009] and to standard mean ocean water
(SMOW). Concentration of phosphates in frost flosvg¥F) and sea ice (Sl)

the sample was responsible for these unidentifiabley patterns. A clear X-ray
pattern was finally obtained after leaving the tais 1 day at room temperature (Fig.
I1.7d). In that case, calcite and halite were thie iinerals identified by the X-ray scan,
as illustrated by the patterns of calcite and @atiown in figure Il.6e and d. A SEM
performed on the same crystals confirmed the poesehcalcite, with 84% of the total
weight of these crystals in Ca. The Raman spedttheoprecipitate and two reference
samples (natural calcite and freshly precipitatealteé) are given in figure I1.8. The
spectra showed the typical internal vibration modéshe symmetric stretch of the
carbonate ion; (1085 cnm calcite and 1075 crhfor ikaite) and its in-plane band
(715 cm" calcite and 723 crhikaite) [W D Bischoff et a).1985]. In addition the lattice
modes in the range between 100'cand 300 cri were visible. The three duplets at
~150, 200, and 270 ¢hin the ikaite spectra, strongly depend on its tatj@graphic
orientation. However, the large difference in tiealp positions of the internal modeas
andv, of calcite and ikaite made it possible to unambigly distinguish between these
two phases. Raman spectra determined on a sdferedi samples showed ikaite to be

the only mineral phase present.
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Figure 11.7: Successive X-ray diffraction patteofcrystals stored on Millipore filters at -25°@, p, ),

X-ray diffraction from same sample after 1 dayatm temperatured]. Line patterns for Halitegf and

Calcite f) from the RRUFF data base. The data base numbeR0¥0534 for Halite and R040070 for
Calcite.
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Figure 11.8: Raman spectra of calcite standardgplikaite (red) and sample (green).

4. Discussion

As sea ice grows, salting out process promotesliyiof a high salinity layer on top of
the ice, the brine skim (BS). This BS is an actasger allowing several processes to
take place. Firstly, it leads to the FF formatidtefjovich and Richter-Mengé 994;
Alvarez-Aviles et al.2008] and favors direct exchanges with the atmesplvarez-
Aviles et al. 2008; Bowman and Deming2010]. Secondly, as the BS concentration
increases with the decreasing temperatures, soit® @ reach their solubility

threshold and start precipitating.

The ratio S@: Na' found in the FF seems to confirm the precipitabdémnirabilite in
the BS and the upper part of the ice cover, whevefsikaite was found in the melted
sea ice sample (see Raman spectra, Fig. 11.8).0bkervation of halite crystals on the
X-ray pattern were attributed to a storage artifadeed halite only starts to precipitate
at temperatures lower than -26°&spur 1958;Rankin et al.2000;Marion, 2001]. The
absence of mirabilite could be explained by thetimglprocedure. When sea ice melts
the mirabilite is dissolved while ikaite remainglde, at least for temperature below
+4°C.

Recent studies based on field observatiobelille, 2006; Delille et al, 2007,
Papadimitriou et al.2007;Dieckmann et al.2008;Rysgaard et al.2009;Munro et al,

2010] and on laboratory freezing experimeragdadimitriou et al. 2004; Nomura et
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al., 2006] indicate that precipitation of Cag@ccurs within sea ice. The precipitation
of ikaite was found in the FF and throughout tha &= but was not uniformly
distributed with depth in the ice cores. Estimadiaf the amount precipitated, through
the TA, - TA difference, showed a maximum in the FF and thdeaease with depth
(Fig. 1.5). The ratioTA,: DICy, also showed a maximum in the FF. According to
Rysgaard et gl2009] and [2007], a ratiolA,: DIC, as high as 2 indicates the
precipitation of calcium carbonate. Our resultsnpaiut that this precipitation occurs
with a lowerTAy: DIC,, ratio.

Ikaite precipitation in a natural environment regsi several conditions. Ikaite is
undersaturated at all temperatures in seawateit bapidly approaches saturation near
0°C. Nevertheless, ikaite cannot form directly bg tooling of seawated [L Bischoff
et al, 1993a]. The solution from which it forms must, labst temporarily, be
supersaturated with respect to ikaite. This supera@on is most likely to occur near
0°C but even then, external additions of eithef*©@a HCQ;™ are required] L Bischoff
et al, 1993a]. Furthermore, natural occurrence of ikestguires conditions which also
inhibit the precipitation of more stable anhydrdosms of CaCQ. Indeed, calcite,
aragonite, vaterite are much less soluble thaneland are supersaturated in solutions
saturated in respect with ikaite. Ikaite will balstized under conditions that inhibit the
nucleation and growth of the anhydrous forms of OgGnd, conversely, ikaite will
likely not occur under conditions which are favdeato crystallization of the anhydrous
forms [J L Bischoff et a].1993a]. Orthophosphate is a powerful inhibitoboth crystal
growth and dissolution of calcite and aragonitegreat concentrations as 5 UMl [
Bischoff et al. 1993a]. It prevents the crystallization of thermstable anhydrous forms
of CaCQ but does not interact with ikaitd L Bischoff et a).1993a;Buchardt et al.
2001]. Accordingly, high P concentration have been linked to ikaite precijgitain
antarctic and arctic sediment€dnnedy et al.1987; Whiticar and Suess1998] and
others various environmentd [ Bischoff et a).1993b;Buchardt{ 2004;Selleck et aJ.
2007]. Hence, ikaite precipitation seems to be fedtdoy the near-freezing temperature,
alkaline conditions, elevated phosphate concentratiy L Bischoff et a). 1993a;
Buchardt et al. 2001;Selleck et a).2007] and/or by presence of certain additives lik
amino acid Whiticar and Sues4998].

With a surface temperature ranging from -9.9°C 1d4°€, temperature was not a

limiting factor to calcium carbonate precipitatiofFhe phosphate concentrations in the
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ice column ranged from 0.38 uM to 0.7 uM while e concentration is 2.45 pM.
These concentrations are comparable with previtudies in arctic sea ic&kfembs et
al., 2002; Lee et al. 2008; Mathis et al, 2009] except for the FF where the £O
concentration is significantly higher. The alkalioendition was also observed at this
station with a pH of 9 in the FF. According Wahiticar et al.[1998], the presence of
amino acids and phosphates at cold temperatunesaila@ite to form preferentially over
calcite or aragonite but this feature is not a argal requiremenBowman et al[2010]
collected samples with us.€., same day, same sampling site) and measured high
concentrations of particulate exopolymeric substan(pEPS) up to 36.5 mg gluceq
ml™, 725 mg gluceq rifland 1420 mg gluceq iin, respectively, sea ice, BS and FF.
They pointed out the role of bacterial activityptmvide ice-nucleating particles through
PEPS production. As suggested MWHiticar and Suessl998] pEPS could also act as
calcium carbonate precipitation nuclei and therhtp&PS production in Barrow likely
promoted ikaite formation. On the whole, lower targture and higher phosphate and
pPEPS concentration where observed in the BS andoRtpared to sea ice promoting

ikaite formation in the surface layers.

Sander et al[2006] proposed that calcium carbonate precigitatn brine at subzero
temperature could efficiently remove most of thaveater alkalinity, hence annihilating
its buffering capacity, making it easier for atmlespc acids such as HNCGand BSO,

to acidify it. A model used byiot et al. [2008] showed that calcium carbonate
precipitation out of brine is a key process whitloves a more rapid acidification of
aerosols originating from brine and/or FF. The kuity depletion rate is a critical
factor for the onset and the sustainment of tropesp ozone depletion events (ODES).
ODEs in the Arctic may not necessarily requirephecipitation of HCQ@ to take place.
They may appear more frequently and more severe haze eventsPiot and von
Glasow 2008]. The conclusion frorBander et al[2006] have been undermined by
Morin et al. [2008]. Following the discovery of ikaite precggibn within sea ice
[Dieckmann et al.2008], Morin et al. [2008] integrates ikaite precipitation in the
FREZCHEM model to investigate the thermodynamics sefawater at subzero
temperatures, with a focus on the behavior of #mbanate system. According to this
model, if ikaite precipitates instead of calciteere is no depletion of the alkalinity
during freezing down to -4.9 °C, which contradlot fprediction oSander et al[2006].
Still, below -4.9°C, according to run 2, figureslifrom the work oMorin et al.[2008],
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the FREZCHEM model predicts dramatic changes ofviith a 25% reduction of TA
from -4.9°C to -9.9°C. Reduction of TA related taite precipitation outweighs the
increase of TA due to salinity increase. In the 2uof Morin et al.[2008], decrease of
temperature from -4.9°C to -9.9°C lead to a TA g®from 5100 pmol.Kyto 3800
umol.kg' (denoted asTA.g-c and TAggc respectively). This temperature change
corresponds to a salinity change from 83 to 154mteg toCox and Weekgl983] so
that TA should reach 9500 pmol-kédenoted ad A caco) if brine concentration was
the only process affecting TA. We can derive thecjpitation of ikaite Pcacod
predicted by the FREZCHEM model at -9.9°C as:

TAno caco3—TA—9.9°C (” 4)
5 .

Peacos =

Pcacosreach 2850 pmol.kbof brines at -9.9°C. Assuming an ice salinity cdrfd then

a brine volume of 0.027 % accordingBaken[2003] and taking into account brine and
ice density, we derive Bcacosof 94 pmol.kg of sea ice. This amount is 5 times higher
than the amount found in Barrow at -9.9°C in thstfb top centimeters that is about 19
umol.kg®. This highlights that ikaite precipitation doest rfollow thermodynamics
constrain as predicted by FREZCHEM model and thewsrnof carbonate mineral in
natural sea ice could be significantly lower thaadicted by the FREZCHEM model
even in favorable conditions (low temperature, higihosphate and pEPS
concentrations). On the whole, our observation3 Adfand pH in top layer of ice in
Barrow challenges previous hypothesis $gnders et al[2006] that a significant
precipitation of CaC@in sea ice and frost flowers, reduces signifigapti buffering
capacity of sea ice and allow significant decreageH. Indeed, to our best knowledge,
pH in sea ice ranges from 7.78 to 9.89lditz et al, 1995; Delille et al, 2007;
Papadimitriou et al. 2007] with a rather elevated higher end valuestawater and an
overall range far higher than the values proposeSander et al[2006].

In both artificial and natural sea ice, a depletiorDIC was observed in sea ice brine
[Papadimitriou et al.,2004] and in the iceMunro et al.,2010] that could not be
ascribed to biological activity. In both cases, thathors suggest that CagO
precipitation and C®degassing may occur in sea ice without being abldecipher
both processes. We observed a strong decrease [BfGho in the upper layer of the ice
column and in the FF. We attempt to assess thealbviapletion in the upper layer by
assuming thabIC;, should be homogeneous over the ice column. Thoslldhbe the
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case, if no biogeochemical processes ocae., (primary production, CaCQO
precipitation and C@transfer to the gas phase). We then take intoustdIC; at 7.5
cm DIC75cmand computeDICy, as the value oDIC; scm extrapolated to the salinity
encountered in the upper part of the ice columnrasgy a linear relationship between

DIC and salinity) DIC, at a given depthwas then computed according to:

DICy, = ~28emi (I1. 5)

S75¢cm

whereDIC; scmholds for the DIC at 7.5 cn&; scmandS hold for salinity at 7.5 cm and
at a given depth, respectively. The difference between DE; (Fig. 11.5d) and the
DICy, represents the loss of DIC, illustrated by thehed area in the figure 11.5d. This
loss is estimated to 2069 pmorkddnly few studies estimate the primary production
arctic sea ice and a wide range of production mefobnd, from 0.03 mg C thd™ to
463 mg C nif d* [Arrigo et al, 2010a].Gosselin et al[1997] advanced a rate of
production of 47 mg C ihd* in an area between 70 — 75°N and 169 — 170°W durin
the arctic summer. Applying this rate to an iceeroaf 20 cm during 7 days, we found
a production of 137 umol C. If only the upper 7rd of the ice is considered, the
primary production would account only for 51 pmolTis corresponds to only 2.5 %
of the DIC depletion. This is probably an overestienasArrigo and Sullivan[1992]
found greatly reduced photosynthetic rates initasat brine salinity higher than 50 and
total photosynthetic shutdown at brine salinityh@g than 100, which is the range of
salinity found at this station within the upper df of ice. According to the amount of
calcium carbonate precipitated in the FF and inupyeer layer of the ice (top 10 cm),
the CQ generated during this precipitation correspondg @50 pmol kg of ice. The
part of the precipitation process in the releas€©f from the BS and/or FF is therefore
minor compared to the total exchanges of 2069 pkadi estimated by the DIC
depletion. In the same waylunro et al.[2010] used the/**Cpc to determine the
fractional contributions of CaCQOprecipitation and C@degassing. They found that
degassing seems to be solely responsible for Dpletien. Therefore we consider that
the contribution of primary production and calciwarbonate precipitation to DIC
depletion are negligible. DIC depletion then maiolyresponds to a release of £O
from the ice to the atmosphere. According to sdsttalies Rankin et al. 2000; 2002;
Alvarez-Aviles et al.2008; Bowman and Deming2010], FF and BS facilitate salts
transport (or other materials) to the atmosphek B increases the specific surface

area of the ice of about 409%¢mine et al.,2005]. Also, enhanced salt transport,
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related brine concentration, and increase of sigesirface area potentially promote
CO, degassing.

If we consider the age of the ice to be betweem® & days, the loss in DIC would
correspond to a Clux ranging from 18 mmol A d* to 35 mmol rif d. An efflux in
this range is approximately a factor of 4 largantiCQ flux measurements using the
chamber method during the relatively short samppegod (4.2 mmol M d* to 9.9

mmol m? d%).

Using the DIC depletion calculated in this studyl @is corresponding fluxes (ranging
from 18 mmol nf d* and 35 mmol M d'), we can make a first order estimate of
annual release of G4rom the first year sea ice in the Arctic. Thesfiyear sea ice
extension peaks at 7.8@m?2 [Dieckmann and Hellmer2010]. Assuming that the
genesis of first year sea ice goes through an #@oalstep similar to the ice conditions
observed in this study (young sea ice ranging fbto 7 days, with BS and FF), we
integrate the flux on the maximal first year sea @xtension in the Arctic, during 1
week. We derive a flux of 0.01 PgC per single groepisode. This estimate does not
consider repeateith situ ice formation and production that occurs wheniscadvected
from a region during the cold season, hence isghiyba gross underestimate of the
total CQ efflux associated with the production of CaCi@ sea ice. Considerable
research is required to constrain this estimatd,tarbetter understand the influence of

external parameters, such as snow cover, on ttinsas.

5. Conclusions

Raman and X-ray analysis of thin shore fast ice fost flowers (FF) collected in
Barrow, Alaska, show conspicuous evidence of calatarbonate precipitation as ikaite
in the FF and throughout the ice by. Precipitatddnkaite in sea ice is not yet fully
understood. From our knowledge, ikaite precipitatteems to be favored by the near-
freezing temperature, alkaline conditions, elevaibedsphate concentrations and/or by
presence of certain additives like amino acitl& Bischoff et aJ.1993a;Whiticar and
Suess 1998; Buchardt et al. 2001; Selleck et aJ.2007]. Our results suggest that all
these conditions were satisfied at our samplingation. However, the amount of
precipitation of calcium carbonate observed atsampling site is significantly lower
than simulation by FREZCHEM modd\iprin et al.,2008] based on thermodynamics

considerations. This suggests that precipitatiomabium carbonate in sea ice is not
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merely triggered by thermodynamic constraing., oversaturation with respect to
ikaite), like calcite and aragonite precipitationapen seawater. In addition, the role of
sea ice as a trigger for tropospheric ozone deplets a consequence of low pH due to
CaCQ precipitation and related reduced sea ice bufégracity should be considered
with caution. Investigations are needed to furthderstand and budget ikaite

precipitation in sea ice.

According to the amount of CaG@recipitated in FF and in the upper layer of e i
(top 10 cm), the share of the g€@enerated by this process is therefore minor coedpa
to the total exchanges estimated by DIC deplefitns decrease was estimated at 2069
umol kg* and mainly corresponds to a release of, @@m the ice to the atmosphere.
Considering the age of the ice between 2 days adayg old, the loss in DIC would
correspond to a CCHlux ranging from 18 mmol fAd™ to 35 mmol rif d*. Assuming
that the genesis of first year sea ice goes thrarglkevolution step similar to the ice
conditions observed in this study (young sea iogiray from 2 to 7 days, with BS and
FF), we estimate that 0.01 PgC is evaded to thesghere per single growth episode of
sea ice. This estimate does not consider repeateiu ice formation and production
that occurs when ice is advected from a regionngutie cold season, hence is probably
a gross underestimate of the total Q&iflux associated with the production of Ca{CO

in sea ice.
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Chapter Ill: pCO , dynamics and related air-ice CQ fluxes in the

arctic coastal zone (Amundsen Gulf, Beaufort Sea)

Recovery of the mast equipped for eddy-covariance measurements drifting through Darnley Bay
(Amundsen Gulf) during CFL.
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Foreword

This study was carried out in the framework of thdernational Polar Year
Circumpolar Flaw Lead System Study (IPY-CFL). IP¥Cproject was focusing on a
part of the Circumpolar Flaw Lead system locatedh@ Amundsen Gulf (Beaufort
Sea). The Cap Bathurst polynya, located at thd bhedk between Amundsen Gulf and
the Beaufort Sea, in the area southeast of Batdksd$Barber and Hanesigk?004], is
an important feature in the dynamics of the aridtéc sheet €.g,. formation of arctic
deep water, highest densities of birds and mamroalsd anywhere in the Arctic
[Arrigo and van Dijken2004]). This polynya consists of a series of flaads and a

sensible/latent heat polynya within Amundsen Gulf.

The annual evolution of sea ice in this region ésafibed in details bgalley et al.
[2008] for a 25 years period (1980-2004), wilarber et al.[submitted] describe the
ice conditions during the CFL project (2007-2008ga ice is formed in October in
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shallow areas along the coast under the form alftet ice, and offshore under the
form of drift ice. In winter the ice is rafted aod/drifted to the edge of the landfast ice,
in contact with the mobile pack ice. At this conjait forms a zone of thick
compression ridges parallel to the coast so-cdB&mmukhi” [Arrigo and van Dijken
2004; Barber and Hanesigk2004]. Between the landfast first-year sea icd Hre
offshore mobile pack ice, a recurrent ice-free cdehrforms, the flaw lead polynya
[Barber and Hanesigk2004]. To our best knowledge, until now, only fpalynya have
been studied in detaileeks 2010]. Therefore, the IPY-CFL project was destjte
investigate the importance of changing climate esses in the flaw lead system of the
northern hemisphere on the physical, biogeochenaigdlbiological components of the
arctic marine systemBfrber et al, submitted]. During CFL, much of the ice in the
Amundsen Gulf remained mobile due to strong easterinds [Barber et al,
submitted]. As a result, landfast ice remainedrigsd to near-shore locations and a
drift ice icescape with small leads dominated tigfeaut the winter and spring.

This study gives an overview of pG@ynamics within sea ice from late spring to
summer in the arctic coastal waters of the Amund3el. We present the first vertical
profiles of pCQ in sea ice brine and discuss the impact of seaplogsical and

biogeochemical processes. Finally, we present, @iQxes at the ice-atmosphere

interface and discuss the link with sea ice pCO

This chapter has been submitted to the JournaleopBysical Research, Oceans in the
special issue IPYCFLEXP1 — The IPY Circumpolar Flaead and Arctic SOLAS
Experiments: Oceanography, Geophysics and Biogawshy of the Amundsen Gulf

and Southern Beaufort Sea:

Geilfus, N. —X., Carnat, G., Papakyriakou, T. Nisonh, J. —L., Else B., Thomas H.,
Shadwick E. and Delille B. — pG@ynamics and related air-ice gfuxes in the arctic

coastal zone (Amundsen Gulf, Beaufort Sea).
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Abstract

We present an arctic seasonal survey of carboniddiopartial pressure (pGD
dynamics within sea ice brine and related air-i€® @uxes. The survey was carried out
from early spring to the beginning of summer in #wetic coastal waters of the
Amundsen Gulf. High concentrations of p£@p to 1834 patm) were observed in the
sea ice in early April as a consequence of conagotr of solutes in brines, CagO
precipitation and microbial respiration. Cag@recipitation was detected through
anomalies in total alkalinity (TA) and dissolvedorganic carbon (DIC). This
precipitation seems to have occurred in highlyngabrine in the upper part of the ice
cover and in bulk ice. As summer draws near, tletéenperature increases and brine
pCQO, shifts from a large supersaturation (1834 patmptmarked undersaturation
(down to almost 0 patm). This decrease was asctbbdne dilution by ice meltwater,
dissolution of CaC@ and photosynthesis during the sympagic algal blodime
magnitude of the COfluxes was controlled by ice temperature (througtcontrol on
brine volume and brine channels connectivity) amal concentration gradient between
brine and the atmosphere. However, the state oicthenterface clearly affects air-ice
CO; fluxes.

1. Introduction

For both hemispheres, sea ice cover ranges betd@eand 28 million krh at its
maximal extensionGomisq 2003] and the sea ice zone is one of the lalgestes on
Earth [PCC, 2007]. It has been shown that sea ice has agsiropact on the global
climate system through its control on albedo, ea-gxchange of heat, moisture and
momentum, production of deep-water, stratificatodrsurface waters during the spring
melt and the seeding of primary production into tharginal ice zoneArrigo and
Thomas 2004;Thomas and Dieckman2010].

Each year, 7 Pg of anthropogenic carbon (C) aemseld to the atmosphere. Of this
carbon release, 29% is taken up by the oceansghnolysical and biological processes
[Sabine et al.2004]. According to the pCQclimatology of Takahashi et al[2009],
high latitude areas act as sinks for atmospherig. @@epresents a direct pathway for
CO, exchanges between the atmosphere and the oceaedhanisms that are not yet
fully understood Takahashi et al.2002;Rysgaard et al.2007]. The lack of data in the
polar areas, particularly with respect to sea-iod gas exchange is therefore an
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important issue in the context of the oceanic uptalkatmospheric COAs pointed out
by Tison et al.[2002], it is often assumed that sea ice prevémsatmosphere from
exchanging C@with the oceans. Moreover, in the pC€imatology of Takahashi et
al. [2009], the fluxes over sea ice covered areas @peodimated by using pCQlata
from underneath the ice. However, recent obsemstichallenge this approach and
suggest that sea ice could actually be a permeabliium allowing CQ exchanges
with the atmosphere, during polar spring-sumn$anjiletov et al.2004;Delille, 2006;
Zemmelink et al.2006;Semiletov et al.2007;Papakyriakou and Miller2011] but also
during the winter lHeinesch et al.2009;Miller et al., 2011]. Semiletov et al[2004]
suggested that melt ponds and open brine channtis\gea ice represent a sink for
atmospheric C@ up to -39.3 mmol i d*, during arctic sea ice melt in Jurizelille
and co-workergi.e., Delille [2006]) measured CQluxes, ranging from an uptake of -4
mmol mi? d* to an evasion of +2 mmol fnd?, on antarctic pack ice using chambers
and linked these fluxes with the brine pC®his link was also identified bjjomura et
al. [2010b], who measured G@uxes ranging from -1 mmol thd* to +0.7 mmol rif

d* in first year landfast sea ice in late May 2008Biarrow, Alaska. During winter,
brine pCQ becomes supersaturated with respect to the atramspas sea ice
temperature decreases and brine salinity incrd&sgmdimitriou et al.2004]. CQ can
then be emitted from brine channels to the undeglyvater and, if the ice is permeable,
to the overlying atmospher@dpadimitriou et al.2004;Nomura et al.2006;Rysgaard
et al, 2007;Loose et al.2011].

During sea ice growth, most of the impurities ($&dy gases and particular matter)
cannot be incorporated into the ice matrix andrajected at the advancing ice-water
interface. This brine rejection influences the aske of dissolved gases and solutes into
the water columnRapadimitriou et al.,2004]. However, some of the impurities are
retained in liquid inclusions or as gas bubbleshinitthe solid ice matrix. This has
important consequences for the microstructure aondearties of sea ice, both of which
being heavily influenced by the relative brine voki [Eicken,2003]. Sub-ice pCohas
been shown to be greater than atmospheric valuastimthe Arctic OcearSemiletov et
al., 2004; 2007] and the Southern Oce@&ibgon and Trull 1999;Delille, 2006]. High
dissolved inorganic carbon (DIC) concentrationsehalso been reported below arctic
sea ice Anderson et al.2004]. Low total alkalinity (TA) and DIC concentiats,

relative to surface waters, have been describeganice brine in Antarctica during the
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summer, while high TA and DIC concentrations haeerbreported during the winter
[Gleitz et al, 1995;Delille, 2006;Papadimitriou et al.2007].

In addition, sea ice affects pGOf the underlying water column and then the buddet
air-sea CQ fluxes of Arctic Ocean open wateBdtes and Mathis2009;Fransson et
al., 2009;Shadwick et al.2011]. Air-sea C®fluxes are likely to change in the context
of global warming Cai et al, 2010], one of the main forcing being sea iceesmtr
Collectively, these observations indicate thatisedikely effects the vertical transport
of CO, in the polar marine environments. It follows thet,order to predict future
change of air-sea GAluxes in Arctic Ocean, the role of sea ice in tiverall budget of
air-sea CQ@must be understood.

The chemical composition of sea ice is primarifaction of salinity and temperature,
but is further modified by productivity of the imtel microbial assemblages recruited
from the surface water during sea ice formatidimdmas and Dieckmanrz010].
Because of the strong influence of biological attien the composition of natural sea
ice brine, little attention has been paid to theeptal contribution of abiotic processes,
such as gas exchanges or mineral formatiRapadimitriou et al.2007]. The increase
of salinity at low temperature in the ice inducesamges in the mineral-liquid and gas-
liquid thermodynamic equilibrium that could lead #odegassing and/or a mineral
precipitation from the highly concentrated brinéllpwee et al, 1998;Marion, 2001;
Papadimitriou et al.2004; 2007Munro et al, 2010].Rysgaard et al[2007] suggested
that precipitation of carbonate minerals within sea during winter growth, and
associated release of @ the underlying ocean with brine rejection, cbdkive a
significant CQ uptake from the atmosphere on sea ice warmindhenspring. This
precipitation was observed for the first time Digckmann et al[2008] and [2010] in
antarctic and arctic sea ice, respectively. Calcaambonate was found under the form
of the mineral ikaite (CaC£ 6H,0). According to botliPapadimitriou et al[2004] and
Rysgaard et al[2007], precipitation of CaC{can occur during fall and winter within

growing sea ice.
Precipitation of calcium carbonate in standard sgamconditions is described by:

Ca?* + 2HCO; & CaCO5 + H,0 + CO, (1. 1)
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As the temperature of sea ice decreases, so deésitie volumes in the ice. This leads
to an increase in concentration of calcium%Tand bicarbonate (HGQ ions, which

may later combine to form CaGOrhis synthesis results in a releaseEq. I1l. 1).
DIC is defined by the equation:
DIC = [HCO3] + [CO%7] + [CO,] (1. 2)
Total alkalinity can be described by:
TA = [HCO3] + 2[CO%7] + [B(OH)7]1+ [OH™] = [H*] (Il 3)

The precipitation of one mole of Cag@duces DIC by one mole and TA by two
moles, and drives the system to higher pGBig. 1ll.1). Dissolution of CaC®in
standard seawater conditions corresponds to tleesewf equation IlI. 1.
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Figure 111.1: Effect of various processes on By@nd TA;s, TA and DIC values normalized to a salinity
of 35, (dashed lines). Gray lines indicate levélsamstant pC®(in patm).

According toDelille and co-workerdi.e., Delille [2006]), precipitation of CaCg{can
occur at different depths in the ice. Dependinghenphysical conditions at the location
where the precipitation takes place, the impadhemet budget of C{lluxes from the
ice to the atmosphere will be very different, depeg on the timing of this
precipitation and sea ice permeability. Hence, Ca@@®cipitation could promote GO
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uptake from the atmospherBysgaard et al.2007; 2009] but release of G©@an be

possible in some casB¢lille, 2006].

In this paper, we present results from the largestey ever performed on the pgO
dynamics within sea ice, from early spring to tlegibning of the arctic summer. Ice
cores and brine samples were analyzed for temperaalinity, TA, DIC, chlorophyll-a
(Chl a) concentrations as well as for dry-extrattimeasurements of pGOWe
investigate C@fluxes at the sea ice interface with the atmosplaed correlate these

with the pCQ dynamics observed in the brine channels.

2. Study site, material and methods

Data presented in this paper were collected onbtteeCCGS Amundseduring the
International Polar Year — Circumpolar Flaw Leadteyn study (IPY-CFL 2008). This
project was carried out in the Amundsen Gulf, BeduSea, Canada (70°N, 120°W).
Samples were collected at individual stations betwApril and June 2008, from the
beginning of spring until the beginning of summieg( 111.2, Table 111.1). It is therefore
important to note that the results potentially gnéde both spatial and temporal

variability.

Sampling was achieved within an area of about 23nnw¥der to minimize bias from
spatial heterogeneity. The sample area was alveeyddd upwind of the ship to avoid
any contamination from activities on the researebsel. The first part of a sampling
day was dedicated to ice-core extraction after wkine group collected brine from sack
holes and undertooikn situ measurements. Seawater was typically collectech fifve

first ice core and was sampled at the ice-waterface.

A Teflon coated stainless steel corer with an imdeidiameter of 7 cm was used to
retrieve ice cores. Cores were immediately wrapipeg@olyethylene (PE) bags and
stored on the sampling site in an insulated bdedilvith individual cooling bags, pre-
cooled at -70°C. This precaution served to minintidee drainage from sampleBigon

et al.,2008].

A dedicated ice core for bulk ice measurements Afand DIC was processed in the
field. The top and bottom 15 cm, as well as thdregépart of the ice core, were cut off
and placed immediately in a gas-tight laminated WERNplastic bag fitted with a gas-

tight Tygon tube and valve for sampling. A solutmfrsupersaturated HgQlas added
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Figure 111.2: Map of the CFL study area in the Andsen Gulf (NT, Canada) indicating the locations of
the sampling stations where the Ofata was collected.

Station Date Station Date Station Date
D36 April 6 F1 May 9 F6 June 2
D37 April 11 F2 May 13 F6-1 June 7
D41 April 16 F3 May 20 F6-2 June 9
D43 April 26 F4 May 24 F7 June 12

D43-1 April 29 F5 May 28 F7-1 June 18

D43-2 May 2

" Station D43-2 was sampled in May but as it wasame location as station D43
and D43-1, we decided to regroup them in April.

Table IIl.1: Dates of the sampling stations. The 4fations were sampled on drifting sea ice (paeX i
while the “F” stations were sampled on landfastisea
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to the plastic bag to halt biological activity. Tihag was immediately closed, and
excess air was removed through the tube. The ieallawed to completely melt at
+4°C in the dark, after which DIC and TA analysisrerimmediately undertaken. The
maximum potential leakage has been estimated scthes 20 pmol kgby Miller et al.
[2011]. This error is consistent with our own assessmehight pCQ in the conditions
encountered during the survey. Sackholes wereedrdt different depths, ranging from
about 15 cm. Brines, from adjacent brine channeld pockets, seeped into the
sackholes for 10 — 60 min before being collectedguia peristaltic pump (Cole Palmer,
MasterfleX’ - Environmental Sampler)Glleitz et al, 1995]. Each sackhole remained
covered with a plastic lid to minimize mixing withe free-atmosphere. Under ice sea-
water was also collected using the same peristaltiop at the ice-water interface and
at 1 m depth.

Sea ice temperature was measuredgitu directly after extraction of the core using a
calibrated probe (TEST®D 720) inserted into pre-drilled holes (~3 cm depth)
perpendicular to core sides. The hole diameter medt¢hat of the temperature probe.
Precision of the measurements was +0.1°C. Bullsa@mity was determined on board
from melted ice sections with a Thermo-Ofiguortable salinometer WP-84TPS meter
with a precision of £0.1. Ice sections were cunfreuccessive 5 cm thick slices of a
dedicated ice core. These sections were then mielte dark at +4°C to perform Chl
a measurements that were carried out using thaatixtn method described Barsons

et al.[1984].

DIC and TA were measured on melted bulk ice, band seawater samples. Brine and
seawater samples were poisoned with a solutiorujpérsaturated Hgeland samples
were stored in the dark, at +4°C until analysise Toncentration of DIC and TA in
melted bulk ice, brine and seawater were all amalyan board by coulometric and
potentiometric titration, respectively, using a \BMA® 3C (Versatile Instrument for
the Determination of Titration Alkalinity, by Mamad’). A description of procedures is
detailed byShadwick et al[2011]. Routine analyses of Certified Referencedvlals
(provided by A. G. Dickson, Scripps Institution Gfceanography) ensured that the
uncertainty of the DIC and TA measurements wers tean 2umol kg* and 3pmol
kg™, respectively.

The pCQ of brine and seawater from underneath the icem@asuredn situ using a

custom made equilibration systerDd]ille et al., 2007]. The system consisted of a
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membrane contractor equilibrator (Membr8niiqui-cell) that was connected to a non-
dispersive infrared gas analyser (IRGA, Li-£&262) via a closed air loop. Brine and
air flow rates through respectively the equilibradamd IRGA were approximately 2 L
mint and 3 L mift. Temperature was simultaneously measimesitu and at the outlet

of the equilibrator using Li-CSrtemperature sensors. Temperature correction o,pCO
was applied assuming that the relation @dpin-Montégut[1988] is valid at low
temperature and high salinity. The IRGA was catidmlasoon after returning on the ship
while the analyser was still cold. Data were stoveda Li-Cof Li-1400 data logger.
All the devices, except the peristaltic pump, werelosed in an insulated box that
contained a 12 V power source providing enough wagnto keep the inside

temperature just above 0°C.

The CQ fluxes at the upper sea ice surface were measwsid @n accumulation
chamber (West systéth The chamber is a metal cylinder closed at the wdth an
internal diameter of 20 cm and an internal heigh®.@ cm. A rubber seal surrounded
by a serrated-edge steel ensures an air-tight ctionebetween the ice and the chamber
of accumulation. For measurement over snow, a #ibel was mounted at the base of
the chamber to enclose snow down to the ice andeptédateral infiltration of air
through the snow. The chamber was connected iosedlloop to the IRGA with an air
pump rate at 3 L mih The measurement of pG@ the chamber was recorded every
30 sec for at least 5 min. The flux was computedhfthe slope of the linear regression
of pCG, against time (r2>0.99) according Foankignoulle[1988], taking into account
the volume of ice or snow enclosed within the chamBhe uncertainty of the flux

computation due to the standard error on the regmeslope was on average +3%.

3. Results

3.1 Background measurements

Drift sea ice was sampled in April (stations D36x43-2) while landfast sea ice was
sampled from May to June (stations F1 to F7-1).(RIg). Our reference to Fig. I1.3

is limited to the interpretation of the G@ata. A companion papeCarnat et al., this

issug describes in details the thermodynamic evolutbithe sea ice cover during the
whole survey. In April, bulk ice salinity profilegig. 111.3b) presented a well-marked
C-shape while the brine salinity exhibited a strorggtical gradient, driven by the
temperature profile (Fig. 111.3a). Apart from themn bottom sea ice base, the ice was
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Figure 111.3: Sea ice conditions for the CFL stasaconsidered, adapted from the companion paper
Carnat et al[this issug including @) temperature profile,T(b) salinity profile, $ (c) relative brine
volume, /V and @) Chl a concentration.

NB: during June, the data at a depth of 0 repregbetmelt ponds.
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mainly under the permeability threshold of 5% falumnnar ice (Fig. I11.3c). These
stations were typical of a late winter situatiomliBice salinity at the surface decreased
with a minimal value observed at the end of the timofhe brine salinity decreased as
well. The ice was beyond the permeability threshdldese stations were typical of a
warming period. Finally, in June, the ice tempeamtprofiles became isothermal,
around -1°C, with a maximal temperature observeteatop of the ice. Bulk ice as well
as brine salinity were marked by a minimum at thg The ice was highly permeable.

These characteristics are typical of a decayingcgeeover.

The sea ice concentration of Chl a ranged fromvbeél®d1 pg [ up to 1330 pg t
(Fig. 111.3d). From April to May, Chl a concentrafi in bottom sea ice increased
significantly from 130 pg L to 1330 pg L* then decreased to 1 pd in June. Our Chl
a concentrations are consistent with values regdaiyeMundy et al[this issu¢ and by
Song et al[this issu¢ during this survey and bRiedel et a[2008] in the same area in
2004.

Brine temperature for the sampling stations rarfgaa -8.5°C in April to 0°C in June
(Fig. lll.4a). By mid-May brine temperature apprbed that of the underlying seawater,
and then stabilized around 0°C thereafter. Brinmisadecreased from 137.4 in April
to 0 in June (Fig. 11.4b) in response to the sealy rise in temperature. Brine salinity
actually dropped below seawater salinity in lateyMaeawater salinity at the ice-water
interface remained fairly constant (between 33.@d 80.7) until late May and then
decreased slightly to 26.4, with very low value2& and 6.9 observed at F6-1 and F7,

respectively.
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Figure 111.4: Temporal evolution of brine and setavdemperatureaj, salinity ) and pCQ (c) for the
CFL stations considered.

3.2 Inorganic carbon

In April, it was not possible to collect brine sdegpat all depths due the small volume
of brine available (Fig. I11.3c). Brine pGQvere supersaturated (relative to atmospheric
concentration) throughout the sea ice, ranging éetwl839 patm to 465 patm (Fig.
[11.5). The maximum brine pCOwas observed in the middle of the ice column.
Variation in pCQ with depth declined in May, with pGQlecreasing from F1 to F4.
The brine pC@remained supersaturated (between 888 patm to 888) pexcept at the

2 bottom most brine sampling depths, where a pGiQL47 patm and 306 patm was
observed at F2 and F4 respectively. Brine p@€xlined significantly by June, at which
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time it was highly undersaturated with respecth® atmosphere, with values ranging
from 188 patm to O patm. The pg® the melt ponds ranged between 79 patm to 348

patm.
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Figure 111.5: Profiles of brine pCQor the three groups of stations considered. The
seawater pC@(dotted line) is an average for the consideredtmon

The pCQ of the underlying water ranged from 528 patm toam (Fig. 11l.4c) over the
sampling period. In April, seawater pg@as relatively stable near to atmospheric
levels (396 patm). In early May, seawater p@@@reased, reaching 528 patm, and then
declined to a marked undersaturation by June, sdthe measurements approaching 5
patm. The low summer seawater pCi® associated with a reduction in seawater
salinity (Fig. lll.4c). The pC@ of both underlying water and brine passed belosv th
threshold of saturation at the same time. At saome,tseasonal variation of pGOf

the underlying water does not mimic seasonal patpeesented byShadwick et al.
[2011]. However, the pCfOvalues ofShadwick et al[2011] are underway pCQilata
collected water at 3 m deep and averaged bothadlgaibver a larger region than that
presented here) and temporally (monthly), while diaga presented here was discrete

measurement at the ice-water interface.

TA and DIC in brine ranged from 173 pmolkgp 8191 pmol kg and from 165 pmol
kg™ to 8254 umol kg, respectively. TA and DIC in bulk sea ice rangemirf 69 pmol
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kg™ to 635 umol kg and 177 umol kg to 613 pmol kg, respectively (Fig. 11.6a, b).
In seawater samples, TA and DIC ranged from 331Ipkgd to 2280 pmol kg and
301 pmol kg to 2210 pmol kg, respectively. Both TA and DIC for bulk sea icelan
seawater samples are of the same order of magriltadehose reported Willer et al.
[2011] andRysgaard et al[2007] who both presented TA and DIC measurerfrem

landfast sea ice in Franklin Bay, Canada.
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Figure 111.6: Evolution of TA §) and DIC p) as a function of the salinity of the brine fokrthle CFL
stations considered. The dotted line representsateg values based on dilution effect during mgltin
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show the ratio TA: DIC of 2 (representing the shodenetry of the precipitation/dissolution equilitm
in equation 1) and the TA: DIC ratio of 1.049, tgliof the underlying seawater.
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3.3 CO, fluxes

CO; fluxes were measured over sea ice, on sea ice,pmietls, superimposed ice (Fig.
[ll.7a) and on snow cover (Fig. lll.7b). The €@uxes at the sea ice interface ranged
from +0.84 mmol nf d* to -2.63 mmol rif d* (where a positive value indicates a £O
released from the ice surface to the atmospherdg ilaxes over snow cover ranged
between +2.1 mmol td! and -1.49 mmol f d’. No fluxes were detected on
superimposed ice. Strong negative fluxes were mmedsawer melt ponds, ranging from
-0.13 mmol rif d* to -2.65 mmol rif d*. Observed fluxes over the sea ice were similar
to measurements reported in Barrow (Alaska) orhi Hokkaido island (Japan) by
Nomura et al.[2010b] and [2010a], respectively and bglille and co-workergi.e.,
Delille [2006]) in Antarctica, using similar chamber teicjues. Note that fluxes were
also not detected on superimposed sea idgdmgura et al[2010a] andDelille and co-
workers(i.e., Delille [2006]).
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Figure 111.7: CQ fluxes measured on sea ice, melt ponds and supesid ice interface with the
atmosphered) and on the snowbj. The other CFL stations represent additional dengstations where
only fluxes where measured.

No fluxes were detected for ice surface temperdiatew -10°C, with the exception of
a small negative flux of -0.23 mmold™ to -0.6 mmol nf d* at stations D36 and
D37, respectively. As the temperature of the iceraased from -10°C to -6°C, a
positive flux was observed with a maximum valuer6f84 mmol rif d*. Finally, from

-6°C to 0°C, negative fluxes with a maximum value-8.6 mmol n¥ d! were
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observed. On snow, flux trends were much less gt higher temporal variability.
Fluxes ranged from -1.49 mmolfd* to +2.1 mmol rif d*. The overall pattern is
similar to fluxes over the ice, but with a largemmher of observations showing
negligible fluxes and a few outliers, with highelwes than over the ice, both positive

and negative, with no relationship to the air azeltemperature.

4. Discussion

Inorganic carbon dynamics in the ocean is affedigdseveral processes, including
temperature and salinity changes, precipitatiodissolution of CaC@and biological
activity [Zeebe R.E. and Wolf-Gladro@001]. This holds true for sea ice, yet changes

in temperature and salinity are enhanced compardtetwater column.

4.1 Effects of primary production

Evaluating primary production within sea ice and thlated impact on brine pG@as
been proven difficultDelille et al.,2007]. A common indicator of primary production
is the change in autotrophic biomass. A rough measialgal biomass is algal pigment
concentration (Chl a). Chl a in sea ice varies égggaphic region, ice type and seasons
[Arrigo et al, 2010a].

In April and May, while Chl a concentration valuesnained below 1.7 pgLin brine,

a large increase of Chl a concentration up to 488Q°" of bulk ice at the bottom was
observed. Such build-up of Chl a suggests sustgnethry production that potentially
consumes Cg@) i.e., reducing both sea ice DIC and brines pCBn enhanced pCO
decrease was observed at the time of the sympégit ldoom in April and May and
corresponded, in time, to a rapid decrease of DiBeabottom of the ice, as reported by
Shadwick et al[2011]. This sympagic bloom led to a sharp inceealsnet community
production in the surface water up to 1.1 mol G month' [Shadwick et al.2011].
However, in June, Chl a concentration decreasatfisigntly down to 1 pg L, likely
due to brine flushing. This range of Chl a concatiin was also observed at the bottom
of the ice cover bysong et al[this issu¢ and Mundy et al.[this issug¢ At that time,
brine pCQ continued to decrease, suggesting that proceskes than the production
of sympagic algae contributed to the pQf@crease. Thereafter, the impact of primary
production on pC@appears to last only a few weeks during biomads logp prior to

brine flushing.
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4.2 Effects of CaCG; precipitation, dissolution

As suggested bRelille and co-workergi.e., Delille [2006]) andRysgaard et al[2007;
2009], other processes, such as Ca@i€solution, can potentially promote the decrease
in brine pCQ. According to equations 1ll.1 to II1.3, CaG@recipitation reduces both
DIC and TA in the brineRysgaard et al[2007] suggested that this precipitation within
sea ice could drive significant G@ptake and that the TA: DIC ratio as high as 2 in
melted bulk sea ice indicates that Ca@@ecipitation occurs. During our survey, brine
samples with salinity larger than 80 showed lowér dnhd DIC than expected from
salinity changes (Fig. 1ll.6a, b). In addition, filog TAss as a function of DIgs (TA
and DIC values being normalized to a salinity oft85discard concentration/dilution
effects) indicates that these high salinity briamples (D36, D43-1, D43-2, F1, F3, and
F4) are well aligned (slope 0.89, R2 > 0.999) dread between the theoretical trend for
calcium carbonate precipitation and the one for, @&gassing (Fig. 111.8). This could
be expected if both CaGQprecipitations occurred in high salty brines an®,C
degassing occurred in the sea ice (Fig. Ill.8)sTihiconsistent with previous findings of
Rysgaard et al[2007].

In order to compare with literature, we computecheraormalized TA: DIC ratio in
bulk ice that is about 0.96 (Fig. Ill.6¢c, d)e., very close to the value of underlying
water (1.049) and the value of 1.01 reportedvbler et al. [2011], but significantly
lower than the average of values reportedRigggaard et al[2007] in Franklin Bay that
is about 1.55Miller et al. [2011] addressed discrepancies between their sandy
observations oRysgaard et al[2007] and proposed several explanationsgsi@nd
DIC35 of bulk ice are lower than TAAand DIGsfrom the underlying water as a result of
CaCQ precipitation and subsequent release of by-predattCaCQ into the water
column (Fig. 111.8).
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4.3 Effects of temperature and salinity

As the ice temperature increases, ice crystals amgltsalinity decreases accordingly.

We explored the relationships among brine pG@mperature and salinity according to

the following steps: (i) we calculated brine salmat a given temperature according to

the relationship ofCox and WeekEL983]; (i) we normalized mean TA and DIC to a
salinity of 35 (TAs, and DIGs, respectively) for all samples with salinity < 88ee
section 4.2 for the choice of this threshold); (nie computed TAand DIG at a given
temperaturet (and related salinity) assuming a conservativeabiein of TA and DIC;

and (iv) computed the brine pGQ@or each temperature from TAnd DIG, using
CO2SYS [ewis and Wallace1998] with the CQ acidity constants obDickson and
Millero [1987]. Here we assume that these constants aid f@ the range of

temperatures and salinities encountered withinstreeice Papadimitriou et al. 2004,
Delille et al, 2007]. The resulting pCO- temperature relationship (denoted as CFL-
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dilution) is shown in figure 111.9. A test of romhean square deviation was carried out
on the dilution curve and showed a mean dispersio30 patm. This dispersion
decreased in June down to 52 patm. Scattering & tduspatial heterogeneity,
superimposition of physical and biogeochemical psses that are not related together,

and thermal history of the ice, among other explana.
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Figure 111.9: The pC@evolution with ice temperature. The ice tempematuas integrated over the depth
of ice where the brine was samplée.(from surface to bottom of sackholes). The soliédi represent
the general trend during CFL while the dashed Inegsesent the pCOtemperature relationship
computed for the dilution effect (see text for dsja

The observed pCOresponse to temperature, roughly mimics the dilutcurve,
highlighting a major control of melting on pG@s observed in Antarctica [Belille
and co-workerdi.e., Delille [2006]). In June, brine drainage significantly wedd bulk
ice salinity, leading to a drastic decrease in p@&own to the almost zero as a result of

the melting of low-CQ pure ice matrix.
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4.4 Under-ice melt ponds

Ice melting, brine flushing and drainage of melhg@dead to the formation of a stable
fresh water layer at the ice-ocean interface. Thessh water lenses, called under-ice
melt ponds byHanson [1965], are usually trapped under thinner ice @rea in
depressions in the bottom of thicker ice. Withirsthhesh water layer, we observed a
marked undersaturation down to 5 patm (Fig. llL.4d)that time, despite the increase
in light availability, algal biomass remained logvpbably as a consequence of nitrate +
nitrite limitation [Mundy et al., this iss(ieOur results suggest that phytoplanktonic
growth can also be limited by GQuvailability [Riebesell et al.1993;Wolf-Gladrow
and Riebesell1997]. Hence, phytoplanktonic limited growth iisely to play a minor
role on CQ undersaturation. At that time, pg©Of melt ponds at the top of the ice was
larger than pC@of under-ice melt ponds, suggesting that this &ahnity-low pCQ
water layer is originated from melted sea ice, eatthan surface melt ponds that

percolated through the ice.

4.5 Inter-hemisphere comparison

In Antarctica, Delille and co-workers(i.e., Delille [2006]) reported values of pGO
ranging from 30 patm to 920 patm. The range of pGia3erved during the survey was
significantly larger than in Antarctica, with bothigher and lower end values (Fig.
[11.9). In cold sea ice in particular, we obsensgnificantly higher pC@values in the
Amundsen Gulf than in Antarctica for a given tengtere. As discussed above, several
processes can be responsible for the p@@namics within the sea ice brine:
temperature and salinity changes, calcium carbopa¢eipitation, and/or primary
production. The first is unlikely to explain our dic-Antarctica discrepancies in cold
sea ice. Also, at a given temperature, the effédbrime concentration on pGQs
expected to be similar in both hemispheres. Thegsses driving CaCG(precipitation

in the brine network are also likely to be simyjadontrolled by temperature-driven
brine concentration in sea ice from both polar aegi The discrepancy in pGO
between the polar regions may be related to diffege in the rate that organic carbon is

oxidized through ecosystem respiration.

We compared organic matter (dissolved organic ¢carb®C, and particulate organic
carbon, POC) abundance in the Amundsen Gulf ararcr open water (Table 111.2).
Higher level of organic matter in the Amundsen Guibmpared to antarctic open
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waters is likely due to large riverine input. Theadkenzie River, the largest river in
terms of POC discharge in the Arctic, has the pgakto cause strong variations in
POC export from shelf to basin, and discharge tlyee the Beaufort Sea_plande et
al., 2009]. According taVlagen et al[2010], the Mackenzie River mainly contributes to
the input of organic matter. Higher organic carlsoncentration in the Amundsen Gulf
compared to Antarctica could potentially suppoghar respiration and related €O
production and can therefore possibly explain #eegally higher pC®values. Taking
into account that the Arctic Ocean is a closedwia a stronger continental organic
matter input compared to Antarctica, elevated p@Ccold sea ice could be a general
feature in the Arctic. More pCGsurveys in the arctic sea ice and reliable assassat

winter respiration over the whole ice thickness hoavever required to settle this

question.
: POC DOC
Studies @mol LYy  (umol LY
Arctic Riedel et al[2008] Pre-bloom 53.53 60.22
Bloom 740.54 496.29
Post-bloom 2185.93 777.34
Song et al[this 563 434
issug
Antarctica Dumont[2009] Bruxelles 35.34 55.2
Liege 26.6 34.2
Thomas et al2001] SE Weddell Sea 523
Bellingshausen 109
Sea
Weddell Sea 207

Table 111.2: POC and DOC concentration in sealioéirctic, Riedel et al[2008] measured POC and
DOC concentration in the bottom 4 cm of the icerfriéebruary 2% to June 28in Franklin Bay, in the
Amundsen Gulf in the frame of tli@ganadian Arctic Shelf Exchanges St{@ASES).Song et al[this
issug measured DOC concentration in the bottom 10 cthefce between mid-March and early July
2008.Dumont[2009] measured POC and DOC within sea ice iB#lé#ngshausen Sea, Antarctica in
September — October 200homas et al[2001] presented data from the southeastern Wk8dalin
April — May 1992, Bellingshausen Sea in Januargbriary 1994 and Weddell Sea in January — March
1997. Data fronbumont et al[2009] are an average on the bottom 10 cm ofdbevihileThomas et al.
[2001] only shows a mean values.

4.6 Air-ice CO, fluxes

In cold sea ice (below -11°C), we did not detegngicant air-ice CQ fluxes. As
temperature increased, ice became permeable te gadaiir-CQfluxes were observed
for temperature above -11°C. Effluxes of £&m the ice to the atmosphere were then
observed in April (Fig. 11l.7) while brine pCQwvas supersaturated with respect to the
atmosphere, which explains the decrease of the IpD@Q observed in the top layers in

the vertical profiles of figure II.5. In some caseve observed CL{effluxes while brine
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volume was under the permeability threshold of &36lflen et al.2007]. According to
Gosink et al.[1976] andLoose et al[2011], the porosity threshold for gas transport
may be lower than for fluid transpof&lden et al.2007]. If the gas transport threshold
is lower than the threshold of permeability foruiid, then diffusive transport could
allow gas exchanges earlier in the spring and lastehe fall or even during winter.
However, further experiments are needed to bettptam and constrain gas fluxes

below the permeability threshold for liquids.

In addition, the internal precipitation of calciwmarbonate, at that time or earlier, could
promote the release of G@ the atmosphere. This is consistent with theolesl trend
of the DIGs: TAgs relationship in the high salinity brine sampletthaggests a release
of CO, associated with the precipitation of CaL@ig. 111.8). From May, the brine
pCQO, was initially supersaturated but decreased witingiof ice temperature and
passed below the threshold of the atmospheric cdrat®n. Accordingly, negative
fluxes were measured from F6 onwards down to -Zr®hmi? d™.

This is in agreement with previous works DElille and co-workers(i.e., Delille
[2006]), Nomura et al.[2006] and [2010b] who suggested that brine pG® an
important factor controlling the air-ice GAlux. The magnitude of COfluxes also
depends on sea ice permeability. Since, ice tertperacontrols both pCOand
permeability through brine volumesplden et al.,2007], ice temperature therefore

appears to be one of the main control of air-ice @xes.

Air-ice CGO, fluxes are also affected by the state of the carinterface. A particular
importance is the occurrence of superimposed ieg thearly impedes air-ice gas
transfer (Fig. 1ll.7a).Nomura et al.[2010b] suggested that snow cover was an
impermeable medium, blocking GOdiffusion and exchange to the atmosphere.
Nevertheless, this observation was made duringrsnpesed ice formatiorNomura et
al., 2010a]. Our observations are agree with the vodrRelille and co-workerdi.e.,
Delille [2006]), Nomura et al[2010a] and suggest that superimposed ice hanipeea
CO; fluxes. However, in none-superimposed ice cond#tjave observed CQOluxes as
previously reported over snow covered terrestriaisgstem. In our study, air-ice @O
fluxes appear to be driven by air-ice pCQ@radient and controlled by sea ice
permeability. Air-ice fluxes appear to be moderagdthe snow, but the GGluxes
measured in absence of snow do not translate yeiatlil snow-air CQ fluxes. Snow

physical and chemical propertiesg.,porosity, texture, salinity, total alkalinity, amgp
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other parameters like snow thickness, are likelaffect the magnitude of the fluxes.
The impact of the snow cover on gas exchangesllisisknown. Albert et al.[2002]
suggested that the high permeability of the snowadlow rapid gases exchanges with
the atmosphere, even with moderate winds. On therdtands;Takagi et al.[2005]
found that CQ concentrations in the snowpack fluctuated sigaiftty as wind speed
varied, suggesting a strong wind-pumping effectGis» movement in the snowpack.
Using eddy covarianceRapakyriakou and Miller[2011] generally found fluxes to
increase with increasing wind speed over seasosmlice, with the largest fluxes

occurring during periods of blowing snow.

By contrast, melt ponds development appears to gi@itihe uptake of C{by the ice
with observed air-ice Cfluxes as low as -2.7 mmol frd™. This magnitude is lower
than what was reported BNomura et al[2010b] with values ranging from -38.6 mmol
m? d* to -19.5 mmol rif d* over melt ponds in landfast ice near Barrow, Ataskhese
fluxes are in the same order of magnitude thaneBumeasured b$emiletov et al.
[2004] using the chamber techniqu&emiletov et al[2004] suggested a significant
role of photosynthesis activity to the fluxes. Hoee Chl a was measured on melt
ponds and exhibited low concentration (~2 iY) Bs also measured Bundy et al.
[this issu¢ On the other hand, melting of low-GQ@ure ice matrix acts to decrease
pCO..

We attempted to assess the potential uptake ofsgtinesic CQ by melting sea ice that
equilibrates with the atmosphere. In the statior2F@&e observed air-ice GOluxes
around -2.6 mmol thd™. Taking into account the brine conditions (TA= 4&ol kg*
DIC=398 pmol ki, S = 4.4 and T= -0.8°C), the equilibrium of suainés with the
atmosphere (pCG= 390 patm) would correspond to an uptake of 630 pmol kg

of brines. In the same way, the equilibration a&@ &amples of station F6-2, or pure
freshwater ice would correspond to an uptake of a#@ 32 pmol k§ of ice
respectively. If we assume a complete melting, smolsequent equilibrium with the
atmosphere of a 1.3 m thick ice cover within onenthpthis would lead to average €0
fluxes ranging from -1.2 to -3.1 mmolu™ that are rather consistent with the air-ice
CO; fluxes measured over melt ponds and decayingcge@0.02 mmol i d™ to -2.65
mmol m? d%). This computation provides a potential £@ptake, assuming an ideal

case of complete melting without interactions wite underlying seawater.
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5. Conclusions

This study gives an overview of the evolution of(gGlynamics within sea ice from
late spring to summer in the arctic coastal wabéthe Amundsen Gulf. We present the
first vertical profiles of pC@in sea ice brine to demonstrate the evolution g
physical and biogeochemical parameters in the b their relationship to the GO

fluxes at the ice-atmosphere interface.

As sea ice forms and grows, and ice temperatunedses, all the impurities (including
salts, organic matter and gases) are concentratdarime leading to a significant
increase of brine salinity and brine p€Qup to 1839 patm in April). As salinity
increases, significant changes with respect to raldguid thermodynamic equilibrium
can occur and calcium carbonate can precipitBieckmann et al.2008]. Indirect
evidence of such precipitation was observed wikinghly saline brine, in the upper part
of the sea ice cover and in bulk sea ice. Thisnisagreement with the work of
Dieckmann et al[2008] andRysgaard et all2007; 2009].

As summer draws near, the ice temperature increawmbsaccording t&apadimitriou

et al. [2004], Delille and co-workergi.e., Delille [2006]), Nomura et al.[2006] and
Delille et al.[2007], the brine pC&decreases. We measured a shift from 1834 patm in
April to almost 0 patm in June. This decrease wamiy due to the brine dilution by
fresh water coming from internal and surface mgltih sea ice. Dissolution of calcium
carbonate, and primary production, enhance thisgisummer pC@decrease. As sea
ice became more permeable to gas exchange andl®gaene undersaturated, strong
negative CQ fluxes were observed (down to -2.6 mmof oi* above sea ice and -2.7

mmol m? d* above melt ponds).

While primary production at the bottom of the ieeluces the brine pGQ@uring spring
bloom, organic matter degradation by microbial camities could explain the higher

pCQ; level in the Amundsen Gulf compared to antarctierowaters in winter.
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Chapter IV: Towards a method for high resolution mesurements

of the partial pressure of CQ within bulk sea ice

.....

-

Sea ice temperature measured in situ during CFL.
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Foreword

This method results of several years of work. SsEvisisues have been encountered
principally due to the difficulty to develop a naestructive method allowing to have

access to brine inside of the ice sample.

We decided to use this method on sample from tinegu‘Year round follow up of
air-ice-ocean carbon dioxide exchanges for arcda &e: a contribution to the
International Polar Year” carried out in Barrow,a8ka. To strive towards our aim, a
meteorological mast equipped for eddy-covariancasmeement was installed on the
landfast sea ice. We hypothesized that,Gloxes are driven by the gradient of
concentration between sea ice. Robust assessmémt pCQ at the sea ice interface
with the atmosphere was therefore required. Howeuwstil now, the only way to
measure the pCQwithin sea ice was to performeal situ pCO, measurement within
sea ice brine collected in sackholes. Unfortunatdlg sackholes method does not
allow to measure robustly the pg@t the sea ice interface, owing to its poor vattic
resolution. Therefore, using the p&@easurement on bulk sea ice was a good
opportunity, especially as we were able to validhte new method by comparing our

data from several depths withsitu brine pCQ measurements.
This chapter has been submitted to the Journaladfi®@ogy:

Geilfus, N.-X., Delille, B., Verbeke, V. and Tisod,-L., Towards a method for high

resolution measurements of the partial pressu@®fwithin bulk sea ice.
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Abstract

Fluxes of atmospheric Ghave been reported over sea ice during wirtdeirfesch et
al., 2009; Miller et al., 2011] and spring §emiletov et al.2004; Delille, 2006;
Zemmelink et a1.2006;Nomura et al.2010b; 2010aPapakyriakou and Miller2011].
According toDelille and co-workerdi.e., Delille [2006]) and Nomura et al[2010b],
these fluxes are partly driven by the gradienthef €Q concentration between sea ice

and the atmosphere.

In this report, we present a new non-destructivéhoteto measure the pGOf bulk
sea ice at itsn situ temperature. This method is based on an equilirgirocedure
between sea ice and a standard gas of knownoBfentration. The concentration is
measured by gas chromatography (GC, Varian 38@6th a precision of 5%. Tests
were performed on artificial standard sea ice amafioned the reproducibility of the
technique in the range of precision of the gas mlatograph. To test the accuracy of
this method, the first profiles of pGQOneasured in bulk sea ice are reported and
compared with direcin situ measurements of sackhole brine pC&vyer depth-

integrated intervals.

1. Introduction

Because of its specificities and the large variatib its seasonal extent (from 18°10
km? to 28.16 km?), sea ice influences the global climate systeroufh a suite of
large-scale processes. Sea ice controls and isotledtby the albedo and the fluxes of
heat and moisture across the ocean-atmospherdacdeThe sea ice extent exerts
control over thermohaline circulation through threduction of deep water during its
formation and the stratification of surface watdtging the melt periodQieckmann
and Hellmer 2010].

Each year, 7 Pg of carbon are released into thespihere as C{by human activities.
Oceans play a major role in the context of risihgaspheric CQ@levels because 29%

of anthropogenic C®is taken up by the ocean through physical andobicél
processes Tlakahashi et al. 2009]. For decades, sea ice was assumed to be an
impermeable and inert barrier to air-sea gas exggmeg.g.,for CO,), and thus, global
climate models do not include G@xchanges between sea ice and the atmosphere

[Tison et al. 2002;Bates and Mathis2009]. Nevertheless, there is growing evidence
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that sea ice exchanges £With the atmospheré&olden et al[2007] showed that the
columnar sea ice permeability for liquids drops #&yproximately two orders of
magnitude below a 5% relative brine volume, whiolhresponds roughly to -5°C for a
bulk salinity of 5 (known as the “law of fives”).eRent field observations also question
the impermeability of sea ice because large fluw{eSO, have been reported over sea
ice during winter Heinesch et aJ.2009;Miller et al., 2011] and springgemiletov et
al., 2004; Delille, 2006; Zemmelink et al. 2006; Nomura et al. 2010b; 2010a;
Papakyriakou and Miller2011]. These fluxes must be partly driven bydhedient of
the CQ partial pressure (pC between sea ice and the atmosphérelifle, 2006;
Nomura et al. 2010b], which indicates the need for further stigations on pC®
dynamics within sea ice. To date, very few studiese been performed on the
dynamics of the carbonate system within naturaliseaThese studies have generally
focused on investigation of the potential precijwia of carbonate minerals using
measurements of pH, total alkalinity (TA) and dised inorganic carbon (DIC), rather
than pCQ directly [Gleitz et al, 1995;Papadimitriou et al. 2004;Delille et al, 2007,
Papadimitriou et al. 2007; Rysgaard et al.2007; Nomura et al. 2010b]. To our
knowledge, onlyDelille and co-workerdi.e., Delille [2006) and Delille et al. [2007
have presented diredn situ measurements of brine pgOn sea ice. These
measurements were performed using the same penaplthe equilibration method
used for oceanic underway pgf@easurements. This method is based on employing an
infrared gas analyser (Licor®) and a silicon membraquilibrator. Seawater flows
continuously through the equilibrator, where it éiqtates with a closed loop of air. A
CO, analyser monitors the pGQ@f the air in the closed loop. These measurenubmts
not rely on assessment of the dissociation corstainthe carbonate system (with the
exception of a correction due to temperature chagdween the inlet of the system
and the equilibrator). However, although this mdthmwovides accurate and reliable
measurements, it applies only to brines and iscéstsal with the following potential
drawbacks: (i) the impossibility of accurately kang the origin of the brines filling the
sackholes, (ii) poor vertical resolution and (iithe difficulty of comparing
measurements of dissolved compounds, such as morgarbon, with particulate
compounds that are trapped or fixed in the ice imatrch as micro-algae. In particular,
while studying inorganic carbon dynamics within ggg pCQ at the interface with the
atmosphere has crucial importance because it detesmthe direction and the

magnitude of air-sea ice GQransfers. Unfortunately, due to the poor vertical
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resolution of the measurements, brines cannot geoan accurate estimate of sea ice

pCQ;, at the air-sea ice interface with the atmospheig ,(n the five top centimetres).

The first measurements of GC@oncentration in bulk sea ice were performed/iagsuo
and Miyake[1966], with maximum values of 24000 ppmV beingirid. The gas
concentration was measured using the melting-rafiganethod coupled with Toepler
pump extraction. The gas was analysed using a sEsstrometer. When the GO
concentration was higher than 10000 ppmV, the sanvpk analysed by the commonly
applied mass spectrometric method. When it was ddhan 10000 ppmV, however,

the isotope dilution method was used.

Killawee et al.[1998] observed a CQconcentration of approximately 50000 ppmV in
artificial CaCQ-saturated fresh water ice, which is on the sarderoof magnitude as
the concentration measured Qyson et al.[2002] in an artificial sea ice tank
experiment. The gas composition measurements pegtbbyKillawee et al.[1998]
andTison et al[2002] were performed in similar ways. They apgplibe dry-extraction
technique that was previously employed for glacialand described igaynaud et al.
[1982] andBarnola et al.[1983]. Gas samples were crushed at very low teatye
(-55°C) under vacuum (T0torr, 1.333 Pa), so that the technique measuredgés
composition from both gas bubbles and gas dissalvede brines of the sea ice. An

extraction line was used in conjunction with a \4arB306 gas chromatograph.

Tison et al.[2002] had suggested that two major biases coujdaen the high CQ
concentrations measured in their sea ice tank grpats. First, the calcium carbonate
precipitation observed during the experiment cdwdde promoted a degassing of £O

according to the following equation:

2HCO; + Ca?* & CaCO; + H,0 + CO, (IV.1)

Second, uncontrolled sustained bacterial activipu also act as a GGource.
However, more recent work has suggested a potemidhodological bias in these
types of measurement¥drbeke 2005], as they were obtained using gas extraction
under vacuum at low temperature, the carbonateesystas significantly disturbed,
leading to the release of G the headspace in larger quantities than thiosewere
effectively initially dissolved within the brinenlseawater, as well as in brine, most
CO, is dissociated in carbonates and bicarbonafeglje R.E. and Wolf-Gladrow
2001]. Brine pC@ depends on the equilibrium between£BCQO; and CQ%, which
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is governed by the dissociation constants of thearate system (K Ky), as illustrated

in the equation IV.2:

K - + & 2— +
COyq) + H,0 & H,C0; & HCO3 + H™ & CO05~ + 2H (IV.2)

These constants are strongly affected by changeslinity and temperatureZgebe
R.E. and Wolf-Gladrow2001]. According td?apadimitriou et al[2004], a decrease of
temperature promotes an increase of the brine otrat®n and, consequently, an
increase of pC® Additionally, the vacuum in the vessel forces thansfer of CQ
from the liquid phase to the headspace. In tumpral of CQ forces the displacement

of the equilibrium so that the G@emoved from the liquid phase is rapidly replabgd
CO, converted from the pool of GO and HCQ. As a result, measuring the €O
concentration in the headspace of the vessel aavalue that is not related to tine

situ pCO, or DIC because the total extraction of DIC canhetachieved without
acidification. Overall, the COconcentration in the headspace under a vacuum is

useless in constraining the carbonate system.

The common method for measuring the pGf a liquid phase is to measure the
concentration in a headspace in equilibrium with liquid phase at a pressure close to
the atmospheric pressure. We applied this ratiotakza ice and developed a method
for determination of the pCQof bulk sea ice that can be performed with a gatti
resolution of 5 cm. This resolution allows the aate assessment of the pLO
gradients in the ice and at the air-sea ice internd better comparisons of pOith
crucial biogeochemical parameters. Measurements panformed in standard artificial
sea ice samples synthesised in a laboratory wphodeicible properties to test the
accuracy and the reproducibility of the method. Tethod was then validated against
directin situ brine pCQ measurements performed according to the methgobpeal
by Delille et al.[2007].

2. Materials and methods

The method used in this study was first testedtandsrd sea ice with homogeneous
properties, such as its salinity, texture and p@Ontent, to assess the method’s
reproducibility and the precision of the measuretsiehhen the method was applied in
natural sea ice samples to produce high-resolydrofiles and compare them with
situ brine pCQ measurements to assess the accuracy of the me&suse Samples
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were collected from January 2009 to June 2009 €TabIl) on first-year landfast sea
ice offshore from Niksiuraq at the end of the rotd Point Barrow, Alaska
(71.37055°N, 156.51363°W).

Station # Date | Station # Date | Station # Date
1 Jan. 29 5 Apr. 3 H 9 May 12
2 Feb. 2 6 Apr. 7 10 June 5
3 Mar. 27 7 Apr. 10
4 Mar 31 8 May 8

Table 1V.1: Sampling date during the 2009 field esiment in Barrow (Alaska)

2.1 General principle of the pCGO, analytical procedure

The method described below was inspired\8isg1981], DOE [1994] andNeill et al.
[1997], who proposed procedures to measure ocgd® in discrete water samples.
The general principle of our method is as folloarsea ice sample of known volume is
equilibrated at the observén situ temperature with a mixture of nitrogen and G
known concentration (the so-called standard ga®)e ahe ice sample is equilibrated,
the air phase is injected into a gas chromatog(@g), Varian 3300 to measure the

CO, concentration.

2.2 Synthesis of standard artificial sea ice

Jacka and Lilg1984] proposed a method to create artificial irester ice by mixing
fresh water at the freezing point with individueé icrystals. The principle underlying
this technique is simple. The fresh water-ice @lyshix is compresses under a
mechanical press. As the pressure increases,dbeirig point of the water decreases,
and the liquid water is expelled from the containdpon sudden release of the
pressure, the freezing point of the water increases allows bulk freezing of the
mixture. According talacka and Lilg1984], this method is reproducible and provides
ice samples with constant physical-chemical propertMoreover, the ice crystals

comprising this kind of ice do not show prefereintidgentation.

In this study, this technique was adapted for sma production. Seawater (deep
seawater from the Bay of Biscay) was stored incancream maker in a -20°C cold
room to bring it to its freezing point. The contous rotation of the blades of the ice
cream maker allowed avoidance of the formation afgé sea ice crystals and
prevention of salt segregation due to the rejeabioimpurities as sea ice formé/peks

and Ackley 1982] by mixing the newly formed slush continyallwWhen the slush
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density became high enough to hamper the rotatioth® blades, the slush was
transferred to a dedicated vessel and squeezegnesaure of approximately 20 bars,
and the pressure was then released. Directly a#arice formation, the block was
stored in a freezer at -30°C for at least 48 h teeforther treatment.

The seawater used to produce this standard se#gkageing seawater for the purpose
of limiting CO, production from biological activity. According tdakahashi et al.
[1993], a decrease of 1°C acts to reduce pBYapproximately 4.1%. To maintain a
constant and known value of the p£@ the seawater before ice formation, despite the
decrease in temperature, air with an atmosphericd@@centration (approximately 385
ppmV) was bubbled continuously in the solution &4r h prior to ice formation and
subsequently throughout the process of standarstedarmation. The bubbled air was
cooled down using a cooling coil before being itgeldnto the seawater reservoir.

To assess the homogeneity of the properties dftdredard sea ice, a set of salinity

profiles and examination of ice thin sections weseformed.

2.2.1. Salinity of artificial ice

The ice sample must have a rectangular paralleddpghape of 4 x 4 x 4.4 cm to fit
tightly in the analysis vessel. Sample was cut fittwn centre of the standard sea ice
block to avoid any contamination from the squeeszadty water or from brine rejection
during the storage of the ice at -30°C. The iceanwas then cut into slices with a
thickness of approximately 1 cm (slice 1, 2,..., ajd each slice was cut into 4
identical pieces (A, B, C and D). The ice was ntkitea closed receptacle at ambient
temperature, and salinity was measured using alEitr TIM 87¢ with a cell of
conductimetry CDC 565 from radiometer Analytitah Hetd® thermostatic bath was
used to maintain the temperature at a constant,25it€ a precision of approximately
+0.1°C. The constant of the cell of conductimetrgswcalibrated before each set of
analyses using a standard MétdkCl solution at 0.01 M with known conductivity at
25°C.

2.2.2. Thin sections
Vertical and horizontal thin sections were produdeliowing standard procedures

[Tison et al. 2008] to describe the texture of the ice. Imagkshe texture of the
crystals were collected from the thin sections gisinight table and cross- and parallel-
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polarised sheets with a macro setting on the caiiNkan® Coolpix S200, 7.1 mega-

pixels).

2.3 Natural sea ice sampling

An electro-polished stainless steel corer withrdarnal diameter of 14 cm was used to
retrieve ice cores. Cores were immediately wrapipegolyethylene (PE) bags and
stored on the sampling site in an insulated badedilith individual cooling bags that
were pre-cooled at -70°C. This precaution serveghituimise brine drainage from the

samplesTison et al.2008].

The sea ice temperature was measumesitu directly after the extraction of the core
using a calibrated probe (Testo ?pOnserted into pre-drilled holes (~3 cm depth)
perpendicular to the sides of the core. The diamaftehe hole matched that of the
temperature probe. The precision of the measurenveas +0.1°C. This “temperature
core” was cut into successive slices with a thisknef 5 cm in the lab. Each slice was
stored in a bucket at 4°C in the dark to melt mgl dhe salinity was measured with a
Thermo-Orion® portable salinometer WP-84TPS metid#r & precision of +0.1.

2.4 Ice pCO,
2.4.1. Dedicated container for pCO, measurementsin sea ice samples

A special sample container was designed for peifagqpaCQ measurements in the sea
ice samples. The ice sample was required to pitgdiseto this container to minimise
the headspace. The container also had to be tHgromadductible to maintain the ice
sample temperature during the equilibration proced the fieldn situ temperature.
The container was made of epoxy resin, which ist iaed does not interact with GO
This resin was mixed with an aluminium powder a groportion of 20-80% of the
total weight aluminium-resin to improve heat contlut across the container walls
(Fig. IV.1).

The container was equipped with a flat glass t@p ithcluded a tap and a silicon joint
to ensure air tightness. This top was designecdoae the headspace above the ice
sample. Several tests showed that the containdd @hsorb a small portion of the

standard gas. Therefore, the container was stalled fwith the standard gas at a
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pressure higher than atmospheric pressure to sathiacontainer adsorption sites with
CO..

Figure 1V.1: Dedicated container for the measuremépCG; in solid sea ice samples, equipped with a
flat glass top, silicon joint and a clamp.

2.4.2. Vacuum line and gas chromatograph

An extraction line (Fig. IV.2) was used in conjupct with a Varian 3309 Gas
Chromatograph. The latter device is equipped withlaysep column and a flame
ionisation detector (FID) following catalytic trénosmation into methane. It allows the
measurement of oxygen and argon (as a single peakjgen, methane and carbon
dioxide. The carrier gas is helium. The extractioe is made of stainless steel. It is
equipped with a vacuum pump and a Pfefff@ressure indicator (with optimised
sensitivity in the atmospheric range). A water tcamsisting of a mixture of ethanol
and liquid nitrogen at -65°C is placed just beftre inlet of the GC. pC£s therefore
measured in dry air because the water vapourppébefore injection.

According toTison et al.[2002], the precision of the measurements madk thise
system settings is + 5%. Accordingly, a mean redagrror of 5.03% was obtained
from 30 injections of standard gas ([§& 298 ppmV), with a standard deviation of
17.15 ppmV and a variation coefficient (CV) of 5.9%
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Figure IV.2: Sketch of the different componentsriorg the extraction line, including the Varian 3300
gas chromatograph.

2.4.3. Temperature equilibrium

Temperature is a crucial parameter for pGalyses, as pGQs strongly related to
temperature. Additionally, temperature controlsersalinity Weeks and Ackley982;
Eicken 2003] and, thus, pCQDelille, 2006; 2007]. Finally, temperature controls brine
volume and, consequently, permeability, which tgitacal parameter for our purposes
because equilibrium can be achieved only if theiscpermeable to gases. Therefore,
the bulk ice pC® must be measured at the situ temperature ife., the sea ice
temperature measured in the field during core sagplAs the ice samples were
stored in a freezer at -30°C, it was necessary aomwthe sample to than situ
temperature during the equilibration procedure ketwthe ice sample and the standard
gas. The ice sample within the container was tbhese$tored in a thermostatic bath

during the equilibration.

According toEicken[2003] and references therein, the thermal comdticof sea ice
depends on the temperature gradient and the saaliogy. The specific heat capacity
of sea iceCs;, is expressed as follows:

Coi = Ci+17.2x 107324 (IV.3)

where(; is the specific heat capacity for pure ice of 20" K; S; is the ice salinity;

andT is the temperature in °C. According to this equatimore energy is needed to
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warm a sea ice cover sample by 1°C at a temperatase to the freezing point of
seawater than at a colder temperature. Therefmeach then situ temperature more
rapidly, the thermostatic bath was first set toG2mtil the ice sample reached tine
situ temperature. When the ice sample reachedntilséu temperature, the temperature
of the bath was adjusted to the situ temperature for fine adjustment of the
temperature. Tests were performed on artificialised@o determine the time required to
equilibrate the temperature of the ice with the gerature of the thermostatically
controlled bath for the ice samples reachithsitu temperature. Tests were performed
with ultrapure water with NaCl added to obtain sitikes of 4, 6, 8, 10, 16 and 23. The
solution was stored at -30°C for freezing. Oncedrg the ice was cut, adjusted to the
pCQ; container inner volume and a temperature prob=alarated Testo 750with a
precision of £0.2°C) was inserted into its ceniriee container with the ice sample was
placed into a thin plastic bag and submerged inhenostatic bath at -2°C.
Temperature was recorded every 5 min until an éreperature of -2 + 0.5°C was

reached.

24.4. pCO, analysis

According toGolden et al[1998], because the ice samples were stored aC;30eir
brine volume should be less than 5%, so they caoobsidered impermeable to gas
exchanges with the atmosphere. Therefore, theceesamples could be manipulated in

the absence of contamination in the cold room raaipt at -30°C.

The same procedure was followed for both artifigédndard and natural sea ice
samples. The day before the analysis, the contauasr filled with standard gas to
saturate the potential adsorption sites of its imweface. Thirty minutes before the

beginning of the sample treatment, the container pva-cooled in the cold room.

In the cold room, the ice sample was cut with adbsaw and adjusted to the
container’s inner volume (4 x 4 x 4.4 cm). The skampas sanded down using fine-
grained sandpaper so that it fit tightly into tlemt@iner to both minimise the headspace
volume and obtain a constant headspace volume, Nextontainer, equipped with its
glass top and the silicon joint, was placed intaleavaer filled with a mixture of
ethanol-liquid nitrogen at -30°C. The container wasn connected to the extraction
line (tap closed). The line was first evacuated mdw a pressure of T0Torr, after

which the container was evacuated for 5 min (tapnofor a maximum of 5 min to
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avoid drawing the absorbed ¢fom the container due to the vacuum). The standard
gas was then injected into the container at 101&nabthe container was subsequently
removed from the extraction line (tap closed), ethan a thin plastic bag and
submerged in a thermostatic bath (set to -2°C).nTime equilibration process was
begun. The ice sample was warmed up and equiltbratgéh the standard gas.
Following the salinity of the sample and the appidp abacus, 30 min before the
sample was expected to reach time situ temperature, the temperature of the
thermostatic bath was adjusted to thesitu temperature. The sea ice sample was then
left in the thermostatic bath for an additionalr@ihutes to reach thie situtemperature
and complete the equilibration. Subsequently, thetainer was placed in a dewaer
filled with a mixture of ethanol-liquid nitrogen dhe in situ temperature and
reconnected to the evacuated {IMbrrs) extraction line. At the same time, a watap
consisting of a dewaer filled with an ethanol-ldjuiitrogen mixture at -65°C was
placed on the line just before the GC. The gas fwaly injected into the GC.
Immediately after completion of the injection, thee sample temperature was
measured using a calibrated temperature probeq 7&sF).

3. Results and discussion
3.1 Standard artificial sea ice properties
3.1.1. Thin sections

In both transversal and longitudinal thin sectiaihg ice crystals were of millimetric
size and did not show any preferential orientatishich was in good agreement with
the findings ofJacka and Lile[1984]. These types of crystals and the absence of
orientation are typical of granular ic€igon et al. 1998;Eicken 2003].

3.1.2. Salinity

The salinity of each section ranged from 7.5 tq28. 1V.3), while the bulk salinities
of the blocks were between 10.1 and 17. This isifsigntly higher than the mean
salinity of natural sea ice&Npkawo and Sinhal981;Weeks and Ackleyl982;Meese
1989; Eicken 2003]. All profiles showed a trend of increasisginity towards the
bottom of the block, suggesting that a consolidapoocess had occurred moving from
top to bottom, with variable salt segregation friolmck to block.
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Figure 1V.3: Salinity profile in 8 artificial stardd sea ice blocks. The bold dashed line represiemts
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Only block 1 exhibited significant salinity heteesgeity at a given depth. The salinity

blocks were more homogeneous, with a maximal dssperof the salinity of

range of block 1 was the greatest, with salinitygiag from 8.4 to 17.4,

same depth.
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The salinity profiles of this artificial standareas ice will be affected by several
processes. First, the initial grain size shouldugrice the porosity of the medium but
thin sections did not exhibit significant differescwith respect to grain sizes. The
pressure applied to squeeze the slush should IstardnNevertheless, some variations
may have occurred due to the lack of precisiorhefgdressure indicator. Second, a leak
may occasionally occur at the bottom of the comtaursed during pressurisation, and
the bottom of this container was not completely estaght if not firmly screwed.
Hence, as the pressure increased, most of thaiedsdawater was expelled at the top
of the container, but on some occasions, some wasralso expelled at the bottom.
This could explain the range of bulk ice salinit@sserved. However, each block of

standard sea ice was considered as reasonably kosmgs.

As a further test, in parallel with the pg€sts, a thin slice was cut from the analysed
sea ice block to measure its bulk salinity. We mest 36 samples and the mean
salinity was 16 with a standard deviation of 1.@befficient of variation of 6.5%)
(Table 1V.2). Therefore, 2 samples cut side by $rden the same block of artificial
standard sea ice were considered as similar instexinsalinity and other physical

properties and, thus, in terms of p£O

3.2 Time required for temperature adjustment

The warming of the ice was rapid and linear up3tC- Above -5°C, the rate of the
temperature increase decreased steadily, tendingnpastically towards the
temperature of the thermostatic bath (-2°C) (Fig4). For each salinity range, several
tests were performed to assess the precision anddturacy of this method to warm
the ice to a given temperature.

Following this procedure, thia situ temperature could be reached within = 1°C (Fig.
IV.4), which was not fully satisfactory. To improvbke reliability and precision of
temperature adjustment, 30 minutes before the sama$ expected to reach ihesitu
temperature (following the abacuses), the temperabdé the thermostatic bath was
adjusted to thén situtemperature and the sample was left in the batlrfoadditional

period of 90 minutes.
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Gas Standard: 298 ppmV Gas Standard: 1483 ppmV

T TCO S G gemul i TC9 S Gy gpmy
A-1 -15.3 17.38 6.5 1667 M-1 -12.7 16.63 7.3 1775
A-2 -15.2  17.38 6.5 1490 M-2 -12.8 16.63 7.3 1613
B-1 -6.8 16.84 128 475 0-1 -8 15.17 9.9 1091
B-2 -7.1  16.84 123 500 0-2 -8 15.17 9.9 1153
C-1 -9.9 16.2 8.8 1075 P-1 -6.5 13.96 11 1066
C-2 -10.2 16.2 8.6 758 P-2 -6.4 13.96 11.1 885
D-1 -9.2 1771 103 1102 Q-1 -6.5 15.74 124 1047
D-2 -95 1771 10 1142 Q-2 -4 15.74 19.6 602
E-1 -10.3  16.62 8.8 1078 R-1 -4.3 16.04 18.6 556
E-2 -10.3  16.62 8.8 796 R-2 -3.9 16.04 20.5 417
F -6.8 1558 11.8 511 S-1 -3.1 1447 23.1 332
G-1 -6.3 16.94 13.8 721 S-2 -3 14.47  23.9 362
G-2 -6.9 16.94 12.7 715 T -1.8 16.46 473 211
H-1 -15.2 17.29 6.5 688 Y-1 -14 15.77 6.3 1478
H-2 -15.3 17.29 6.5 965 Y-2 -14.6 15.77 6.1 1135
I-1 -3.5 14.88 21.1 285
I-2 -3.7 14.88 19.9 283
J-1 -3.9 16.6 21.2 415
J-2 -3.9 16.6 21.2 375
K-1 -149 17.84 6.8 1448
K-2 -15.2 17.84 6.7 1683

Table 1V.2: Samples “A” to “K” were analysed withsgandard gas of 298 ppmV while samples “L” to

“S” were analysed with a standard gas of 1483 ppmdbrresponds to the temperature measured in the
sample after the injection in the GEis the salinity measured on a thin slice of iaarfrthe block of
standard sea ic®,/V was calculated frori andS. pCG; is the concentration measured by the GC.
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Figure 1V.4: Evolution of ice temperature with tirag a function of mean ice salinity for artificie¢
samples immersed in a bath at -2°C. The bold fireaich graphic is the mean trend.

3.3 pCO, measurements in standard sea ice

Sea ice brines will equilibrate with the atmosph@nethe standard gas) following the

law of Henry, wher&y, is the constant of Henry:

A prerequisite of this equilibrium is that sea ioeist be permeable to gas exchanges.
According toGolden et al[1998; 2007], sea ice may be considered as pelmeabe

its relative brine volumeW/V) is higher than the threshold of 5%. Therefores th
relative brine volume was calculated from salir@tyd temperature dat&ifken 2003]

and was found to be above 5% for all artificial $zenples (Table IV.2).

The accuracy and precision of this method weremaséd by measuring the GO
concentration in twin samples of artificial stardigea ice. These measurements were

performed at various temperatures and with twoedgffit equilibration standard gases
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with concentrations of 298 ppmV and 1483 ppmV, eetipely, and the results are
shown in the figure 1V.5. By observing both datasetcommon general trend may be
observed. pC@appears to be inversely correlated with ice teaipee. Using the 298
ppmV standard gas, pG@anged from 1667 ppmV at -15.3°C to 285 ppmV &°G.
Down to a temperature of -9.5°C, the results exéibigood reproducibility, with a
coefficient of variation (CV) of approximately 2% between twin samples. Below
-9.5°C, greater dispersion was observed for on¢hefexperiments, where the CV
increased to 17.6%, which is out of the range @cision calculated for the GC
measurements (CV = 5.9 %). Using the 1483 ppmVdstahgas, pCOranged from
1775 ppmV at -12.7°C to 211 ppmV at -1.8°C. Sampks “Q” and “R” were
analysed at different temperatures and therefoesegmted pCo values that were
significantly different. In contrast, samples “Ohda“S” were analysed at the same
temperature and showed good reproducibility, witt\aclose of the range of precision
of the GC measurements. Samples analysed belo\C -486wed a larger dispersion,

with CVs of approximately twice the precision oétGC.
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Figure 1V.5: pCQ of bulk sea ice using equilibration standard ga298 ppmV &) and 1483 ppmVKh).
The standard gas concentration is representedasted line. Each couple of point represents twin
samples from the same block of standard sea ieeefior bar represents the GC precision (5.9%).

The general trend of decreasing pC&% ice temperature increases was previously
described byelille and co-workerdi.e., Delille [2006]). As ice temperature increases,
the melt water from the ice crystals dilutes thedand, therefore, the pGQecreases.

Associated with the brine dilution, potential ppetates of calcium carbonate within
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sea ice Dieckmann et aJ.2008; 2010] may dissolve, promoting pg&{@creases. In the
figure IV.6, we compare the results of our artdicstandard sea ice to natural sea ice
data fromDelille and co-workerdi.e., Delille [2006]) andDelille et al. [2007], who
measured the pGf sackhole brinesm situ The range of concentrations measured
using this new method is consistent with the naea ice dataset. Our results are also
in agreement with findings from brine pg®ampled in the Arctic in Barrow, Alaska,
(data not shown) and during the “Circumpolar Flaead system study” (CFL) field
trip, in which brine pC@values were measured from April to June 2008 Yalg the
same procedure as usedgiille et al.[2007 and Geilfus et al[submitted]. It should

be noted that, in comparing the artificial sea p€&0, values obtained with the two
different standards, it was observed that the p@&ues equilibrated with the 298
ppmV standard were systematically lower than thosasured with the 1483 ppmV

standard, suggesting a potential bias due to tl@cehof the standard used for

equilibration.
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Figure 1V.6: Comparison between pg&@easurements on bulk standard sea icarasidu
measurements of brine pGO

3.4 Influence of the headspace volume:ice volume ratio

The number of moles exchanged between the stamgdardnd the brine medium must
be negligible compared to the number of molesalytipresent within the brine to

ensure that the equilibration procedure betweenidaesample and the standard gas
does not affect the initial brine pGOThis requires that the volume of brine must be

sufficiently large compared with the volume of tls¢andard gas and that the
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concentration of the standard gas used for the uneents should be as close as
possible to the expected concentration of the arepte. DOE [1994 suggests an air-
seawater volume ratio of 0.087 to achieve a pracisf 2.5%. In the procedure applied
in the present study, the sample size was 4 x 4 xd (70.4 ml). The internal volume
of the container equipped with the glass top ahcbsi joint was 83.39 ml. Hence, the
air volume:ice volume ratio was 0.18. However, otilg brine equilibrated with the
headspace. Considering a minimum relative brineumel of 5% (permeability
threshold), the brine volume was 3.52 ml. This leaa ratio headspace volume:brine
volume ratio of 3.69 (12.99 ml/3.52 ml), which shkiblbe compared to the ratio of
0.087 advocated by thBOE [1994]. However, it should be noted that the DIC o
brines can be significantly higher than the DICsefAwater Rysgaard et al.2007;
2009; Miller et al., 2011] as a result of brine concentration, sodinevolume:liquid
volume ratio for seawater and brines cannot beilseadmpared. The existence of a
high air volume:brine volume ratio emphasises thedamental need for specific

dedicated tests to ensure the accuracy and repbility®of the method.

Brine volume depends on temperature, salinity arel volume. To increase the
headspace volume:brine volume ratio, it is necgssar increase the headspace
volume:ice volume ratio as much as possible. Wangited to assess the bias related to
various headspace volume:ice volume ratios andwsardifferences between standard
gases and the pGQralues of brines with a simple model (Fig. IV.7he model
iteratively computes the amount of g@xchanged between brines at a given pCO
(pCO,,) and the headspace with a given standard to reackguilibrium, taking into
account the total alkalinity of the brines and 8@, dissociation coefficients. GO
speciation was calculated using numerical routifoesthe calculation of carbonate
system parameters frodeebe and Wolf Gladroy2001], the CQ acidity constants of
Mehrbach et al.[1973] refitted byDickson and Millero[1987], the CQ solubility
coefficient of Weiss[1974], the SGF dissociation constant @ickson[1990a] and the
borate acidity constant obickson [1990b], while the total borate molality was
calculated using th&ppstrom[1974] ratio to chlorinity. We assumed consenativ
behaviour of the C@®dissociation constants at subzero temperatiesion et al.
[2001] andDelille et al.[2007] suggested that thermodynamic constantvaetefor
the carbonate system can be assumed to be valgllatero temperatures. The

difference of the pC@at equilibrium and pCg) is the error of the measurement due to
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the exchange of C{between the sample and the headspace. It is abthaii the error
increases significantly both when the chosen stahdhows an increasing difference
from the real value and when the headspace volueeolume ratio increases. It
should also be noted that the results of thesailedions further suggest that there are

no geometrical constrains on the equilibrium preces
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Figure IV.7: Error of the method following differeratio headspace volume:ice volume and different
concentration of standard gas. The initial condgiat the computation were: T =-5°C, S =6, TA =
2400 pmol kg and brine pC@= 400 ppmV &) and 750 ppmVH).

3.5 pCO, measurement in arctic sea ice

Ensuring that sea ice is permeable to gas exchangererequisite to apply this new
method and to measure the pC@ bulk ice undeiin situ conditions. Therefore, the
brine volume was calculated from temperature afidisadata collected in the field

according to the formula &icken[2003].

The brine volume was generally lower than 5% urdgdching station 8, where the
threshold of 5% was exceeded. Therefore, bulk p@€asurements was first applied to
station 9, where the larger diameter of the ice goovided the opportunity to measure
twin samples, allowing us to check the reproduitibdnd the precision of the natural
sea ice samples. Station 10 was then analysedipare the results from this method
to directin situ measurements of the brine pC@vailable at that station. These data

were obtained following the protocol BElille et al.[2007]. This provided a test of the
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accuracy of the method. Finally, station 7 was ys®l. This station presented a brine
volume below the permeability threshold and thetsnof the method were tested in

this respect. All of the samples were analysedguaiB18 ppmV standard gas.

The pCQ profile of station 9 was mainly undersaturatedhvgoncentrations ranging
from 40 ppmV up to 442 ppmV (Fig. IV.8). A first @ minimum was observed at the
5 cm depth, with a pCOof approximately 103 ppmV. Below this value, pCO
increased to its maximal concentration at the dep@b cm. Between depths of 30 cm
and 110 cm, pC&remained relatively constant, ranging from 250 ppim 350 ppmV.
Below the 110 cm depth, pGQ@ecreased to 40 ppmV at the bottom of the ice.core
Profiles from replicates ice samples, exhibited $hme general trend, excepted for 3

values at 50 cm, 70 cm and 80 cm depths.
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Figure 1V.8: High resolution pC{profiles on natural sea ice sampled in Barrow $k#g. Station 9, 10

and 7 are shown. The dashed line represents theéasthgas concentration (318 ppmV) while the dotted

line represents the atmospheric &@ncentration. Thi situ measurements of brine pg@re plotted as

white stars. The gray area in station 7 is the ime@ble part of the ice, as determined from theired
brine volume threshold of 5%, according@olden et al[2007] and [1998].

The pCQ profile at station 10 was undersaturated througlioel thickness of the ice
sample, with concentrations ranging from 23 ppmVta240 ppmV. pC@at the ice

interface with the atmosphere was 61 ppmV. It iase&l slightly to 160 ppmV at the
20 cm depth and then decreased to 22 ppmV at 3@emtt. Below 30 cm, the general
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trend of the profile was an increase of pQ@Xh increasing ice depth, up to 193 ppmV
at the bottom of the ice sample. This profile cam ¢tompared to then situ
measurements of brine pgOwhich ranged from 26 ppmV to 74 ppmV. Both
measurements were on the same order of magnititdeygh thein situ measurements

presented slightly lower values than the measur&merbulk sea ice.

The pCQ of station 7 ranged from 40 ppmV up to 327 ppmkeTop 90 cm of the ice
exhibited a brine volume below the permeabilityettirold. In this region, with a few
exceptions, the pCOwas stable, presenting values around the cond¢emtraf the
standard gas (318 ppmV). Below the depth correspgndo the threshold of
permeability, the pC®dropped from 327 ppmV to 40 ppmV at the bottonthef ice
sample.n situ measurements of brine pG@ere also performed, with values ranging
from 1352 ppmV to 1063 ppmV. These values wereifsogmtly higher than the results
for pCQ in bulk sea ice. However, this apparent discrepazan be explained by
taking into account that sackhole brine collectsemal from the entire sea ice cover
above the bottom level of the sackhole. TherefitsgpCQ, can easily be biased by the
signal of the colder upper layers.

The reproducibility and precision of this methodraveonfirmed by the results from
station 9. The same general trend as in statioas ofoserved and a CV of 8.8 % was
calculated. This was slightly higher than the CVtlo¢ GC (5.9 %) measurements.
Nevertheless, according thicken et al.[1991], sea ice is a very heterogeneous
medium, even at a high resolution, depending orbtime channel location. Therefore,
considering the difficulty of ensuring homogenesamples within sea ice, we consider

this range of reproducibility to be acceptable.

The comparison between the pO@easured in the bulk ice and thesitu brine pCQ
represents a measure of the accuracy of our nelwotheBrine samples were collected
in sackholesGleitz et al.,1995], which is currently considered to be the lassiilable
method to sample brine for chemical studiagadimitriou et al. 2004]. However, as
noted above, sackholes do not enable us to tr&cértgin of the brine and they provide
a record that could be biased due to a dominanit inpm a given level into the sea ice
cover. This characteristic may explain the modedifierence observed between the
two methods. Another possibility is the potentighsbtowards higher pCOvalues
resulting from the choice of the standard at 3181¥pHowever, the high resolution
profile still presents features inherited from frevious profile of station 9, such as the
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relatively broad minimum between 30 and 80 cm drelrelatively broad maximum
between 90 cm and 130 cm. At this stage, the giyne@od agreement between time

situ brine measurements and the pQ@@termined in bulk sea ice suggests that this new
method is reasonably accurate.

Using the bulk ice salinity, the ice temperature #ime total alkalinity of the brines at
the 4 sackhole levels of station 10, it was posdiblassess the error in the pG@lues
measured with our new method as a function of #esellpace volume:ice volume ratio
and for various equilibration standards used. Thotted in the figure IV.9. Note that
the carbonate equilibrium constants used for tlvadeulations are only strictly valid

for higher temperatures and generally lower sglio@nditions.

Using the headspace volume:ice volume ratio insaitings and the concentration of
the standard gas (300 ppmV), the error due tonfextion of a standard gas with a
given CQ concentration in the sample ranged from 2 ppmV3pBto 8 ppmV (Br 1).
This error increases dramatically when a standasdwgth a higher concentration is
used, while the inverse is true, when the chosamdsird gas has a concentration closer
to that of the brine pC©OIn our case, the use of a standard gas with &£&@@entration
of 150 ppmV would have provided an error less thle precision of the GC
measurements. Therefore, it is essential to makestaassessment of the expected
pCG; levels, either by measuring the brine pd@ situ or using the brine pCf&ce
temperature relationship reported in the literatbyeDelille and co-workers(i.e.,
Delille [2006]).

The measurement of the p&@i the bulk sea ice at station 7 clearly demonstidhe
limitation of our method when the ice is impermeablhe equilibration process
between the standard gas and the ice sample isenachpn such cases, resulting in
measured pCf®values close to that of the standard gas used.Wés confirmed by the
concentrations obtained in the impermeable poxidime ice from station 7. As the ice
became permeable again in the lower portion ofosta, coherent changes in p&O
were detected again. The detailed profiles showthénfigure V.8 certainly call for
further analysis of the processes that controls p@@amics. This will be discussed in
a dedicated paper with the assistance of the fuile sof ancillary physical and

biogeochemical parameters collected during thed®a@009 experiments.
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Figure 1V.9: Error estimated following the chemicahditions measured in brines from stationBi01.:
T =-0.08°C, S =2.7, pCO2 = 73, TA = 319 umol'kBr 2: T =-0.29°C, S = 5.1, pCG= 28, TA = 474
umol kg. Br 3: T =-0.54°C, S = 3.4, pGG- 26.1, TA = 344 pmol k§ Br 4: T = -0.09°C, S = 2.3,
pCQO, = 34.4, TA = 276 umol k§ The dashed line represents tieadspace volume:ice volumatio
from this method, the dotted line is the precigéithe GC.

4. Conclusions

A novel method for obtaining high-resolution pE£@rofiles in bulk sea ice was
proposed and tested with respect to its accuradyrgroducibility, both in artificially
produced and natural sea ice samples. The measuemade in artificial standard sea
ice demonstrated good reproducibility of the metiadabn compared to a large dataset
of brine pCQ values from Antarctica and Arctic natural envir@mts for temperatures
above -9°5C.
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Applying our pCQ equilibration method in natural sea ice samplesnfrBarrow,
Alaska, provided, to our knowledge, the first eyeiblished high-resolution pGO
profiles in sea ice. Both precision and accuracyewd&emonstrated for the method,
provided that the ice is permeable atiitssitu temperaturej.e., with relative brine
volumes above 5%. Below this threshold, repeatedsomement of the equilibration

standard gas values showed the limitation of thinatk

The choice of the equilibration standard value isricial parameter for obtaining a
reasonable accuracy of the measurements. It isestegt) that this choice should be
based on either an situ value of brine pC®@as a first approximation or on the p&£O
temperature relationship proposed in the literatéteernatively, if there is sufficient
material available, the sample can be measuredriphcate, beginning with an
atmospheric standard and refining the choice ofstifessequent standards used on the

basis of the equilibration pGQ@alue from the previous measurements.

This method offers the opportunity of working athigh resolution with small ice
volumes. It allowed us to document small-scale p@@adients and rapid pGO
variations within the sea ice cover. It also pregdiccess to a measure of the bulk ice
pCQO, at the interface with the atmosphere. Until notiwvas extremely difficult to
reconstruct the pCQOof the upper layer of the sea ice cover using ghekhole
technique. However, this information is crucial bmtter understanding the ¢@uxes
between sea ice and the atmosphere. Neverthetet®e anethod is only valid if the ice
is permeable, it is currently limited to use in gguce or autumn-spring-summer sea

ice.
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Chapter V: Conclusions

Midday sunset on landfast sea ice in Barrow, Alaska.
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1. Context

The Arctic Ocean sustains rapid environmental chargf which the loss of sea ice is
one of the best quantified since the late 19%sjiso et al.2008]. The perenniakea
ice cover declined of about 10% per decade whéefut ice cover (perennial sea ice +
seasonal sea ice) decreased of about 3% per dgdahesq 2003;Stroeve et a).2007;
Parkinson and Cavaliefi2008]. This reduction has been linked to a corauioom of
factors, including increased advection of warm waieto the Arctic Ocean,
atmospheric circulation patterns that favour adeeadf sea ice out of the Arctic Ocean
through Farm Strait and increased arctic tempezatfserreze et al.2007;Arrigo et
al., 2008; Serreze et al.2009; Steele et aJ.2010; Tivy et al, 2011]. Arctic Ocean
contributes to the global oceanic uptake of,®® about 5% to 14% in taking up from
66 to 199 TgC yt [Bates and Mathis2009]. HoweverBates and Mathi§2009]
ignored the role of the cryosphere in the overalabce of CQ Indeed, sea ice is
mainly considered as an impermeable barrier, imquethe gas exchanges between the
ocean and the atmospheifiéson et al. 2002;Bates and Mathis2009;Takahashi et a].
2009;Papakyriakou and Miller2011].

Our aims were to contribute to a better understandf the inorganic carbon dynamics
within sea ice, to describe the influence of biainl abiotic processes in relation to sea
ice physical properties and to assess the impad¢éesm of air-ice C@fluxes.

Until now, only a few studies reported inorganichma dynamics within sea ice as well
as CQ fluxes over sea ice. These studies were mainlyedam TA and DIC
measurements on brine and melted bulk ice sam@liestZ et al, 1995;Papadimitriou
et al, 2004;Rysgaard et al.2007; 2009Munro et al, 2010;Nomura et al. 2010b;
Miller et al., 2011]. OnlyDelille and co-workergi.e., Delille [2006]) andDelille et al.
[2007] reported direct measurement of brine p@athin sea ice. In addition, GO
fluxes were only reported over spring-summer seaimc Antarctica Delille, 2006;
Zemmelink et al2006] and Arctic $emiletov et al 2004].

To our best knowledge, no data were reported dutieginitial sea ice growth and
during fall and winter. The sea ice growth was @ig@gl to act as a source of £10 the

atmosphere since the work Mbmura et al[2006] on artificial sea ice where the role

* Perennial ice is the ice cover that remains dumimjmum ice extent and consists mainly of thick
multiyear ice floesComiso et al.2008].
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of sea ice during winter was mainly suggested dsaocording to the sea ice
impermeability Golden et al.,2007]. Recently, a first glimpse was revealed by ou
survey in Barrow lHeinesch et al.2009] and byiller et al. [2011] who measured an
efflux of CO, from arctic sea ice to the atmosphere during wirteese effluxes were
related with wind speed but the magnitude of thedt was very different, depending

on the method used for the measurememntCh. 1.3).

In this work, we reported measurements of p@@namics within sea ice brine and
related air-ice C@fluxes carried out during two arctic coastal seassurveys in the
framework of the International Polar Year (IPY). Wiet reported a snapshot of the
initial sea ice growth that was carried out in ffreenework of the project “Year round
follow up of air-ice-ocean carbon dioxide exchanfyggsarctic sea ice: a contribution to
the International Polar Year” in Barrow, Alaska.ehh we reported pCOdynamics
from early spring to beginning of summer during tR& — Circumpolar Flaw Lead
system study (IPY-CFL) in the Amundsen Gulf.

As part of this work, we also developed a new diadlymethod to measure pGOn
bulk sea ice sample with a vertical resolution #ikdw to both further investigate GO
dynamics and to assess pLat the air-ice interface. Indeed, similar measenem
developed for continental ice using gas extractiomder vacuum and at low
temperature cannot be used for sea ice due tontbection of the carbonate system
[Tison et al. 2002;Verbeke 2005]. Hence, we developed a new method basdteon

equilibration techniques widely used in oceanogyaph

2.  Summary of processes controlling sea ice inorgantarbon

dynamics

In the figure V.1, we propose the following sequentevents. In late summer and fall,
during the initial sea ice growth and the subsetatrease of ice temperature,
impurities are partly rejected from the sea ice padly trapped within brine. As the
temperature decreases, brines are concentratetbemumne supersaturated in €@
respect with the atmospheric concentratiBagadimitriou et al. 2004;Delille, 2006].
The brine expulsion could occur downwards, intouhderlying sea water, causing an
increase in salinity and DIC concentratidRyggaard et al.in prep.]. During the first
stage of sea ice growth, when the ice is thin, goamnd permeable, brine could also be

rejected upwards, at the sea ice interface witrathesphere. The upward rejection of
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brine may form a brine skim and/or frost flowertla¢ sea ice surfac&¢rovich and
Richter-Menge 1994]. By increasing the surface exchange owiagdéndritical
structure, frost flowers formation promotes £€xchanges. In the same way, brine
skim and associated frost flowers continuous exghasurface with the atmosphere
(rather than localized brine channel pore) prongogias transfers. Therefore, effluxes

of CO; to the atmosphere were observed.

Moreover, associated with the increase of brinmisgl significant changes in mineral-
liquid thermodynamic equilibrium can occur and aalt carbonate can precipitate,
promoting the increase of pGOf brines. If this precipitation of calcium carbd@a

occurs in this young ice, it will promote degassoigcO,. Such fluxes were measured
on thin (20 cm, less than 1 week old) landfastise#an Barrow (Alaska).

Fall Winter Spring Summer
V, > 5% V, <5% V, >5%

----- “ R S it 2
+10Tg C impermeable sea ice -252TgC -3.24TgC
————— - b ¢--——————————-> & -->
CO, out Occasional CO,out CO,in  CO,in  CO,in
2 COz out 2 2 2 2

-~ ' ' '
] \ y MP
;' 0 S \ .
o ine pCO, - o

- increasing (—)decr\easing by: - brine dilution

- CaCQ; dissolution
&
(0]

- primary production
Figure V.1: Sequence of processes driving the emtirgcarbon dynamics within sea.id& corresponds
to frost flowers whileMP corresponds to melt ponds. The brown diamondesent the ikaite crystals
and the green area represents sympagic commufitiesied narrows are the information reported by
this work.

During winter, as the air and ice temperature deszethe brine volume of surface sea
ice decreases and sea ice permeability decreassmdengly, hampering ice-
atmosphere gas exchanges. In addition to the kohane contraction and increase of
brine salinity, pCQ@ increases and then precipitation of calcium caab®ncan
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potentially occur. This precipitation promotes higkiel of pCQ within sea ice brine.
A supersaturation within brine was measured du@id. with value up to 1839 patm
(cf., Ch. Ill). However, brine may be in contact withetatmosphere and occasionally
outgassing can occur through the snowpack durigdp kvind speed events. Wind
pumping events was suggested Bginesch et al[2009], Miller et al. [2011] and
Papakyriakou and Millef2011] who observed episodic G@lease correlated to high

wind speed events.

In early spring, as temperature rises, sea icesnaeltl brine volume increases, so that
the ice becomes permeablgdlden et al. 2007] and brine at the surface of the ice can
exchange C@ with the atmosphere. The snowpack may control rdite of gas
exchange but its influence is still poorly undeostdcf., Ch. 1ll). At the beginning of
the warming episodes, brine can be supersaturat€di compared to the atmosphere
and CQ outgassing from the ice to the atmosphere carefibver occur ¢f., Ch. I,
Delille and co-workers, i.e., Delill§2006]). As the summer draws near, brines are
diluted by meltwater, promoting pGQlecreases. In addition, dissolution of calcium
carbonate and primary production enhance the deere& brine pCQ@ Thereby, a
marked undersaturation was measured during CFL vathe down to almost O patm
and influx of CQ from the atmosphere to the ice was measured, tfdanmol it o

! (cf., Ch. 1.

As the sea ice surface temperature increases, sicgwgisappears and melt ponds
develop. Brines are completely flushed out of smaand the brine channels act as
conduits for meltwater migrating through to the erging seawater. Since the
meltwater is essentially fresh water, the melt goald the draining meltwater exhibit a
low pCQ; (cf., Ch. lll). The constant flushing of meltwater frgmonds acts to keep
pCQO; low in the ponds as new meltwater replaces thmeldawater. CQexchange at
the interface between melt ponds and the atmosmgxibits a net uptake of GQOup

to -2.7 mmol rif d™.

Overall, the main factor controlling inorganic canbdynamics within sea ice appears
to be the temperature. Indeed, as the temperatareases (or increases) the pGaift

to a supersaturation (or undersaturation). Thenitiaddl processes come along,

enhancing the variation of pG@ue to temperature change. Indeed, as observadydur
CFL survey, minimum of brine pCO(almost 0 patm) was observed when Chl a

measurements were already low (< 1 pg),Lsuggesting that other processes
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contributed to the pCfdecrease. This idea was already suggestddeiijle and co-
workers(i.e., Delille[2006]).

As an additional process, the precipitation of icaccarbonate has been suggested to
play a role on the inorganic carbon dynamics. Durthe sea ice formation, its
precipitation promotes an increase of the brine p@8ile during the sea ice melt its
dissolution promotes the decreasing of the brin®pElowever, we think that the role
of sea ice precipitation of CaG@s a sink for atmospheric G@s suggested by
Rysgaard et al[2007; 2009], is not fully established.

Conditions promoting ikaite precipitation are nolly understood. Ikaite precipitates at
near-freezing temperature, under alkaline conditionith elevated phosphates
concentrations and/or in the presence of someiadsliike amino acidsJ[L Bischoff

et al, 1993a;Whiticar and Suessl998; Buchardt et al. 2001; Selleck et aJ.2007;
Dieckmann et al.2008; 2010]. Our results suggest that all theseditions were
encountered during Barrow survesf.(Ch. II). Some parameters are missing for CFL
where we found only indirect evidences of Ca@@ecipitation in the upper part of the
ice cover, within highly saline brine. Accordingettiigure V.2 who represents the
different scenarios possible for calcium carborpmeipitation, an additional scenario
was found as ikaite also precipitates in frost iosvand/or brine skim and in the upper
layer of the ice cover. This could lead to a dinetease of C®to the atmosphere if
this precipitation occurs within thin permeable dea (cf., Ch. Il). The indirect
evidences of precipitation of calcium carbonateeobesd during CFL suggested that we

were in the situation A during this work.

3. New analytical method

The new analytical method is based on the equildtmebetween an ice sample and a
standard gas. It was developed and successfullyedppn both artificial and natural
sea ice. The precision was tested on artificial iseaand is lower than 5%. The
accuracy was successfully tested by comparing teefoim this method with diredh

situ brine measurements using the sackholes technamesported byelille et al.
[2007]. However, the limitation of this method st the sea ice has to be permeable
otherwise the ice sample cannot equilibrate withstandard gas. According @olden

et al. [2007], the brine volume content within sea icestnoe at least at 5%, which

limits the use of this method to spring or sumnesr ise. For impermeable sea ice.(
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winter sea ice), the sackholes technique as usékhie and co-workerdi.e., Delille
[2006]) andDelille et al. [2007] as the peepers method developedvilier et al.
[2011] are available. Of course, indirect measurgsef TA, DIC are also possible on
melted bulk icelRysgaard et al.2007; 2009Munro et al, 2010;Miller et al., 2011].
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Figure V.2: Fate of carbonate minerals precipitatétiin sea ice, adapted frobelille and co-workers
(i.e., Delille[2006]).

All of these methods have advantages and disadyemtaProcess melted bulk ice
sample is easy to carry out. But by melting the flhe equilibrium of inorganic carbon
within sea ice is disturbed and is not represergaif the initial state. In addition, until
now, the equilibrium constants of the carbonateesysare still unknown for the
temperature and salinity encountered within seaNtler et al. [2011] developed a
newin situ method based on silicone exchange chambers, gpepe Holes are drilled
into the ice cover and these peepers are frozedeinst different depth and are
supposed to reach the equilibrium with their sumdiogs, even at low temperature.
Gas samples were drawn from the peeper with aggrand then injected into a gas
chromatograph. The main issue of this techniqubaswe do not really know what is
in equilibrium with the peeper. As the peeper azén into the ice we do not know if

the ice surrounding the peeper equilibrates drig the brine, already enriched in €0
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that frozes around the peeper. This could leatiedarge supersaturatione(, > 5000
patm) reported biiller et al. [2011] in Arctic. Delille and co-workerdi.e., Delille
[2006]) report pCQ of brines ranging from 30 patm to 920 patm in @it sea ice
while we reported values ranging from 0 patm toQLg@tm in arctic sea ice, with the
in situ equilibration method applied on brines extractenf sackholes. Diredh situ
pCQO, measurements yield values much lower than theegalaported bMiller et al.
[2011]. Directin situ pCO, measurements have some limitations. Indeed, Byngri
sackholes through the ice cover, it is not posdibligack the brine origins or to collect
brine from the surface layer of the ice. Howevéis tinformation is crucial as the
direction and the magnitude of the CQ@uxes are driven by the gradient of
concentration between sea ice and the atmosplizskll¢, 2006; Nomura et al.
2010b].

4. Annual cycle

Surveys carried out in the Arctic allow to deriveoagh budget of the GQluxes over
sea ice. The initial ice growth of the arctic sea ieads to C@release to the
atmosphere. This trend was suggestedlbsmura et al[2006] and is confirmed by our
measurement of COluxes over a young growing thin ice in Barrow.rSalering the
maximal extension of arctic first year sea ice dfd? km? [Dieckmann and Hellmer
2010] and that all the first year sea ice passeutiir the state of “thin ice” during 1

week, an efflux of +10 TgC was proposed,(Ch. I1).

In the chapter Ill, we attempted to assess thenpiataiptake of C@by melting sea ice
that equilibrates with the atmosphere. Considetiregsea ice conditions (TA, DIC, S)
from station F6-2, the uptake of G@as estimated to 40 umol kgf ice. Therefore,
taking into account the maximal extension of ardiist year sea ice of 7.3km?
[Dieckmann and Hellmer2010] and an average thickness of 1.06kwdk et al,
2009], the first year sea ice accounts for 6. k. Taking into account the uptake of
CO, of 40 pmol kg of ice, we assess that melting sea ice would upBaké TgC of
atmospheric C@

In order to complete the global budget of L®e need to estimate the gfluxes from
the winter to the summer. As describe in the chaitand in the work ofDelille and
co-workers(i.e., Delille [2006]), the CQ fluxes depend on sea ice temperature. For

temperature below -10°C, we considered that seaa&seimpermeable and we did not
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account fluxes during this period. We consideresl situation as the “winter situation”.
Then, as the ice temperature increases, a flux fhence to the atmosphere is observed
and as the brine becomes undersaturated, an uptdke, is reported. We computed
the relationship between the ice temperature aedGh) fluxes (Fig. V.3) using

measurements carried out during CFL and reporteddmgura et al[2010b].
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Figure V.3: Relationship between sea ice tempesadnd CQ fluxes. Black dots represents

measurement from CFlcf;, Ch. IIl) while the white dots represent measurem@&omNomura et al.
[2010b] using a chamber of accumulation in Barra¥,

Then, we used the sea ice temperature data rectmatadthe location of the Barrow

Sea Ice Mass Balance (data availablétgi:/seaice.alaska.edu/gi/dpfar the years

2008 — 2009 Druckenmiller et al. 2009] to compute a mean flux on the arctic sea ic
of -2.52 TgC on the all first year sea ice in thetk. We consider that this temperature

records are representative for the all arctic sea i

Bates and Mathi$2009] estimated the global uptake of the Arctice@n from -66 to
-199 TgC yf. This estimation is consistent with the data fréakahashi et al[2009]
(-121 TgC yi") (Table V.1).Delille and co-workergi.e., Delille [2006]) estimated a
mean uptake of -29 TgC for the antarctic sea igenduhe spring-summer. This uptake
is significantly higher than the -2.5 TgC estimafted the Arctic. However, the first
year sea ice cover is two times larger in Antagec(it5.5 16 km?) than in Arctic (7.10
km?) [Dieckmann and Hellme2010]. In addition, as suggested in the chaptethe

brine pCQ appears to be higher in Arctic than in Antarcti€hen while in Antarctica
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sea ice shifts rapidly from a source to a sinktofaspheric CQ in Arctic early release

of CO, lasts much longer than in Antarctica. Then,,G@take at higher temperature
only slightly outweighs early release and the oNenatake in Arctic is then lower than
in Antarctica. Finally, we must bear in mind thegk uncertainty due to the small

number of measurement compared to the size ofdhsgidered area.

. . CO, fluxes
Studies Period (ToC yr'l)
winter +10
%)
This work spring — summe| -2.52 o
o summer -3.24 g'
= balance +4.24
<
Bates and Mathif2009] annual -66t0-199| g <
c 2
Computed fromlakahashi et al. annual 121 g @
[2009], North of 66°N
cd
L . . wn
© Delille and co-workergi.e., . 29 o)
IS Delille [2006]) Spring-summer ; 2
Z 3

Table V.1: Estimation of the global uptake by thetia sea ice in our study, compared to the estomat
from Bates and Mathif2009], calculation from data dfakahashi et al[2009] and the estimation of the
CGO, uptake by antarctic sea ice fradelille and co-workergi.e., Delille [2006]).

Robust budget of air-ice GOluxes during sea ice growth needs to address deahp
and spatial variability of air-ice CQluxes. Unfortunately, due to the small number of
sampling carried out on growing ice, it is not pblesyet to address both spatial and
temporal variability. However, air-ice GQluxes presented in the chapter Il confirm
that growing sea ice releases £10 the atmosphere during first days of ice fororati
as it was suggested by laboratory woNomura et al. 2006]. In addition, tentative
budget, derived in chapter Il, highlights that iag-CQ fluxes can be significant and
might counterbalance spring and summer uptakehab assessment of air-ice €O
fluxes over growing ice is crucial to provide a wsb annual budget of air-ice GO

fluxes.
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5. Impact of sea ice changes to the overall uptake GO, by the

Arctic Ocean

In the context of global warming and the overaltr@ases of the summer arctic sea ice
extent, it is crucial to determine the role of tharine cryosphere on the global budget
of CO,. This information needs to be included in modetsdicting the climate

evolution in the next century.

Arctic Ocean uptake of atmospheric £@epends of the gradient of concentration
between the atmosphere and the other mediam ¢ea ice or seawater). Predicted
decreases of the arctic sea i&rpeve et al.2007] or changes from perennial to first
year sea ice will affect the overall budget of G@different ways. The reduction of the
summer arctic sea ice has been associated witifisagm increase of ocean primary
production Arrigo et al, 2008] that should drive a decrease of the pGChe arctic
surface waters. However, surface water p@0Othe Arctic Ocean depends on several
other processes, including mixing of various sowvegers i.e., seawater, river water,
melt ice water), temperature change, air-sea gelsaege, biological Cffixation and
microbial recycling of organic matteBétes and Mathis2009;Cai et al, 2010]. And

sea ice melting will have profound impacts on theseesses.

Sea ice melt was suggested to promote phytoplaicctdoom €.g., Shadwick et al.
[2011]). But as the sea ice melt is earlier, thdssguent release of ice algal
communities into the water column occurred when zbeplankton abundance is
relatively low. Indeed, surface waters are cold anthat time, the zooplankton growth
rate is low Hunt Jr et al., 200R Therefore, the grazing losses are reduced, &sang
the export of organic mattekjchel et al., 200pand the increasing primary production

should keep a low pCOn the mixed layer.

In addition, sea ice melting promotes stratificatiof the water column. This
stratification may also limit the nutrient availbdyi in the mixed layer that corollary
limits the water column productivity but also icgra productivity [Gradinger,2009
Manes and Gradinge2009]. This stratification was suggestedQ@si et al.[2010] as a
reason for higher than expected pQG® surface water. Without ice cover, the wind
could lead to upwelling formation and mixing of neht and CQ rich subsurface. In

addition, the reduction of the arctic sea ice cowél result in higher gas exchange
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rates. Assuming that gas transfer is more rapolutjin open water than most ice types,

the increased ice free area will lead to higheregahange.

According toCai et al.[2010], the uptake of C{due to the sea ice melt in the Arctic
would quickly weaken because surface-water p@@ equilibrate rapidly with the
atmosphere. However, the effects on climate chamgthne carbon cycle are less clear

and need further investigations.

6. Perspectives

Our work identified some current gaps in the undeding of CQ dynamics within
sea ice and related air-ice €@uxes. Robust assessment of the overall budgairef
ice CQ fluxes over sea ice is hampered by the lack ch @étbrine pCQ@ and CQ
fluxes over sea ice. Improving annual assessmeqires further measurements to
account spatial heterogeneity, inter-seasonal amer-annual variability. Attention
must be paid to the assessment of fluxes durin§jrdtestep of the sea ice growth since
the magnitude of the fluxes might potentially outte the spring and summer

atmospheric C@uptake.

Understanding of air-ice C(luxes observed during the winter is also a m#eue.
Indeed, in our assessment of the overalb @xes, we assumed that during the winter
the fluxes are nil. By doing that, we ignored poad work fromHeinesch et al[2009]
and Miller et al. [2011] who measured episodic fluxes during theéi@amwinter. More
investigations are needed to understand how thiesesf occur while sea ice is
supposed to be impermeable, accordinGtdden et al[1998; 2007]. From this point
of view, the role of the snowpack is still unknoamd is probably playing a significant
control on the magnitude of the fluxes observednduthe winter. Moreover, the gas
transport through sea ice should be further ingattd as the parameterization of sea
ice permeability are only defined for liquid andt gases Gosink et al. 1976;Golden

et al, 1998].

In addition, more investigations on biogeochemimalcesses within sea ice are also
required as the magnitude of some proceseas, photosynthesis, precipitation of
calcium carbonate) remain uncertain. Precipitabbi€aCQ has been confirmed and
estimated within thin growing arctic sea ice. Budrminvestigation is needed regarding
when, where and in what conditions this preciptatccurs. Indeed, assessing the role

of precipitation of CaC@on the overall budget of GQvithin sea ice is crucialcf.,
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Fig. V.2). In this work, we suggested that theie&r-CQ fluxes due to the CaGO
precipitation can be negligible or even a sourceC@k for the atmosphere. This
challenges previous finding ¢&tysgaard et al[2007; 2009] who suggested that this
precipitation could be a significant sink for atmpberic CQ. But we think that our
current work is not settling the question and thatrole played by CaC(recipitation
as a sink or source of GQor the atmosphere is still an open debate thatrmes

further investigation.
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Arctic palm tree (made of whalebone plate) along the road to Point Barrow, Alaska.
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Measuring air-ice CO, fluxes in the Arctic
Heinesch B,Yernaux M,Aubinet M, Geilfus N-X, Papakyriakou T, Carnat G, Eicken H,Tison J-L,

B.Delille

Sea ice covers about 7% of
Earth’s surface at its maximum
seasonal extent, representing
one of the largest biomes on the
planet. For decades, sea ice has
been considered by the scientific
community and biogeochemical
modellers involved in assessing
oceanic CO, uptake as an inert
and impermeable barrier to air-

sea exchange of gases. However,

this assumption is not supported
by studies of the permeability of
ice to gases and liquids, which
show that sea ice is permeable at
temperatures above -10°C. Re-
cently, uptake of atmospheric
CO2 over sea-ice cover has
been reported (Delille et al.,
2007; Semiletov et al., 2004;
Zemmelink et al., 2006) support-

ing the need to further investi-

gate pCO, dynamics in the sea-

ice realm and related CO, fluxes.

The processes by which the
CO, exchange between the
ocean and the atmosphere can
take place are the following.
While CO,-enriched brines are
expelled from the ice, carbonate
minerals could remain trapped in
the brine tubes and channels

until spring and summer, when

they would dissolve within the
sea ice or in the underlying wa-
ter. Such dissolution consumes
CO, and therefore acts as a sink
for atmospheric CO,. Other
processes can potentially act as
sinks of CO,,. First, sea ice hosts
algae communities, which imply
primary production. Second,
during sea-ice growth, most of

the impurities (solutes, gases,

Figure 1: Set up of the mast with sonic anemometer, air intake of the CO, analyser and radiometer over sea ice near Barrow (Alaska) in January 2009. The temperature was -35°C.

cont. on page 10




Measuring air-ice CO, fluxes in the Arctic

cont. from page 9

— 2
‘0
a
€
S "
£
=
X
3 0
= ) .
o 28 Mar 12 April 2009 27 April
@]
(&S]
_‘| 4
_2 4

(¢,
Wind speed [m s™]

Time (AlasKa Standard Time)

Figure 2 : CO, flux and wind speed in April 2009 over sea-ice in Barrow (Alaska).

particulate matter) are expelled
from the pure ice crystals at the
ice-water interface. The CO,
rejected into the boundary layer
will either diffuse or be convec-
tively driven downward into the
underlying water, removing CO,
from the surface water. During
spring, melting of CO,-depleted
sea ice would decrease pCO, of
surface waters. Such a mecha-
nism would act as a sink for
atmospheric CO,. On the whole,
spring sea ice appears to act as a
CO2 sink that may be significant
in the budget of CO, fluxes in
the Polar Oceans (Delille et al.,
2007; Zemmelink et al., 2006).
However, previous studies are
sparse, and limited in term of
spatial and temporal coverage.
In January 2009, we started a
study that aims to robustly fol-
low up CO, exchange between
land fast sea-ice and the atmos-
phere during the winter and

spring season. To this aim,

a meteorological mast equipped
for eddy-covariance measure-
ments was installed on landfast
sea-ice near Barrow (Alaska), |
km off the coast, from end of
January 2009 to beginning of
June 2009, before ice break-up.
There is some concerns about
using open-path analyzer in cold
environment (Burba et al., 2008)
so the mast was equipped with a
CO, closed-path analyser to-
gether with a C-SAT 3D sonic
anemometer. These data were
supported by continuous meas-
ure of solar radiation, snow
depth, ice thickness and tem-
perature profile in the ice. Bio-
geochemical data necessary for
the understanding of the CO,
dynamics in sea-ice were ob-
tained through regular ice cor-
ing.

First results coming from this
campaign show that the resolu-
tion of the eddy-covariance

technique in these conditions is

high enough to measure CO,
fluxes that are typically below |
mmol m? s Despite low tem-
perature at the ice-snow inter-
face (-14°C), we observe in April
some effluxes from the ice to

the atmosphere (see figure 2).
This is consistent with the CO,
oversaturation of sea-ice brines
observed at the site. The fluxes
are triggered by wind speed over
7 m s suggesting that wind
pumping trough the snow (snow
thickness was about 20 cm) is
one of the main process control-
ling the air-ice fluxes at that
time.

As the sea ice is warming up, the
partial pressure of sea ice brines
is expected to decrease signifi-
cantly and to pass the threshold
of saturation. Sea ice would then
shift from a source to a sink for
atmospheric CO,. In addition,
increase of temperature will
increase the permeability of sea

ice, promoting the increase of

the magnitude of fluxes. The
system deployed in Barrow
should allow us to follow these
processes and to budget the net
CO, transfer from the atmos-

phere to the ice over winter and
spring.
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Inorganic carbon dynamics in coastal arctic sea ice and related air-ice CO,
exchanges

Arctic Ocean contributes to the global oceanic kptaf CQ by about 5% to 14% in
taking up from 66 to 199 TgC Yr However, the role of the marine cryosphere was
ignored because it is considered as an imperméalieer, impeding the gas exchanges
between the ocean and the atmosphBatef and Mathis, 2009]. However, a growing
body of evidence suggests that gases exchange oouid between sea ice and the
atmosphere. In this context, two arctic surveysewgarried out in the framework of the
International Polar Year (IPY). From there, we présa snapshot of the partial pressure
of CO, (pCQ,) dynamics firstly during the initial sea ice gréwand secondly from
early spring to the beginning of the summer.

We confirmed previous laboratory measurement figslithat growing young sea ice
acts as a source of G@ the atmosphere by measuring &flux from the ice (4 to 10
mmol m? d%). We also confirmed the precipitation of calciuarhonate as ikaite in the
frost flowers and throughout the ice and its nalgleggrole on the effluxes of COIn
early spring, supersaturations in £(@p to 1834 patm) were observed in sea ice as
consequence of concentration of solutes in briGe€CQ precipitation and microbial
respiration. As the summer draw near, brine shifts marked undersaturation (down to
almost 0 patm) because of the brine dilution bynedtwater, dissolution of CaG@nd
photosynthesis during the sympagic algal bloom. @futhe winter, soon as the ice
becomes permeable, G@uxes were observed: (i) from the ice to the afpiwre, as
the brine were supersaturated, (ii) from the atrhesp to the ice, as brine shift to an
undersaturation. Temperature appears to be the drarer of the pC®@ dynamics
within sea ice. It mainly controls the saturatiomts of the brine (where others
processes may be addexfy.,, CaCQ precipitation, primary production) and thus, the
concentration gradient of Getween sea ice and the atmosphere. It also t®itr®
brine volume and so the brine connectivity, allogvthe gas exchanges between sea ice
and the atmosphere.

We also present a new analytical method to medbkerpCQ of the bulk sea ice. This
method, based on equilibration between an ice samapd a standard gas, was
successfully applied on both artificial and natwsah ice. However, this method is only
applicable for permeable sea ice.( brine volume > 5%@olden et al., 1998; 2007]) to
allow the equilibration between the ice and thedéad gas.




