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Abstract 

Introduction 

The coronavirus disease 2019 (COVID-19) pandemic has escalated health infodemics given 

substantially digitalized daily life since the pandemic began. The number of social media users has 

skyrocketed. However, this has brought issues given misleading health information circulating on 

social media platforms that can lead to undesirable behaviours compromising individual or public 

health in real life. One long-lasting health issue is vaccine hesitancy, which has been further 

compounded by health infodemics on social media. According to the World Health Organization, 

health infodemics occur when too much information that makes true information competes with 

misinformation for people’s attention, understanding, and adherence to recommended health 

interventions. Existing theories and theoretical constructs have been applied to study public 

behaviours influenced by health infodemics on social media. However, these theories have limited to 

individual behaviours and ignored other critical factors. Furthermore, the current theories have rarely 

reflected the nature of social media as information can be disseminated instantly and massively 

without geographical restrictions regardless of information quality. Therefore, this dissertation aimed 

to address these limitations by proposing a solution that can listen to public discourse on social media 

and infer their behavioural intentions in real life. 

Methods 

The scoping review (Study I) was conducted by following the methods of Arksey and O'Malley as 

well as Levac et al. to identify and synthesize literature related to the research question. The theory 

construction methodology was used in the conceptual paper (Study II) to review existing theories and 

propose a new conceptual framework. Next, the Latent Dirichlet allocation topic modelling and 

qualitative thematic analysis were applied in the preliminary and partial qualitative validation study 

(Study III). The last study (Study IV) applied structural equation modeling (SEM) to infer people’s 

intentions toward COVID-19 vaccination in real life from Twitter amid the pandemic as a preliminary 

and partial validation for the proposed conceptual framework. 

Results 
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A total of 2,405 articles published between November 1, 2019, and November 4, 2020, were retrieved 

from PubMed, Scopus, and PsycINFO. After removing duplicates, non-empirical literature, and 

irrelevant studies, a total of 81 articles written in English published in peer-reviewed journals were 

included in the scoping review (Study I). Six themes were found and reported: (1) surveying public 

attitudes, (2) identifying infodemics, (3) assessing mental health, (4) detecting or predicting COVID-

19 cases, (5) analyzing government responses to the pandemic, and (6) evaluating quality of health 

information in prevention education videos. The findings also suggested knowledge gaps in real-time 

COVID-19 surveillance using social media data and limited machine learning or artificial intelligence 

techniques used in overall COVID-19 research using social media data except the first theme. In the 

conceptual paper (Study II), a new conceptual framework—social media infodemic listening for 

public health behaviors (SoMeIL) —was proposed to address limitations in existing theories given 

lacking systematic and theoretical foundation for such research. After the SoMeIL was proposed, 

validations were needed. A preliminary qualitative validation and demonstration using Twitter data 

about the Canadian Freedom Convoy were conductedto partially validate and illustrate how the 

SoMeIL conceptual framework could be applied (Study III). Finally, the findings from SEM in the 

last study (Study IV) showed statistically significant associations between the latent variable and the 

observed variables derived from Twitter. This study provided preliminary evidence to validate partial 

components in the proposed SoMeIL conceptual framework that could be used as a proxy to infer 

people’s vaccination intentions in real life. It also demonstrated the feasibility of using Twitter data in 

SEM research besides typical surveys. 

Conclusion 

The scoping review (Study I) was important since it identified various roles that social media data 

have played in research related to the COVID-19 pandemic. It also informed us of knowledge gaps to 

be bridged. This led us to the conceptual paper (Study II) since we identified limitations in existing 

theories when the current theories or theoretical constructs were applied in health research that 

analyzed social media data. A new conceptual framework—SoMeIL—was proposed accordingly. A 

preliminary qualitative study was followed to validate and demonstrate partial components of the 

SoMeIL conceptual framework. The last study (Study IV) showed preliminary evidence to show that 

parts of the SoMeIL conceptual framework was workable given statistically significant relationships 
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found among certain constructs. As a result, Twitter data in this dissertation could be used as a proxy 

to infer people’s vaccination behavior in real life as suggested by the proposed conceptual framework. 

Yet more research is needed to further validate and improve the proposed SoMeIL conceptual 

framework. If social media listening can be integrated into future pandemic preparedness as the 

proposed conceptual framework suggests, it can help health authorities and governmental agencies 

promptly shape public perception, disseminate more scientific information, and influence behaviors 

during a health crisis in a timely fashion. 
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Chapter 1: Background 

1.1 Problem Statement 

Throughout the COVID-19 pandemic, social media has rapidly become a crucial tool for various 

purposes, including but not limited to information distribution and consumption, social connections, 

and service utilization.1 The number of social media users has surged since the pandemic began as 

people were confined to their houses given lockdowns and other interventions.2, 3, 4 A global survey 

reported an increase of 61% on social media.2 Facebook’s overall usage increased by 37%, with the 

biggest increase from users in the 18-34 age group.2 The same age group also contributed to an over 

40% increase in usage on Instagram and WhatsApp besides Facebook.2 In Canada, a 2020 survey 

revealed that the number of daily users on YouTube and Instagram increased by 16% and 8%, 

respectively.3 Furthermore, approximately 94% of Canadian adults had at least one social media 

account.3 A follow-up study was conducted in 2022 and its findings showed that TikTok had the 

largest increase in the number of users (11%).4 Facebook still had the highest percentage of daily 

users, but it decreased from 77% in 2020 to 70% in 2022.4 

Literature has suggested that social media has implicitly or explicitly shaped people’s perceptions 

or attitudes toward the COVID-19 pandemic and related interventions, such as the COVID-19 

vaccination. Although social media has been useful for faster information disseminations, it has also 

caused issues, especially health infodemics.1, 5, 6 According to the World Health Organization (WHO), 

an infodemic is defined as “too much information—including false or misleading information—in 

digital and physical environments during a disease outbreak.”7 Health infodemics can lead to many 

undesirable outcomes, such as detrimental behaviors undermining individual or public health, and 

mistrusts in health professionals, authorities, or governments.7 When the COVID-19 vaccines became 

available in late 2020, health infodemics have further exacerbated vaccine hesitancy, which has been 

one of top ten threats in global health since 2019 according to WHO.8 Literature has shown that social 

media can contribute to vaccine hesitancy in several ways.9-14 To begin with, social media platforms 

has been breeding grounds for the spread of misinformation about COVID-19 vaccines. Conspiracy 

theories, myths, fake news, and misleading information about vaccine ingredients, safety, and 

efficacy can easily go viral and create doubts among users.9-18 Although personal stories can be 

powerful in building empathy, social media can also share misleading anecdotes of adverse reactions 

or vaccine failures, which may not be representative of the general vaccine experience.9-12 Influencers 
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or celebrities on social media with large followers can sway public opinion.13, 14 Throughout the 

COVID-19 pandemic, some influencers have promoted vaccine hesitancy based on personal beliefs or 

misinformation, leading their followers to question vaccination.13, 14 Furthermore, social media 

algorithms actively show users content that aligns with their existing beliefs and interests.9, 15 This can 

create echo chambers, where users are exposed to information that reinforces their doubts about 

vaccines, further entrenching vaccine hesitancy.16, 17 Additionally, social media can amplify 

antivaccine sentiment by providing a platform for vocal individuals or against vaccination9, 16, 17. 

These groups can spread their views widely and attract like-minded followers even though they may 

account for a very small proportion of the general public in the real world.[9, 16, 17 Last but not least, 

some antivaccine content on social media uses emotional appeals and fearmongering to dissuade 

people from getting vaccinated.11, 18 Such tactics can heighten anxieties and uncertainties about the 

vaccines' safety and efficacy.11, 18 It is crucial to recognize that social media's role in vaccine 

hesitancy is complex, and not all users are influenced by misinformation or become hesitant toward 

vaccination due to social media exposures. Yet social media platforms have been identified as 

substantial contributors to the spread of vaccine misinformation and the shaping of public opinions on 

the COVID-19 vaccination. 

Given social media’s contribution to the COVID-19 vaccine hesitancy, it is necessary to better 

understand public discourse regarding the COVID-19 pandemic and vaccines on social media at 

larger scales. Machine learning (ML) or artificial intelligences (AI) techniques have been adopted to 

collect and analyze hundreds of thousands or even millions of social media data. WHO has coined 

such approach as “social listening” and deployed its “Early AI-supported Response with Social 

Listening Platform” (EARS) to monitor discussions related to the COVID-19 pandemic and vaccine 

hesitancy.19, 20 Following the WHO’s approach and calls for more social listening research, countless 

studies have been conducted and published with existing theories or constructs derived from these 

theories. A systematic review indicated that the health belief model (HBM) has been applied 

frequently, followed by the theory of planned behavior (TPB) and the social cognitive theory (SCT).21 

Another theoretical review investigated how social media has shaped public risk perceptions of the 

pandemic through lens of fear drive model, self-determination theory, perceived locus of causality, 

and cultivation theory.22 The other scoping review has summarized 26 theories and 51 theoretical 

constructs in different disciplines that have also been used to investigate the COVID-9 vaccine 
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hesitancy,23 with new theories or framework being developed, such as the syndemic conceptual 

framework for COVID-19 vaccine hesitancy24 and WHO’s behavioural and social drivers (BeSD) of 

vaccination.25 It is common that the same theories or their constructs have been continuously used in 

health research, from the vaccine hesitancy to the social listening.21-25 However, there are limitations 

in exiting theories given the increasingly multidimensional and evolving information ecosystems, 

including social media, in modern society. Since most existing theories were developed before social 

media has become popular, they do not really reflect the current nature of social media, such as 

instant dissemination of user-generated content or message without physical restrictions with reliable 

Internet and smartphone coverage. Unlike conventional televisions and newspapers, social media 

users can create and distribute their content instantly and massively, as well as receive content 

generated by other users on these platforms instantly. This can be compounded by social media 

algorithms that actively “recommend” content to users according to their digital footprints and 

connections, or a viral event at a moment, regardless of content quality. Therefore, despite abundant 

theories and advanced ML or AI techniques, there has been a lack of systematic approaches to 

conduct social listening on social media. In addition, limited health research has directly used social 

media data to investigate how people’s online behaviors on social media can reflect their behaviors in 

real life as theories have suggested. 

1.2 Research questions and objectives 

To address these limitations and gaps in literature and research, this dissertation addressed the 

following research questions: 

• How has social media data been used in research related to the COVID-19 pandemic? 

• Are there existing theories which adequately address people’s health behaviours using 

social media data? 

These questions led to the development of a framework and partial validation, meeting the 

following objectives: 

• To identify roles of social media have played since the COVID-19 pandemic began and 

knowledge gaps (Study I Chapter 2). 
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• To review current theories and identify limitations and gaps in their applications to social 

media listening (Study II Chapter 3). 

• To propose a conceptual framework that can address identified gaps (Study II Chapter 3). 

• To validate the SoMeIL conceptual framework. 

• To qualitatively validate part of the SoMeIL conceptual framework using Twitter data 

about the Canadian Freedom Convoy as an example (Study III Chapter 4). 

• To quantitively validate the patial SoMeIL conceptual framework using Twitter data 

regarding the first COVID-19 vaccine behaviors as an example (Study IV Chapter 5). 

1.3 Dissertation Structure 

This dissertation adopts a manuscript-based approach. It includes four manuscripts (Chapter 2 already 

published in peer-reviewed journals, Chapters 3, 4, and 5 currently under journals’ peer reviews) for 

which I am the first author. For all studies, I was responsible for study design conceptualization, data 

collection, analysis, and drafting, submitting, and revising manuscripts. My co-authors provided 

methodological guidance and feedback on the draft manuscripts. To meet the research objective, the 

first study (Study I) in Chapter 2 conducted was a scoping review designed to understand how social 

media data have been used in research related to the COVID-19 pandemic. Extreme interventions, 

such as lockdowns, have made people isolated and more digitally connected. In other words, people 

have relied on digital information channels, such as social media, to receive information and stay 

connected with their friends or families since the pandemic began. As a result, social media data has 

become one of valuable data sources for researchers to study the pandemic given the restrictions. This 

scoping review has not only summarized important ways that social media has been used during the 

pandemic, but also identified gaps in current infodemic research using social media data. 

Study II (Chapter 3) proposed a conceptual framework addressing how public health behaviors, 

such as the COVID-19 vaccination, could be inferred using social media data with advanced ML or 

AI techniques, especially natural language processing (NLP). It was designed to understand the 

concepts derived from theories related to health behavior changes and communications. Through this 

conceptual paper, I documented critical concepts hypothetically attributed to people’s vaccination 
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intentions or behaviors, including but not limited to attitudes, motivations, perceptions, needs, 

abilities, and actions/behaviors. This investigation of theories has helped to refine my understanding 

of the concepts and to clarify how these three intermediate variables may shape people’s intentions or 

acceptance of the COVID-19 vaccines. Furthermore, it has helped me design and propose a 

conceptual framework that uses ML or NLP techniques and parameters retrieved from social media 

platforms as proxies to figure the vaccination intentions or behaviors. This conceptual paper was 

critical in identifying limitations in existing theories and the lack of systematic ways for such social 

media listening research. This study added value to the existing literature in terms of proposing a 

solution; namely, the conceptual framework. A qualitative study was included in this paper to 

demonstrate how the conceptual framework could be applied. 

Study III (Chapter 4) aimed to preliminarily validate partial components of the SoMeIL conceptual 

framework by using Latent Dirichlet allocation (LDA) topic modelling and qualitative thematic 

analysis. The health information in this study was the massive COVID-19 vaccination campaigns by 

the Canadian governments to encourage their residents to take the first dose of COVID-19 vaccines. 

The partial components included online reaction behaviours, emotion, and self-reported COVID-19 

vaccination as the offline reaction behaviours. These components helped investigate associations 

between people’s self-reported offline behaviours and their emotions and online reaction behaviours. 

Another objective of this study was to demonstrate how the SoMeIL framework could be applied.  

Study IV (Chapter 5) aimed to validate the proposed conceptual framework by using structural 

equation modeling (SEM). Another objective of this study was to demonstrate that social media data 

could be used in SEM analysis since surveys have been primarily used in typical SEM.  

Since the sensitive Twitter data was retrieved from Twitter’s application programming interface 

(API), ethics approval was obtained from the Office of Research Ethics (ORE), University of 

Waterloo. To achieve this, all identifiers that could be used to identify Twitter users from the data 

were stored separately and later deleted permanently, except unique identifier for each tweet. In our 

studies, aggregated tweets were analyzed, and individual tweets were quoted anonymously. 

Although the included studies have been undertaken independently, together they provide empirical 

knowledge to the broader goal of the dissertation study. Their sequential presentation herein 

highlights my doctoral research. Since infodemic research is a relatively young field and has been 
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evolving, there is a scarcity of appropriate theoretical and systematic foundations in social media 

listening. Hence, following the development from the scoping review to the conceptual article and its 

validation study, this research overall provided a more comprehensive understanding regarding how 

social media data can be used as proxy for people’s vaccination intentions, as suggested by the 

proposed conceptual framework. 

1.4 Methodological considerations 

For Chapter 2 Study I, it was guided by the scoping review methods of Arksey and O'Malley26 and 

Levac et al.27 The authors followed the five-step scoping review protocol28 and the Preferred 

Reporting Items for Systematic Reviews and Meta-Analyses extension for scoping reviews.29 The 

five steps included: (1) defining research questions, (2) identifying relevant literature, (3) selecting 

studies, (4) charting the data, and finally (5) collating, summarizing, and reporting the results.29 

Instead of systematic reviews, the scoping review was conducted because we aimed to identify the 

types of available evidence and knowledge gaps regarding what roles social media has played since 

the COVID-19 pandemic began. This was a relatively general research question compared to very 

specific research questions needed in systematic reviews.30 Furthermore, it was conducted during the 

beginning of the COVID-19 pandemic when insufficient literature was published related to our 

research questions.30 Therefore, a scoping review was more appropriate than a systematic review 

given the research question and the study timing. 

For Chapter 3 Study II, the theory construction methodology (TCM) was adopted to develop the 

conceptual framework31. There are five steps in TCM: (1) identification of relevant phenomena, (2) 

development of a proto theory, (3) development of a formal model, (4) adequacy evaluation of the 

formal model, and (5) assessment of overall worth of the formal model.31 TCM was proposed to 

address lack of scientific methodology to develop a theory with explanatory theory formation instead 

of hypothesis testing in psychology.31 Like psychology, hypothesis testing has also dominated in 

quantitative health studies. Although qualitative research, such as grounded theory, can be used to 

develop a theory with both quantitative and qualitative data,32, 33, 34 the development of the proposed 

conceptual framework in the second study does not fit into the philosophies of grounded theory. One 

major difference is that NLP techniques, including topic modeling and sentiment analysis, are used to 

code data instead of iterative coding process by human researchers in grounded theory research. 
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Additionally, we did not approach the data inductively without prior theories or frameworks. On the 

contrary, we aimed to develop a conceptual framework addressing known gaps and limitations in 

existing theories. Although TCM is a relatively new methodology with limited research applications, 

it was more appropriate to apply the TCM to develop the conceptual framework since it combines 

both quantitative and qualitative principles for theory development. TCM also provides an overall 

structural guidelines and flexibility for the development and validation of the conceptual framework. 

For Chapter 4 Study III, LDA topic modelling35 and qualitative thematic analysis36-37 were used to 

preliminarily validate partial components of the SoMeIL conceptual framework. 

For the last study in Chapter 5, structural equation modeling (SEM) was used to partially validate 

the SoMeIL conceptual framework. SEM has been commonly used to test associations when latent 

variables are involved.38 A latent variable refers to an unmeasured or unobserved variable but is 

assumed to exist based on theories or other observable or measurable variables in statistical models.38 

In the SoMeIL conceptual framework, the latent variable was people’s self-reported intention to 

become vaccinated against COVID-19 on Twitter, which could be used as a proxy for people’s 

vaccination behaviors in real life. This latent variable could be inferred by other observed variables 

derived from the Twitter platform, such as sentiment scores and the numbers of likes and shares. 

Hence, SEM was used to test associations between the latent variable and other measured variables, 

thus preliminarily validating some components of the SoMeIL conceptual framework. 

Summary of Chapter 1 

In conclusion, this chapter provided an overview of a complex problem investigated throughout this 

dissertation. In the problem statement, a literature review was conducted to identify the knowledge 

gaps known so far that this dissertation has addressed, while providing an outline of the research 

objectives that each chapter achieves. This chapter also highlights methodological considerations 

relevant to the studies that were beyond the space allocated in an article written for peer-reviewed 

publication. Therefore, by conducting a scoping literature review, by proposing a conceptual 

framework, and by preliminarily validating part of the SoMeIL conceptual framework, this 

dissertation has identified and addressed the knowledge gaps regarding research using social media 

data to infer public health behaviors, such as people’s vaccination intentions during the COVID-19 

pandemic and beyond. The last chapter of this dissertation will discuss the contributions and impacts 
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of this dissertation, providing recommendations drawn from the findings to initiate a more robust 

social media listening research that caters to a wide variety of researchers addressing health 

infodemics and vaccine hesitancy. 
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Chapter 2: What social media told us in the time of COVID-19: a 

scoping review 

Status: Published 

Citation: Tsao S-F, Chen H, Tisseverasinghe T, Yang Y, Li L, Butt ZA. What social media told us in 

the time of COVID-19: a scoping review. Lancet Digit Health [Internet]. 2021;3(3):e175–94. 

Available from: http://dx.doi.org/10.1016/s2589-7500(20)30315-0 

In the wake of the global COVID-19 pandemic, the landscape of communication has transformed 

substantially, with social media emerging as a pivotal channel for the creation, distribution, and 

consumption of information. This scoping review dived into a comprehensive exploration of 

relationship between COVID-19 and social media during its initial outbreak spanning from 

November 2019 to November 2020. Through an examination of 81 peer-reviewed studies, six 

overarching themes emerged that illuminated different utilizations of social media data in research 

related to the COVID-19 pandemic. This chapter begins with the study’s abstract, followed by the 

full-text manuscript. 

2.1 Summary 

With the onset of the COVID-19 pandemic, social media has rapidly become a crucial 

communication tool for information generation, dissemination, and consumption. In this scoping 

review, we selected and examined peer-reviewed empirical studies relating to COVID-19 and social 

media during the first outbreak from November 2019 to November 2020. From an analysis of 81 

studies, we identified five overarching public health themes concerning the role of online social 

media platforms and COVID-19. These themes focused on surveying public attitudes, identifying 

infodemics, assessing mental health, detecting or predicting COVID-19 cases, analysing government 

responses to the pandemic, and evaluating quality of health information in prevention education 

videos. Furthermore, our Review emphasises the paucity of studies on the application of machine 

learning on data from COVID-19-related social media and a scarcity of studies documenting real-time 

surveillance that was developed with data from social media on COVID-19. For COVID-19, social 
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media can have a crucial role in disseminating health information and tackling infodemics and 

misinformation. 

2.2 Introduction 

Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), and the resulting COVID-19, is a 

substantial international public health issue. As of Jan 18, 2021, an estimated 95 million people 

worldwide had been infected with the virus, with about 2 million deaths.1 As a consequence of the 

pandemic, social media is becoming the platform of choice for public opinions, perceptions, and 

attitudes towards various events or public health policies regarding COVID-19.2 Social media has 

become a pivotal communication tool for governments, organisations, and universities to disseminate 

crucial information to the public. Numerous studies have already used social media data to help to 

identify and detect outbreaks of infectious diseases and to interpret public attitudes, behaviours, and 

perceptions.3,  4,  5,  6 Social media, particularly Twitter, can be used to explore multiple facets of public 

health research. A systematic review identified six categories of Twitter use for health research, 

namely content analysis, surveillance, engagement, recruitment, as part of an intervention, and 

network analysis of Twitter users.5 However, this review included only broader research terms, such 

as health, medicine, or disease, by use of Twitter data and did not focus on specific disease topics, 

such as COVID-19. Another article analysed tweets on COVID-19 and identified 12 topics that were 

categorised into four main themes: the origin, source, effects on individuals and countries, and 

methods of decreasing the spread of SARS-CoV-2.7 In this study, data were not available for tweets 

that were related to COVID-19 before February, 2020, thereby missing the initial part of the 

epidemic, and the data for tweets were limited to between Feb 2 and March 15, 2020. 

Social media can also be effectively used to communicate health information to the general public 

during a pandemic. Emerging infectious diseases, such as COVID-19, almost always result in 

increased usage and consumption of media of all forms by the general public for information.8 

Therefore, social media has a crucial role in people's perception of disease exposure, resultant 

decision making, and risk behaviours.9,  10 As information on social media is generated by users, such 

information can be subjective or inaccurate, and frequently includes misinformation and conspiracy 

theories.11 Hence, it is imperative that accurate and timely information is disseminated to the general 

public about emerging threats, such as SARS-CoV-2. A systematic review explored the major 
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approaches that were used in published research on social media and emerging infectious diseases.12 

The review identified three major approaches: assessment of the public's interest in, and responses to, 

emerging infectious diseases; examination of organisations' use of social media in communicating 

emerging infectious diseases; and evaluation of the accuracy of medical information that is related to 

emerging infectious diseases on social media. However, this review did not focus on studies that used 

social media data to track and predict outbreaks of emerging infectious diseases. 

Analysing and disseminating information from peer-reviewed, published research can guide policy 

makers and public health agencies to design interventions for accurate and timely knowledge 

translation to the general public. Therefore, keeping in view the limitations of existing research that 

we have previously mentioned, we did a scoping review with the aim of understanding the roles that 

social media has had since the beginning of the COVID-19 crisis. We investigated public attitudes 

and perceptions towards COVID-19 on social media, information about COVID-19 on social media, 

use of social media for prediction and detection of COVID-19, the effects of COVID-19 on mental 

health, and government responses to COVID-19 on social media. Our objective was to identify and 

analyse studies on social media that were related to COVID-19 and focused on five themes: 

infodemics, public attitudes, mental health, detection or prediction of COVID-19 cases, government 

responses to the pandemic, and quality of health information in videos. 

2.3 Methods 

2.3.1 Overview 

Studies exploring the use of social media relating to COVID-19 were reviewed by use of the scoping 

review methods of Arksey and O'Malley13 and Levac and colleagues.14 We followed the five-step 

scoping review protocol and the Preferred Reporting Items for Systematic Reviews and Meta-

Analyses extension for scoping reviews. 

2.3.2 Data Sources 

Exploratory searches were done on COVID-19 Open Research Dataset Challenge and Google Scholar 

in April 2020. These searches helped to define the Review scope, develop the research questions, and 

determine eligibility criteria. After such activity, MEDLINE and PubMed, Scopus, and PsycINFO 
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were selected for this Review because they include peer-reviewed literature in the fields of medicine, 

behavioural sciences, psychology, health-care systems, and clinical sciences. Variations of the key 

search terms can be found in the panel. Since the start of the current pandemic, COVID-19 articles 

were reviewed and published at an unprecedently rapid rate, with numerous publications that were 

available ahead of print referred to as preprints or articles in press. In this Review, we consider peer-

reviewed preprints to be equivalent to published peer-reviewed articles, and relevant articles were 

screened accordingly. 

2.3.3 Screening procedure 

Mainly, the primary reviewer (S-FT) screened title and abstract for each article to decide whether an 

article met the inclusion criteria. If the criteria were confirmed, then the article was included; 

otherwise, it was excluded. Paragraphs in articles were assigned a code representing one of the five 

themes (e.g., I for infodemic), then a code was assigned to the article on the basis of the majority of 

paragraph codes. Next, quotes were sorted under each code, applying Ose's method.15 Braun and 

Clark's thematic analysis method was used and involved searching for the text that matched the 

identified predictors (i.e., codes) from the quantitative analysis and discovering emergent codes that 

were relevant to either the study objective or identified in the relevant literature review.16 Finally, we 

categorised the codes into main themes. These codes and themes were compared and clarified by S-

FT, ZAB, and YY to draw conclusions around the main themes. S-FT is fluent in English and 

Mandarin. The secondary reviewer (ZAB) is fluent in English, and the tertiary reviewer and domain 

expert (YY and HC) are both fluent in English and Mandarin. Any discrepancies among reviewers 

were discussed with the research team to reach consensus. 

2.4 Results 

With the application of appropriate search filters, a total of 2405 articles were retrieved from the 

identified databases: PubMed (1,084 articles), Scopus (1021 articles), and PsycINFO (300 articles). 

Among these, 670 duplicates were excluded. Of the remaining 1,735 articles, 1,434 were deemed to 

be non-empirical, such as comments, editorial essays, letters, opinions, and reviews. These exclusions 

left 301 articles for a full-text review on the basis of the screening results of titles and abstracts. After 

the full-text review, 81 articles were included in this scoping review (Figure 2-1). 
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Figure 2-1: Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow chart of 

article extraction from the literature search 

Table 2-1 summarises the 81 articles that were selected on COVID-19 and social media. All 

articles were written in English. Data from Twitter (45 articles) and Sina Weibo (16 articles) were 

undoubtedly the most frequently studied. To categorise these chosen articles, we adopted a novel 

framework called Social Media and Public Health Epidemic and Response (SPHERE) and developed 

a modified version of SPHERE framework to organise the themes for our scoping review (Figure 2-

2).98 Themes were identified through reviewers' consensus based on our modified SPHERE 
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framework. We identified six themes: infodemics, public attitudes, mental health, detecting or 

predicting COVID-19 cases, government responses, and quality of health information in prevention 

education videos. 

 

Figure 2-2: Modified Social Media and Public Health Epidemic and Response framework 
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 Publication 

month 

Origin Social media Study population and 

sample size 

Methods Key findings 

Detection or prediction of COVID-19 cases 

Li et al17 March China Google 

Trends, Baidu 

Search Index, 

and Sina 

Weibo Index 

Keywords of 

coronavirus and 

pneumonia were 

searched, and trend data 

was collected from 

Google Trends, Baidu 

Search Index, and Sina 

Weibo Index from Jan 2 

to Feb 20, 2020 

Lag correlation Lag correlations showed a 

maximum correlation between 

trend data and the number of 

diagnoses at 8–12 days before 

for laboratory-confirmed cases 

and 6–8 days before for 

suspected cases 

Liu et al18 August China Sina Weibo Sina Weibo messages 

between Jan 20 and Feb 

15, 2020; 599 

participants 

Gathered data via 

Sina Weibo, then 

followed up with 

telephone call; 

statistical analysis 

taken with Fisher 

exact test; rates of 

death calculated 

with Kaplan-

Meier method; 

multivariate Cox 

regression used to 

establish risk 

factors for 

mortality 

Older age (i.e., >69 years), 

diffuse pneumonia, and 

hypoxaemia are factors that can 

help clinicians to identify 

patients with COVID-19 who 

have poor prognosis; 

aggregated data from social 

media can also be 

comprehensive, immediate, and 

informative in disease 

prognosis 

O'Leary and 

Storey19 

September USA Google 

Trends, 

Wikipedia, 

and Twitter 

Google Trends searches 

for coronavirus and 

COVID-19 between Jan 

21 and April 5, 2020; 

Regression 

analysis 

To model the number of cases, 

the current Wikipedia page 

views, tweets from 1 week 

before, and Google Trends 
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Wikipedia page views 

for coronavirus and 

COVID-19 between Jan 

12 and April 5, 2020; 

number of Twitter 

original tweets between 

Jan 27 and April 5, 

2020; numbers of 

COVID-19 cases and 

deaths in the USA20 

searches from 2 weeks before 

were used; to model of the 

number of deaths, each variable 

was taken from 1 week earlier 

than for cases 

Peng et al21 June China Sina Weibo 1,200 records Spatiotemporal 

distribution of 

COVID-19 cases 

in the main urban 

area of Wuhan, 

China; kernel 

density analysis; 

ordinary least 

square regression 

Older people (i.e., >60 years) 

are at high risk of severe 

symptoms and have high 

prevalence in the COVID-19 

outbreak, and they account for 

>50% of the total number of 

Sina Weibo help seekers; early 

transmission of COVID-19 in 

Wuhan, China, could be divided 

into three phrases: scattered 

infection, community spread, 

and full-scale outbreak 

Qin et al22 March China Baidu Search 

Index 

 

 

 

Social media search 

index for dry cough, 

fever, chest distress, 

coronavirus, and 

pneumonia from Dec 31, 

2019, to Feb 9, 2020; 

data for new suspected 

Subset selection; 

forward selection; 

lasso regression; 

ridge regression; 

elastic net 

Case numbers of new suspected 

COVID-19 correlated 

significantly with the lagged 

series of social media search 

index; social media search 

index could detect new 

suspected COVID-19 cases 6–9 
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 cases of COVID-19 from 

Jan 20 to Feb 9, 2020 

days earlier than could 

laboratories 

Zhu et al23 April China Sina Weibo 1,101 Sina Weibo posts 

related to COVID-19 

from Dec 31, 2019, to 

Feb 12, 2020 

Descriptive 

statistics: numbers 

and percentage; 

time series 

analysis 

Attention to COVID-19 was 

low until China openly admitted 

human-to-human transmission 

on Jan 20, 2020; attention 

quickly increased and remained 

high over time 

Government responses 

Basch et al24 April USA YouTube 100 most widely viewed 

videos uploaded in 

January, 2020 

Descriptive 

analysis: 

frequency, 

percentage, mean, 

and standard 

deviation 

Percentage of each of the seven 

key prevention behaviours that 

are listed on the US Centers for 

Disease Control and Prevention 

website that were covered in the 

100 videos varied from 0% (eg, 

use a face mask for protection if 

you are caring for the ill) to 

31% (avoid close contact with 

people who are sick); overall, 

videos that covered at least one 

prevention behaviour accounted 

for less than one-third of the 

100 videos 

Basch et al25 April USA YouTube 100 most widely viewed 

YouTube videos as of 

Jan 31, 2020, and March 

20, 2020, with keyword 

of coronavirus in 

English, with English 

subtitles, or in Spanish 

Descriptive 

analysis: 

frequency, 

percentage, mean, 

and standard 

deviation 

<50% of videos in either 

sample covered any of the 

prevention behaviours that are 

recommended by the US 

Centers for Disease Control and 

Prevention 
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Khatri et al26 March Singapore YouTube 150 videos collected on 

Feb 1–2, 2020, with 

keywords of 2019 novel 

coronavirus (50 videos), 

and Wuhan virus in 

English (50 videos) and 

Mandarin (50 videos) 

Descriptive 

analysis: 

percentage and 

mean; DISCERN 

score; Medical 

Information and 

Content Index 

score 

Mean DISCERN score for 

reliability was 3.12 of 5·00 for 

English and 3.25 of 5·00 for 

Mandarin videos; mean 

cumulative Medical 

Information and Content Index 

score of useful videos was 6.71 

of 25.00 for English and 6.28 of 

25.00 for Mandarin 

Li et al27 March China Sina Weibo 36,746 Sina Weibo data 

from Dec 30, 2019, to 

Feb 1, 2020; a random 

sample of 3000 Sina 

Weibo posts as training 

dataset 

Linear regression; 

support vector 

machine; Naive 

Bayes; natural 

language 

processing 

Classified the information 

related to COVID-19 into seven 

types of situational information 

and their predictors 

Merkley et al28 April Canada Twitter and 

Google 

Trends 

33,142 tweets from 292 

social media accounts of 

federal members of 

parliament from Jan 1 to 

March 28, 2020; 87 

Google search trends for 

the search term 

coronavirus in the first 

half (i.e., days 1–14) and 

second half (i.e., days 

15–31) of March 2020; a 

survey of 2499 Canadian 

citizens ≥18 years from 

April 2 to April 6, 2020 

Linear regression No members of parliament from 

any party downplaying the 

pandemic; no association 

between Conservative Party 

vote share and Google search 

interest in the coronavirus 
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Rufai and 

Bunce29 

April USA Twitter 203 viral tweets from G7 

world leaders from Nov 

17, 2019, to March 17, 

2020 with keywords 

COVID-19 or 

coronavirus and a 

minimum of 500 likes 

Qualitative 

design; content 

analysis 

166 of 203 of tweets were 

informative; 9.4% (19) were 

morale-boosting; 6.9% (14) 

were political 

Sutton et al30 September USA Twitter 690 accounts 

representing public 

health, emergency 

management, and elected 

officials and 149,335 

tweets 

χ2 analyses; 

negative binomial 

regression 

modelling 

Systematic changes were made 

in message strategies over time 

and identified key features that 

affect message passing, both 

positively and negatively; 

results have the potential to aid 

in message design strategies as 

the pandemic continues, or in 

similar future events 

Wang et al31 September USA Twitter 13,598 tweets related to 

COVID-19 from Jan 1 to 

April 27, 2020 

Temporal analysis 

and networking 

analysis 

16 categories of message types 

were manually annotated; 

inconsistencies and 

incongruencies were identified 

in four critical topics (i.e., 

wearing masks, assessment of 

risks, stay at home order, and 

disinfectant and sanitizer); 

network analysis showed 

increased communication 

coordination over time 

Infodemics 
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Ahmed et al32 October UK Twitter 22,785 tweets and 

11,333 Twitter users 

with #FilmYourHospital 

from April 13 to April 

20, 2020 

Social network 

analysis; user 

analysis 

The most important drivers of 

the #FilmYourHospital 

conspiracy theory are ordinary 

citizens; YouTube was the 

information source most linked 

to by users; the most retweeted 

post belonged to a verified 

Twitter user 

Ahmed et al33 May UK Twitter A subsample of 233 

tweets from 10 140 

tweets collected from 

19:44 h UTC on Friday, 

March 27, 2020, to 

10:38 h UTC on 

Saturday, April 4, 2020, 

were used for content 

analysis 

Descriptive 

statistics: 

numbers, 

percentage; social 

network analysis; 

content analysis 

34.8% (81 of 233) of tweets 

linked 5G and COVID-19; 

32.2% (75) of tweets 

denounced the conspiracy 

theory 

Brennen et al34 October UK Digital visual 

media 

96 samples of visuals 

from January to March, 

2020 

Qualitative coding Organised all findings into six 

trends: authoritative agency, 

virulence, medical efficacy, 

intolerance, prophecy, satire; a 

small number of manipulated 

visuals, all were produced by 

use of simple tools; no 

examples of so-called 

deepfakes (i.e., techniques that 

are used to make synthetic 

videos that closely resemble 

real videos) or other techniques 
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that were based on artificial 

intelligence 

Bruns et al35 August Australia Facebook 89,664 distinct Facebook 

posts from Jan 1 to April 

12, 2020 

Time series; 

network analysis 

Substantially increased number 

of posts about 5G rumours on 

Facebook after March 19, 2020; 

network analysis showed that 

coalitions of various groups 

were brought together by 

conspiracy theories about 

COVID-19 and 5G technology 

Galhardi et al36 October Brazil WhatsApp, 

Instagram, 

and Facebook 

Fake news collected 

from March 17 to April 

10, 2020, on the basis of 

data from the Eu 

Fiscalizo app (version 

5.0.5) 

Quantitative 

content analysis 

WhatsApp is the main channel 

for sharing fake news, followed 

by Instagram and Facebook 

Gallotti et al37 October Italy Twitter >100 million Tweets Developed an 

Infodemic Risk 

Index 

Before the rise of COVID-19 

cases, entire countries had 

measurable waves of potentially 

unreliable information, posing a 

serious threat to public health 

Islam et al38 October Bangladesh Fact-checking 

agency 

websites, 

Facebook, 

Twitter, and 

websites for 

television 

networks and 

newspapers 

2,311 infodemic reports 

related to COVID-19 

between Dec 31, 2019, 

and April 5, 2020 

Descriptive 

analysis; spatial 

distribution 

analysis 

Misinformation that is fuelled 

by rumours, stigma, and 

conspiracy theories can have 

potentially severe implications 

on public health if prioritised 

over scientific guidelines; 

governments and other agencies 

should understand the patterns 

of rumours, stigma, and 



 

22 

 

conspiracy theories that are 

related to COVID-19 and 

circulating globally so that they 

can develop appropriate 

messages for risk 

communication 

Kouzy et al39 March Lebanon Twitter 673 English tweets 

collected on Feb 27, 

2020; 617 tweets after 

exclusion of tweets that 

were humorous or not 

serious 

Descriptive 

statistics; bar 

chart; χ2 statistic 

to calculate p 

value (2-sided; 

p=0.05 

significance 

threshold) for the 

association 

between account 

or tweet 

characteristics and 

the presence of 

misinformation or 

unverifiable 

information about 

COVID-19 

153 (24.8%) of 617 tweets had 

misinformation; 107 (17.3%) 

had unverifiable information; 

misinformation rate higher in 

informal individual or group 

accounts than in formal 

individual or group accounts 

(33.8% [123 of 364] vs 15.0% 

[30 of 200], p<0.001) 

Moscadelli et 

al40  

August Italy Fake news 

and 

corresponding 

verified news 

that was 

circulated in 

Italy 

2,102 articles between 

Dec 31, 2019, and April 

30, 2020 

Social media 

trend analysis by 

use of BuzzSumo 

Links containing fake news 

were shared 2,352,585 times, 

accounting for 23.1% 

(2,352,585 of 10,184,351) of 

total shares of all reviewed 

articles 
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Pulido et al41 April Spain Twitter 942 valid tweets between 

Feb 6 and Feb 7, 2020 

Communicative 

content analysis 

Misinformation was tweeted 

more but retweeted less than 

tweets based on scientific 

evidence; tweets based on 

scientific evidence had more 

engagement than 

misinformation 

Rovetta and 

Bhagavathula42 

August Italy Google 

Trends and 

Instagram 

2 million Google Trends 

queries and Instagram 

hashtags from Feb 20 to 

May 6, 2020 

Classification of 

infodemic 

monikers (i.e., a 

term, query, 

hashtag, or phrase 

that generates or 

feeds fake news, 

misinterpretations, 

or discrimination); 

computed the 

mean peak 

volume with a 

95% CI 

Globally, growing interest 

exists in COVID-19, and 

numerous infodemic monikers 

continue to circulate on the 

internet 

Uyheng and 

Carley43 

October USA and 

Philippines 

Twitter 12 million tweets from 

1.6 million users from 

the USA and 15 million 

tweets from 1 million 

users from the 

Philippines between 

March 5 and March 19, 

2020 

Hate speech score 

assigned to each 

tweet by use of 

machine learning 

algorithm; bot 

scores were 

assigned to each 

user via 

BotHunter 

algorithm; social 

Analysis showed idiosyncratic 

relationships between bots and 

hate speech across datasets, 

emphasising different network 

dynamics of racially charged 

toxicity in the USA and 

political conflicts in the 

Philippines; bot activity is 

linked to hate in both countries, 

especially in communities that 
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media analysis via 

ORA software; 

network analysis 

via centrality 

analysis; cluster 

analysis via 

Leiden algorithm 

are dense and isolated from 

others 

Mental health 

Gao et al44 April China Sina Weibo Online survey on 

Wenjuanxing platform 

from Jan 31 to Feb 2, 

2020; with 4872 Chinese 

citizens aged ≥18 years 

from 31 provinces and 

autonomous regions in 

China 

Multivariable 

logistic regression 

Social media exposure was 

frequently positively associated 

with high odds of anxiety (odds 

ratio 1.72, 95% CI 1.31–2.26) 

and combination of depression 

and anxiety (odds ratio 1.91, 

95% CI 1.52–2.41) 

Li et al45 March China Sina Weibo Sina Weibo posts from 

17,865 active Sina 

Weibo users between Jan 

13 and Jan 26, 2020 

Sentiment 

analysis; paired 

sample t-test 

Negative emotions and 

sensitivity to social risks 

increased; scores of positive 

emotions and life satisfaction 

decreased after outbreak 

declaration 

Prevention education in videos 

Hakimi and 

Armstrong46 

September USA YouTube 49 of the first 100 videos 

on YouTube with the 

most views that were 

identified by the search 

term DIY hand sanitizer; 

51 videos were excluded 

because they were not in 

Codified video 

content; assessed 

by use of Cohen's 

κ; descriptive 

statistics 

calculated; 

assessed by χ2 test 

Most videos did not describe 

labelling storage containers, 

69% (34 of 49) of videos 

encouraged the use of oils or 

perfumes to enhance hand 

sanitizer scent, and 2% (1) of 

videos promoted the use of 
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English or not related to 

the search term 

with 2-sided p 

value <0.05 as the 

threshold for 

significance 

colouring agents to be more 

attractive for use among 

children specifically; 

significantly increased mean 

number of daily calls to poison 

control centres regarding unsafe 

paediatric exposure to hand 

sanitiser since the first 

confirmed patient with COVID-

19 in the USA (p<0.001); 

significantly increased mean 

number of daily calls in March, 

2020, compared with the 

previous 2 years (p<0.001) 

Hernández-

García and 

Giménez-

Júlvez47  

June Spain YouTube 129 videos in Spanish 

with the terms 

“prevention,” 

“coronavirus,” and 

“prevention COVID19” 

Univariate 

analysis; multiple 

logistic regression 

model 

Information from YouTube in 

Spanish on basic measures to 

prevent COVID-19 is usually 

not complete and differs 

according to the type of 

authorship (i.e., mass media, 

health professionals, individual 

users, or others) 

Moon and 

Lee48 

August South 

Korea 

YouTube 105 most viewed 

YouTube videos from 

Jan 1 to April 30, 2020 

Modified 

DISCERN index; 

Journal of the 

American Medical 

Association Score 

benchmark 

criteria; Global 

Quality Score; 

37.14% (39 of 105) of videos 

contained misleading 

information; independent user-

generated videos showed the 

highest proportion of 

misleading information at 

68.09% (32 of 47); misleading 

videos had more likes, fewer 
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Title–Content 

Consistency 

Index; Medical 

Information and 

Content Index 

comments, and longer running 

times than did useful videos; 

transmission and precautionary 

measures were the most 

frequently covered content 

Ozdede and 

Peker49 

July–

August 

Turkey YouTube The top 116 English 

language videos with at 

least 300 views 

Precision indices 

and total video 

information and 

quality index 

scores were 

calculated 

High number of views on 

dentistry YouTube videos 

related to COVID-19; quality 

and usefulness of these videos 

are moderate 

Yüce et al50 July Turkey YouTube 55 English videos about 

COVID-19 control 

procedures for dental 

practices collected on 

March 31, 2020, 

between 9:00 h and 

18:00 h 

Modified 

DISCERN 

instrument; 

descriptive 

statistics 

Only two (3.6%) of 55 videos 

were good quality, whereas 24 

(43.6%) videos were poor 

quality 

Public attitudes 

Abd-Alrazaq 

et al7 

April Qatar Twitter 2.8 million English 

tweets (167,073 unique 

tweets from 160,829 

unique users) from Feb 2 

to March 15, 2020 

Word frequencies 

of single (i.e., 

unigrams) and 

double words (i.e., 

bigrams); 

sentiment 

analysis; mean 

number of 

retweets, likes, 

and followers for 

each topic; 

Identified 12 topics and 

grouped into four themes; 

average sentiment positive for 

ten topics and negative for two 

topics 
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interaction rate 

per topic; LDA 

for topic 

modelling 

Al-Rawi et al51 November Canada Twitter Over 50 million tweets 

referencing #Covid-19 

and #Covid19 for more 

than 2 months in early 

2020 

Mixed method: 

analysed emoji 

use by each 

gender category; 

the top 600 emojis 

were manually 

classified on the 

basis of their 

sentiment 

Identified five major themes in 

the analysis: morbidity fears, 

health concerns, employment 

and financial issues, praise for 

front-line workers, and unique 

gendered emoji use; most 

emojis are extremely positive 

across genders, but discussions 

by women and gender 

minorities are more negative 

than by men; when discussing 

particular topics (e.g., financial 

and employment matters, 

gratitude, and health care), there 

are many differences; use of 

several unique gender emojis to 

express specific issues (e.g., 

coffin, skull, and siren emojis 

were used more often by men 

than by other genders when 

discussing fears and morbidity, 

whereas the use of the folded 

hands emoji as a thankful 

gesture for front-line workers 

was found more often in 

discussions by women than by 
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other genders and the bank 

emoji was noted only in 

women's discussions) 

Arpaci et al52 July Turkey Twitter 43 million tweets 

between March 22 and 

March 30, 2020 

Evolutionary 

clustering analysis 

Unigram terms appear more 

frequently than bigram and 

trigram (i.e., triple words) 

terms; during the epidemic, 

many tweets about COVID-19 

were distributed and attracted 

widespread public attention; 

high-frequency words (e.g., 

death, test, spread, and 

lockdown) indicated that people 

were afraid of being infected 

and people who were infected 

were afraid of death; people 

agreed to stay at home due to 

fear of spread and called for 

physical distancing since they 

became aware of COVID-19 

Barrett et al53 August USA Twitter 188 tweets about 

Governor Dan Patrick's 

statement on March 23, 

2020, about generational 

self-sacrifice. 

Thematic analysis 90% (169 of 188) of tweets 

opposed calculated ageism, 

whereas only 5% (9) supported 

it and 5% (10) conveyed no 

position; opposition centred on 

moral critiques, political–

economic critiques, assertions 

of the worth of older adults 

(e.g., >60 years), and public 

health arguments; support 
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centred on individual 

responsibility and patriotism 

Boon-Itt and 

Skunkan54 

November Thailand Twitter 107,990 English tweets 

related to COVID-19 

between Dec 13, 2019, 

and March 9, 2020 

Sentiment 

analysis; topic 

modelling by use 

of LDA 

Sentiment analysis showed a 

predominantly negative feeling 

towards the COVID-19 

pandemic; topic modelling 

revealed three themes relating 

to COVID-19 and the outbreak: 

the COVID-19 pandemic 

emergency, how to control 

COVID-19, and reports on 

COVID-19 

Budhwani and 

Sun55 

May USA Twitter 16,535 tweets about 

Chinese virus or China 

virus between March 9 

and March 15, 2020, 

177,327 tweets between 

March 19 and March 25, 

2020 

Descriptive 

analysis; spatial 

analysis 

Nearly 10 times increase at the 

national level; all 50 states had 

an increase in the number of 

tweets exclusively mentioning 

Chinese virus or China virus 

instead of coronavirus disease, 

COVID-19, or coronavirus; 

mean 0.38 tweets referencing 

Chinese virus or China virus 

were posted per 10,000 people 

at the state level in the pre-

period (i.e., March 9–15, 2020), 

and 4·08 of these stigmatising 

tweets were posted in the post-

period (i.e., March 19–25, 

2020), also indicating a 10 

times increase 
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Chang et al56 November Taiwan 10 news 

websites, 11 

discussion 

forums, 1 

social 

network, 2 

principal 

media sharing 

networks 

1.07 million Chinese 

texts from Dec 30, 2019, 

to March 31, 2020 

Deductive 

analysis 

Online news promoted 

negativity and drove emotional 

social posts; stigmatising 

language that was linked to the 

COVID-19 pandemic showed 

an absence of civic 

responsibility that encouraged 

bias, hostility, and 

discrimination 

Chehal et al57 July India Twitter 29,554 tweets during the 

second lockdown (i.e., 

April 15–May 3, 2020); 

47,672 tweets during the 

third lockdown (May 4–

17, 2020) 

Sentiment 

analysis by use of 

the National 

Research Council 

of Canada 

Emotion Lexicon 

A positive approach in the 

second lockdown but a negative 

approach in the third lockdown 

Chen et al58 September China Sina Weibo 1,411 posts pertinent to 

COVID-19 taken from 

Healthy China, an 

official Sina Weibo 

account of the National 

Health Commission of 

China, from Jan 14 to 

March 5, 2020 

Descriptive 

analysis; 

hypothesis testing 

Media richness (i.e., potential 

information load, where low 

richness is only text and high 

richness is not only text) 

negatively predicted citizen 

participation via government 

social media, but dialogic loop 

(i.e., stimulation of public 

dialogue, provision of the 

dialogue channel, and response 

to public feedback in a timely 

manner) facilitated engagement 

Damiano and 

Allen 

Catellier59 

August USA Twitter 600 English tweets from 

the USA were selected: 

300 from February 2020, 

Frequencies; χ2 

statistics 

Neutral sentiment; tweets about 

COVID-19 risks and emotional 

outrage accounted for <50% 
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and 300 from March, 

2020 

(135 of 600); few tweets were 

related to blame 

Darling-

Hammond et 

al60 

September USA Twitter 339,063 tweets from non 

Asian respondents of the 

Project Implicit Asian 

Implicit Association Test 

from 2007–20 and were 

broken into two datasets: 

the first dataset was from 

Jan 1, 2007, to Feb 10, 

2020; the second data set 

was from Feb 11 to 

March 31, 2020 

Local polynomial 

regression; 

interrupted time-

series analyses 

Implicit Americanness Bias 

steadily decreased from 2007 to 

2020; when media entities 

began using stigmatising terms, 

such as Chinese virus, starting 

from March 8, 2020, Implicit 

Americanness Bias began to 

increase; such bias was more 

pronounced among 

conservative individuals than 

among non-conservative 

individuals 

Das and 

Dutta61  

July India Twitter 410,643 tweets with 

#IndiaLockdown and 

#IndiafightsCorona from 

March 22 to April 21, 

2020 

National Research 

Council of 

Canada lexicon 

for corpus-level 

emotion mining; 

sentimentr from 

open-source R 

software for 

sentiment analysis 

to create 

additional 

sentiment scores; 

LDA for topic 

models; Natural 

Language Toolkit 

to develop 

For the broad corpus-level 

analysis, the context of 

positiveness was substantially 

higher than were negative 

sentiments; however, positive 

sentiment trends were similar to 

negative sentiment trends in 

terms of topics covered when 

the analysis was done at 

individual tweet level; the 

results showed that the 

discussion of COVID-19 in 

India on Twitter contains 

slightly more positive 

sentiments than negative 

sentiments 
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sentiment-based 

topic models 

De Santis et 

al62 

July Italy Twitter 1,044,645 tweets A general purpose 

methodological 

framework, 

grounded on a 

biological 

metaphor and on a 

chain of NLP and 

graph analysis 

techniques 

Energy evolution through time 

was monitored; daily hot topics 

were identified (e.g., COVID-

19, Walter Ricciardi's retweet 

of an anti-Trump tweet from 

Michael Moore, Gabriele 

Gravina's argument against 

suspension of Italian football, 

increased COVID-19 cases in 

Italy, high case numbers in 

Lombardy, Italy, and an 

interview of Matteo Salvini 

about COVID-19 topics by 

Massimo Giletti) 

Dheeraj63 May–June India Reddit 868 posts related to 

COVID-19 

Fetching the 

articles: Python 

Reddit 

Application 

Programming 

Interface 

Wrapper; data 

preprocessing: 

Reddit 

Application 

Programming 

Interface and 

Natural Language 

Toolkit library 

Of 868 posts on Reddit that 

were related to COVID-19 

articles, 50% (434) were 

neutral, 22% (191) were 

positive, and 28% (243) were 

negative 
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Essam and 

Abdo64  

August Egypt Twitter 1,920,593 tweets with 

corona, coronavirus, or 

COVID-19 keywords 

from Feb 1 to April 30, 

2020 

Thematic analysis The dominant themes that were 

closely related to coronavirus 

tweets included the outbreak of 

the pandemic, metaphysics 

responses, signs and symptoms 

in confirmed cases, and 

conspiracies; the 

psycholinguistic analysis 

showed that tweeters 

maintained high amounts of 

affective talk (i.e., expression of 

feelings), which was loaded 

with negative emotions and 

sadness; Linguistic Inquiry and 

Word Count's psychological 

categories of religion and health 

dominated the Arabic tweets 

discussing the pandemic 

situation 

Yin FL et al65 March China Sina Weibo Sina Weibo posts from 

Dec 31, 2019, to Feb 7, 

2020 

Multiple-

information 

susceptible-

discussing-

immune model 

Model reproduction ratio 

declined from 1.78 to 0.97, 

showing that the peak of posts 

had passed but the topic was 

still on social media afterwards 

with a decreased number of 

posts 

Gozzi et al66 October Italy, UK, 

USA, and 

Canada 

News, 

YouTube, 

Reddit, and 

Wikipedia 

227,768 web-based news 

articles from Feb 7 to 

May 15, 2020; 13,448 

YouTube videos from 

Linear regression; 

topic modelling 

by use of LDA 

Collective attention was mainly 

driven by media coverage rather 

than epidemic progression, 

rapidly became saturated, and 
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Feb 7 to May 15, 2020; 

107,898 English user 

posts and 3,829,309 

comments on Reddit 

from Feb 15 to May 15, 

2020; 278,456,892 views 

of Wikipedia pages that 

were related to COVID-

19 from Feb 7 to May 

15, 2020 

decreased despite media 

coverage and COVID-19 

incidence remaining high; 

Reddit users were generally 

more interested in health, data 

regarding the new disease, and 

interventions needed to halt the 

spreading with respect to media 

exposure than were users of 

other platforms 

Green et al67 July USA Twitter 19,803 tweets from 

Democrats and 11,084 

tweets from Republicans 

between Jan 17 and 

March 31, 2020 

Random forest Democrats discussed the crisis 

more frequently—emphasising 

public health and direct aid to 

US workers—whereas 

Republicans placed greater 

emphasis on national unit, 

China, and businesses 

Han et al68 April China Sina Weibo 1,413,297 Sina Weibo 

messages, including 

105,330 texts with 

geographical location 

information, from 00:00 

h on Jan 9, 2020, to 

00:00 h on Feb 11, 2020 

Time series 

analysis; kernel 

density 

estimation; 

Spearman 

correlation; LDA 

model; random 

forest algorithm 

Public response was sensitive to 

the epidemic and notable social 

events, especially in urban 

agglomerations 

Jelodar et al69 June China Reddit 563,079 English 

comments related to 

COVID-19 from Reddit 

between Jan 20 and 

March 19, 2020 

Topic modelling 

by use of LDA 

and probabilistic 

latent semantic 

analysis; 

The results showed a novel 

application for NLP based on a 

long short term memory model 

to detect meaningful latent 

topics and sentiment–comment 
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sentiment 

classification by 

use of recurrent 

neural network 

classification on issues related 

to COVID-19 on social media 

Jimenez-

Sotomayor et 

al70 

April Mexico Twitter A random sample of 351 

of 18,128 tweets were 

analysed from March 12 

to March 21, 2020 

Qualitative 

content 

classification 

The most common types of 

tweets were personal opinions 

(31.9% [112 of 351]), followed 

by informative tweets (29.6% 

[104]), jokes or ridicule (14.2% 

[50]), and personal accounts 

(13.4% [47]); 72 of 351 tweets 

were most likely intended to 

ridicule or offend someone and 

21.1% (74) had content 

implying that the life of older 

adults (i.e., referred to in tweets 

as “elderly”, “older”, and 

“boomer”) was less valuable 

than that of younger people or 

downplayed the relevance of 

COVID-19 

Kim71 August South 

Korea 

Twitter 27,849 individual tweets 

about COVID-19 

between Feb 10 and Feb 

14, 2020 

27 849 individual 

tweets about 

COVID-19 

between Feb 10 

and Feb 14, 2020 

Social network size was a 

negative predictor of incivility 

Kurten and 

Beullens72 

August Belgium Twitter 373,908 tweets and 

retweets from Feb 25 to 

March 30, 2020 

Time series; 

network bigrams; 

emotion lexicon; 

LDA 

Notable COVID-19 events 

immediately increased the 

number of tweets; most topics 

focused on the need for EU 
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collaboration to tackle the 

pandemic 

Kwon et al73 October USA Twitter 259,529 unique tweets 

containing the word 

coronavirus between Jan 

23 and March 24, 2020 

Trending analysis; 

spatiotemporal 

analysis 

Early facets of physical 

distancing appeared in Los 

Angeles (CA, USA), San 

Francisco (CA, USA), and 

Seattle (WA, USA); social 

disruptiveness tweets were most 

retweeted, and intervention 

implementation tweets were 

most favourited 

Lai et al74 October USA Reddit 522 comments from an 

Ask Me Anything 

session on COVID-19 on 

March 11, 2020, from 

14:00 h to 16:00 h EST 

Content analysis The highest number of posts 

were about symptoms (27% 

[141 of 522]), followed by 

prevention (25% [131]); 

symptoms was the most 

common intended topic for 

further discussions (28% [94 of 

337]) 

Li et al75 April China Sina Weibo 115,299 Sina Weibo 

posts from Dec 23, 2019, 

to Jan 30, 2020; 11,893 

of them were collected 

from Dec 31, 2019, to 

Jan 20, 2020, for 

qualitative analysis; total 

daily cases of COVID-

19 in Wuhan, China, 

were obtained from the 

Linear regression 

model; qualitative 

content analysis 

Positive correlation between the 

number of Sina Weibo posts 

and the number of reported 

cases, with ten COVID-19 

cases per 40 posts; posts 

grouped into four themes 
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Chinese National Health 

Commission 

Li et al76 September USA Twitter 155,353 unique English 

tweets related to 

COVID-19 that were 

posted from Dec 31, 

2019, to March 13, 2020 

Content analysis Peril of COVID-19 was 

mentioned the most often, 

followed by content about 

marks (i.e., cues to identify 

members of a stigmatised 

group: flu-like symptoms, 

personal protective equipment, 

Asian origin, and health-care 

providers and essential 

workers), responsibility, and 

group labelling; information on 

conspiracy theories was more 

likely to be included in tweets 

about group labelling and 

responsibility than in tweets 

about COVID-19 peril 

Lwin et al77 May Singapore Twitter 20,325,929 tweets from 

7,033,158 unique users 

from Jan 28 to April 9, 

2020 

Sentiment 

analysis 

Public emotions shifted 

strongly from fear to anger over 

the course of the pandemic, 

while sadness and joy also 

surfaced; anger shifted from 

xenophobia at the beginning of 

the pandemic to discourse 

around the stay-at-home 

notices; sadness was 

emphasised by the topics of 

losing friends and family 

members, whereas topics that 
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were related to joy included 

words of gratitude and good 

health; emotion-driven 

collective issues around shared 

public distress experiences of 

the COVID-19 pandemic are 

developing and include large-

scale social isolation and the 

loss of human lives 

Ma et al78 July China WeChat Top 200 accounts from 

Jan 21 to Jan 27, 2020 

Simple linear 

regression; 

multiple linear 

regression; 

content analysis 

For non-medical institution 

accounts in the model, report 

and story types of articles had 

positive effects on whether 

users followed behaviours; for 

medical institution accounts, 

report and science types of 

articles had a positive effect 

Medford et al79 June USA Twitter 126,049 English tweets 

from 53 196 unique 

users with matching 

hashtags that were 

related to COVID-19 

from Jan 14 to Jan 28, 

2020 

Temporal 

analysis; 

sentiment 

analysis; topic 

modelling by use 

of LDA 

The hourly number of tweets 

that were related to COVID-19 

starkly increased from Jan 21, 

2020, onwards; fear was the 

most common emotion and was 

expressed in 49.5% (62,424 of 

126,049) of all tweets; the most 

common predominant topic was 

the economic and political 

effect 

Mohamad80 June Brunei Twitter, 

Instagram, 

and TikTok 

30 individual profiles 

from Instagram, Twitter, 

and TikTok 

Qualitative 

content analysis 

Five narratives of local 

responses to physical distancing 

practices were apparent: fear, 
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responsibility, annoyance, fun, 

and resistance 

Nguyen et al81 September USA Twitter 3,377,295 US tweets that 

were related to race from 

November 2019, to June, 

2020 

Support vector 

machine was used 

for sentiment 

analysis 

Proportion of negative tweets 

referencing Asians increased by 

68.4%; proportion of negative 

tweets referencing other racial 

or ethnic minorities was stable; 

common themes that emerged 

during the content analysis of a 

random subsample of 3,300 

tweets included: racism and 

blame, anti-racism, and effect 

on daily life 

Odlum et al82 June USA Twitter 2,558,474 Tweets from 

Jan 21 to May 3, 2020 

Clustering 

algorithm; NLP; 

network diagrams 

15 topics (in four themes) were 

identified; positive sentiments, 

cohesively encouraging online 

discussions, and behaviours for 

COVID-19 prevention were 

uniquely observed in African 

American Twitter communities 

Park et al83 May South 

Korea 

Twitter 43,832 unique users and 

78,233 relationships on 

Feb 29, 2020 

Network analysis; 

content analysis 

Spread of information was 

faster in the COVID-19 

network than in the other 

networks; tweets containing 

medically framed news articles 

were more popular than were 

tweets that included news 

articles adopting non-medical 

frames 
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Pastor84 April Philippines Twitter Tweets were collected 

on three Tuesdays in 

March 2020, since 

lockdown in Philippines 

NLP for sentiment 

analysis 

Negative sentiments increased 

over time in lockdown 

Samuel et al85 June USA Twitter 900,000 tweets from 

February to March, 2020 

Sentiment 

analysis packages; 

textual analytics; 

machine learning 

classification 

methods: Naive 

Bayes and logistic 

regression 

For short tweets, classification 

accuracy was 91% with Naive 

Bayes whereas accuracy was 

74% with logistic regression; 

both methods showed weaker 

performance for longer tweets 

Samuel et al86 August USA Twitter 293,597 tweets, 90 

variables 

Textual analytics 

to analyse public 

sentiment support; 

sentiment analysis 

by use of R 

package Syuzhet 

(version 1.0.6) 

For the reopening of the US 

economy, there was more 

positive sentiment support than 

there was negative support; 

developed a novel sentiment 

polarity based public sentiment 

scenarios framework 

Su et al87 June China and 

Italy 

Sina Weibo 

and Twitter 

850 Sina Weibo users 

with posts published 

from Jan 9 to Feb 5, 

2020; 14,269 tweets 

from 188 unique Twitter 

users from Feb 23 to 

March 21, 2020 

Wilcoxon tests Individuals focused more on 

home and expressed a high 

level of cognitive process after 

a lockdown in both Wuhan, 

China, and Lombardy, Italy; 

level of stress decreased, and 

the attention to leisure increased 

in Lombardy, Italy, after the 

lockdown; attention to group, 

religion, and emotions became 
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more prevalent in Wuhan, 

China, after the lockdown 

Thelwall and 

Thelwall88 

May UK Twitter 3,038,026 English tweets 

from March 10 to March 

23, 2020 

Word frequency 

comparison; χ2 

analysis 

Women were more likely to 

tweet about the virus in the 

context of family, physical 

distancing, and health care, 

whereas men were more likely 

to tweet about sports 

cancellations, the global spread 

of the virus, and political 

reactions 

Wang et al89 July China Sina Weibo 999,978 randomly 

selected Sina Weibo 

posts that were related to 

COVID-19 from Jan 1 to 

Feb 18, 2020 

Unsupervised 

Bidirectional 

Encoder 

Representations 

from 

Transformers 

model: classify 

sentiment 

categories; Term 

Frequency-

Inverse Document 

Frequency model: 

summarise the 

topics of posts; 

trend analysis; 

thematic analysis 

People were concerned about 

four aspects regarding COVID-

19: the virus origin, symptoms, 

production activity, and public 

health control 

Wicke and 

Bolognesi90 

September Ireland Twitter 203,756 tweets Topic modelling Although the family frame 

covers a wider portion of topics, 

among the figurative frames, 
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war (a highly conventional one) 

was the frame used most 

frequently; yet, this frame does 

not seem to be appropriate to 

elaborate the discourse around 

some aspects that are involved 

in the situation 

Xi et al91 September China Sina Weibo 188 unique topics, their 

views, and comments 

from Jan 20 to April 28, 

2020 

Thematic 

analysis; temporal 

analysis 

Six themes were identified: the 

most prominent theme was 

older people contributing to the 

community (46 [24%] of 188) 

followed by older patients 

(defined by keywords—e.g., 

“older people”, “old-aged 

people”, “grandmother”, 

“grandfather”, “old 

grandmother”, “old 

grandfather”, “old woman”, and 

“old man”) in hospitals (43 

[23%]); the theme of 

contributing to the community 

was the most dominant in the 

first phase (Jan 20–Feb 20, 

2020; period of COVID-19 

outbreak in China); the theme 

of older patients in hospitals 

was most dominant in the 

second (Feb 21–March 17, 

2020; turnover period) and third 

phase (March 18–April 28, 
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2020; post-peak period in 

China) 

Xie et al92 August China Baidu Search 

Index and 

Google 

Trends 

Number of cases by Feb 

29, 2020: 79,968 

cumulative confirmed 

cases, 41,675 cured 

cases, 2,873 dead cases 

Kendall's Tb rank 

test 

Both the Baidu Search Index 

and Google Trends indices 

showed a similar trend in a 

slightly different way; daily 

Google Trends were correlated 

to seven indicators, whereas 

daily Baidu Search Index was 

correlated to only three 

indicators; these indexes and 

rumours are statistically related 

to disease-related indicators; 

information symmetry was also 

noted 

Xue et al93 November Canada Twitter 1,015,874 tweets from 

April 12 to July 16, 2020 

LDA Nine themes about family 

violence were identified 

Yigitcanlar et 

al94 

October Australia Twitter 96,666 tweets from 

Australia in Jan 1 to May 

4, 2020 

Descriptive 

analysis; content 

analysis; 

sentiment 

analysis; spatial 

analysis 

Social media analytics is an 

efficient approach to capture 

attitudes and perceptions of the 

public during a pandemic; 

crowdsourced social media data 

can guide interventions and 

decisions of the authorities 

during a pandemic; effective 

use of government social media 

channels can help the public to 

follow the introduced measures 

and restrictions 
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Yu et al95 July Spain Twitter 22,223 tweets Topic modelling; 

network analysis 

Identified eight news frames for 

each newspaper's Twitter 

account; the entire pandemic 

development process is divided 

into three periods: precrisis, 

lockdown, and recovery period; 

understanding of how Spanish 

news media cover public health 

crises on social media platforms 

Zhao et al96 May China Sina Weibo 

and 

microblog hot 

search list 

4,056 topics from Dec 

31, 2019, to Feb 20, 

2020 

Word 

segmentation; 

word frequency; 

sentiment analysis 

The trend of public attention 

could be divided into three 

stages; the hot topic keywords 

of public attention at each stage 

were slightly different; the 

emotional tendency of the 

public towards the COVID-19 

pandemic-related hot topics 

changed from negative to 

neutral between January and 

February, 2020, with negative 

emotions weakening and 

positive emotions increasing 

overall; COVID-19 topics with 

the most public concern were 

divided into five categories: the 

situation of the new cases of 

COVID-19 and its effects, 

front-line reporting of the 

pandemic and the measures of 

prevention and control, expert 



 

45 

 

interpretation and discussion on 

the source of infection, medical 

services on the front line of the 

pandemic, and focus on the 

pandemic and the search for 

suspected cases 

Zhu et al97 July China Sina Weibo 1,858,288 microblog 

data 

LDA A so-called double peaks 

feature appeared in the search 

curve for epidemic topics; the 

topic changed over time, the 

fluctuation of topic discussion 

rate gradually decreased; 

political and economic centres 

attracted high attention on 

social media; the existence of 

the subject of rumours enabled 

people to have more 

communication and discussion 

All studies were published in 2020. LDA=latent Dirichlet allocation. NLP=natural language processing. 

Table 2-1: Summary of chosen article
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2.4.1 Social media as contagion and vector 

According to WHO, the term infodemic, a combination of information and epidemic, refers to a fast 

and widespread dissemination of both accurate and inaccurate information about an epidemic, such as 

COVID-19.99 12 articles studied infodemics that were related to COVID-19 that were circulating on 

social media platforms. Rovetta and Bhagavathula42 analysed over 2 million queries from Google 

Trends and Instagram between Feb 20 and May 6, 2020. Their findings showed that as global interest 

for COVID-19 information increased, so did its infodemic.42 Gallotti and colleagues analysed over 

100 million tweets and identified that, even before the onset of the COVID-19 pandemic, infodemics 

threatened public health, although not to the same extent.37 Pulido and colleagues sampled and 

analysed 942 tweets, which revealed that although false information had a higher number of tweets, it 

also had less retweets and lower engagement than did tweets comprising scientific evidence or factual 

statements.41 Kouzy and colleagues39 investigated the extent to which misinformation or unverifiable 

information about the COVID-19 pandemic was spread on Twitter by analysing 673 English tweets. 

Their results showed that misinformation accounted for 24.8% (153 of 617) of all serious tweets (i.e., 

not humour-related posts). Healthcare or public health accounts had the lowest amount of 

misinformation; yet still 12.3% (7 of 57) of their tweets included unverifiable information. Moscadelli 

and colleagues40 collected and reviewed 2,102 news articles that were circulated on the internet. Their 

analysis showed that fake news was shared over 2 million times, which accounted for 23.1% 

(2,352,585 of 10,184,351) of total shares between Dec 31, 2019, and April 30, 2020.40 Similarly, 

another quantitative study by Galhardi and colleagues comparing the proportion of fake news shared 

on WhatsApp, Instagram, and Facebook in Brazil showed that fake news was mainly shared on 

WhatsApp.36 A UK study by Ahmed and colleagues analysed 22,785 tweets posted by 11,333 Twitter 

users with #FilmYourHospital to identify and evaluate the source of the conspiracy theory on 

Twitter.32 Their work uncovered that ordinary people were the major driver behind the spread of 

conspiracy theories.32 Another study investigated the 5G and COVID-19 conspiracy theory that was 

circulating on Twitter with a random subsample of 233 tweets. The content analysis showed that 

34.8% (81) of tweets linked 5G and COVID-19 and 32.2% (75) condemned such theory.33 Similar 

research by Bruns and colleagues investigated 89 664 distinct Facebook posts in Australia that were 

related to this conspiracy from Jan 1 to April 12, 2020, by use of time series and network analysis.35 

The results showed that this conspiracy went viral after March 19, 2020, with unusual coalition 
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among various groups on Facebook. Islam and colleagues analysed 2,311 infodemic reports that were 

related to COVID-19 from Dec 31, 2019, to April 5, 2020, and showed that misinformation was 

mainly driven by rumours, stigma, and conspiracy theories that were circulating on various social 

media and other online platforms.38 Associations between infodemic and bot activities on social 

media are another important research direction. One study analysed 12 million tweets from the USA 

and 15 million tweets from the Philippines from March 5 to March 19, 2020, and both countries 

showed a positive relation between bot activities and rate of hate speech in communities that are 

denser and more isolated than others.43 Brennen and colleagues qualitatively analysed 96 samples of 

visuals (i.e., image or video) from January to March, 2020, and categorised misinformation into six 

trends, noting that, fortunately, there has been no involvement of artificial intelligence deepfake 

techniques (i.e., techniques used to make synthetic videos that closely resemble real videos) so far.34 

2.4.2 Social media for surveillance and monitoring 

Three themes emerged under this category: public attitudes, mental health, and detection or prediction 

of COVID-19 cases. Public attitudes and mental health are reflections regarding the public 

perceptions and mental health effects of the pandemic; detection or prediction of COVID-19 cases 

includes typical surveillance studies aiming to propose ways to detect or predict COVID-19 cases. 

48 selected articles gauged the attitudes and emotions that were expressed by social media users 

regarding the COVID-19 pandemic, mainly by use of content and sentiment analysis. Twitter 

accounted for 33 articles and Sina Weibo accounted for 8 articles. Public attitude can be further 

divided into the following sub-themes: public sentiment towards the COVID-19 pandemic and 

interventions, stigma and racism, and ageism. 

To learn about the public sentiment towards the overall COVID-19 pandemic and its interventions, 

Abd-Alrazaq and colleagues7 analysed 167,073 unique English tweets that were divided into four 

categories: origin, source, regional and global effects on people and society, and methods to reduce 

transmission of SARS-CoV-2. Tweets regarding economic loss had the highest mean number of likes, 

whereas travel bans and warnings had the lowest number of likes.7 Kwon and colleagues investigated 

259,529 English tweets in the USA, using trending and spatiotemporal analyses, and noted that tweets 

about social disruptiveness had the highest number of retweets, whereas tweets about COVID-19 

interventions had the highest number of likes.73 A content analysis of 522 Reddit comments showed 
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that the topic of symptoms accounted for 27% (141) of all comments, followed by the topic of 

prevention (25% [131]).74 Likewise, another content analysis of 155,353 unique English tweets 

showed that the most mentioned topic was “peril of COVID-19”.76 Additionally, a study that 

examined 126,049 English tweets by use of sentiment analysis and latent Dirichlet analysis for topic 

modelling showed that the most common emotion that was mentioned was fear, and the most 

common topic that was mentioned was the economic and political effects.79 Al-Rawi and colleagues 

studied emojis in over 50 million tweets and identified five primary subjects: morbidity fears, health 

concerns, employment and financial issues, praise for front-line workers, and unique gendered emoji 

use.51 Samuel and colleagues investigated 293,597 tweets with sentiment analysis and noted more 

positive emotions than negative emotions towards the US economy reopening.86 Analysing 2,558,474 

English tweets by use of clustering and network analyses, Odlum and colleagues identified that 

African Americans shared positive sentiments and encouraged virtual discussions and prevention 

behaviours.82 A study investigated gender differences in terms of topics by analysing 3,038,026 

English tweets.88 The results showed that tweets from women were more likely to be about family, 

physical distancing, and health care, whereas tweets from men were more likely to be about sports 

cancellations, pandemic severity, and politics. In Canada, Xue and colleagues analysed 1,015,874 

tweets via latent Dirichlet analysis to identify nine themes about family violence.93 In Australia, 

Yigitcanlar and colleagues analysed 96,666 tweets and identified that the public's attitude could be 

captured efficiently through social media analytics.94 One qualitative content analysis of 30 profiles 

from Instagram, Twitter, and TikTok in Brunei identified five types of attitudes towards physical 

distancing: fear, responsibility, annoyance, fun, and resistance.80 In Turkey, to show the effects of 

social media on human psychology and behaviour, Arpaci and colleagues52 used evolutionary 

clustering analysis on 43 million tweets between March 22 and March 30, 2020. The study suggested 

that high-frequency word clusters, such as death, test, spread, and lockdown denoted the public's 

underlying fear of infection and death from the virus, whereas terms such as stay home and social 

distancing corresponded to behavioural shifts.52 A study in Luzon, Philippines,84 in which sentiment 

analysis was done by use of natural language processing, showed that most Filipino Twitter users 

expressed negative emotions towards COVID-19, and the negative mood grew stronger over time in 

lockdown.84 Sentiment analysis of 107,990 English tweets uncovered that a negative feeling towards 

the COVID-19 pandemic dominated, and topic modelling showed three major themes in people's 
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concerns: the COVID-19 pandemic emergency, how to control COVID-19, and reports on COVID-

19.54 Another study analysed 373,908 Belgian tweets and retweets, which showed that the public 

relied on the EU coalition to tackle the pandemic.72 De Santis and colleagues analysed 1,044,645 

tweets to identify daily hot topics in Italy that were related to the COVID-19 pandemic and developed 

a framework for prospective research.62 One thematic analysis study of 1,920,593 Arabic tweets in 

Egypt showed that negative emotions and sadness were high in tweets showing affective discussions, 

and the dominant themes included the outbreak of the pandemic, metaphysics responses, signs and 

symptoms in confirmed cases, and conspiracism.64 In Singapore, Lwin and colleagues examined 

20,325,929 tweets using sentiment analysis and showed that public emotions shifted over time: from 

fear to anger and from sadness to gratefulness.77 Chang and colleagues examined over 1.07 million 

Chinese texts from various online sources in Taiwan using deductive analysis and identified that 

negative sentiments mainly came from online news with stigmatising language linked with the 

COVID-19 pandemic.56 In India, one study investigated 410 643 tweets via sentiment analysis and 

latent Dirichlet analysis and showed that positive emotions were overall substantially higher than 

negative sentiments, but this observation diminished at individual levels.61 Another study analysed 

29,554 tweets from the second lockdown (i.e., April 15–May 3, 2020) and 47,672 tweets from the 

third lockdown (i.e., May 4–May 17, 2020) via sentiment analysis uncovered positive attitudes 

towards the second lockdown but negative attitudes towards the third lockdown in India.57 One study 

analysed 868 posts from Reddit and noted sentiments to be 50% (434) neutral, 22% (191) positive, 

and 28% (243) negative in India.63 A study in South Korea examined 43,832 unique users and their 

relations on Twitter by use of content and network analyses and showed that tweets including medical 

news were more popular than tweets containing non-medical news.83 A study from Ireland analysed 

203,756 tweets through topic modelling and identified that war was the most frequently used frame 

for the pandemic.90 In the USA, Damiano and colleagues qualitatively analysed 600 English tweets 

and showed neutral sentiment across most tweets.59 Politics also had an essential role in shaping 

people's opinion.59 A study of 19,803 tweets from Democrats and 11,084 tweets from Republicans by 

use of random forest in the USA showed that Democrats put more emphasis on public health and 

direct aid to US workers, whereas Republicans put more emphasis on national unity, China, and 

businesses.67 Results of a study involving various online data sources from Italy, the UK, the USA, 

and Canada showed that media was the major driver of the public's attention, but attention decreased 
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with saturation of the media with news about COVID-19.66 Compared with other users, Reddit users 

focused more on health, data related to new disease, and preventative interventions. Researchers in 

Spain studied 22,223 tweets by use of topic modelling and network analysis.95 They identified eight 

frames and noted that the entire pandemic could be divided into three periods: precrisis, lockdown, 

and recovery periods. Using 563,079 English Reddit posts that were related to COVID-19, Jelodar 

and colleagues proposed a novel method to detect meaningful latent topics and sentiment–comment 

classification.69 Samuel and colleagues examined over 900,000 tweets to study the accuracy of tweet 

classifications among logistic regression and Naive Bayes methods.85 They identified that Naive 

Bayes had 91% of accuracy compared with 74% from the logistic regression model.85 

Han and colleagues analysed 1,413,297 Sina Weibo posts and observed that the public paid 

attention to information regarding the epidemic, especially in metro areas.68 Zhao and colleagues 

studied 4,056 topics from the Sina Microblog hot search list and noted that the public emotions 

shifted from negative to neutral to positive over time and that five major public concerns existed: the 

situation of the new cases of COVID-19 and its effects, front-line reporting of the pandemic and the 

measures of prevention and control, expert interpretation and discussion on the source of infection, 

medical services on the front line of the pandemic, and focus on the pandemic and the search for 

suspected cases.96 Li and colleagues75 did an observational infoveillance study with a linear 

regression model by analysing 115,299 Sina Weibo posts. The results showed that the number of Sina 

Weibo posts positively correlated with the number of reported cases of COVID-19 in Wuhan. 

Additionally, the qualitative analysis classified the topics into the following four overarching themes: 

cause of the virus, epidemiological characteristics of COVID-19, public responses, and others.75 Chen 

and colleagues examined relationships between citizen engagement through government social media 

and media richness, dialogic loop, content type, and emotion valence.58 Citizen engagement through 

government social media refers to sum of shares, likes, and comments in this study, so the higher the 

sum, the greater the citizen engagement through government social media. Media richness quantifies 

how much information that a sender transfers to a receiver via a medium and is based on the media 

richness theory (i.e., “the potential information load of communication media, emhasising the abilities 

of promoting shared meaning”).101 Dialogic loop, or dialogic communication theory, is defined as an 

approach that promotes a dialogue between a speaker and audience. According to the American 

Psychological Association, emotion valence refers to “the value associated with a stimulus, expressed 
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on a continuum from pleasant to unpleasant or from attractive to aversive”.100 For instance, happiness 

is typically considered to be pleasant valence. Chen and colleagues analysed 1,411 posts that were 

related to COVID-19 from Healthy China, an official account of the National Health Commission of 

China on Sina Weibo. Findings showed an inverse association between media richness and citizen 

engagement through government social media, indicating that posts with plain texts had higher citizen 

engagement through government social media than did posts with pictures or videos. A positive 

association between dialogic loop and citizen engagement through government social media was 

noted, as evidenced by 96% (1,355 of 1,411) of responses to these posts having hashtags and 25% 

(353 of 1,411) containing questions. In terms of media richness, when posts had both a high media 

richness and positive emotion, citizen engagement through government social media increased, 

whereas when posts had a high media richness and negative emotion, citizen engagement decreased. 

Regarding content type, when posts were related to the latest news about the pandemic, stronger 

negative emotions led to increased citizen engagement through government social media.58 Yin and 

colleagues65 proposed a new multiple-information susceptible-discussing-immune model to analyse 

the public opinion propagation of COVID-19 from Sina Weibo posts that were collected from Dec 

31, 2019, to Feb 27, 2020. The researchers reported that the reproduction rate of this proposed model 

reached 1.78 in the early stage of COVID-19 but decreased to around 0.97 and was maintained at this 

level. Such a result showed that the information on COVID-19 would continue to increase slowly in 

the future until it stabilises. However, this stability would depend on how much information is 

received on COVID-19. Wang and colleagues89 analysed 999,978 randomly selected Sina Weibo 

posts that were related to COVID-19 through an unsupervised Bidirectional Encoder Representations 

from Transformers model for sentiments and a term frequency-inverse document frequency model for 

topic modelling. The authors identified four public concerns: the virus origin, symptom, production 

activity, and public health control in China.89 Xi and colleagues examined 241 topics with their views 

and comments via thematic and temporal analysis and noted that older adults contributing to the 

community was the most frequent theme in the first phase of COVID-19 in China (i.e., Jan 20–Feb 

20, 2020).91 The theme of older patients in hospitals was most frequent in the second (i.e., Feb 21–

March 17, 2020) and third phase (i.e., March 18–April 28, 2020). Using Wilcoxon tests, Su and 

colleagues examined posts from 850 Sina Weibo users and 14,269 tweets from Italy.87 The findings 

showed that Italian people paid more attention to leisure, whereas Chinese people paid more attention 
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to the community, religion, and emotions after lockdowns. Analysing the top 200 accounts from 

WeChat via regressions and content analysis, Ma and colleagues showed that both non-medical and 

medical reports had positive effects on people's behaviours.78 Using Kendall's Tau-B rank test, Xie 

and colleagues investigated relations among the Baidu Attention Index, daily Google Trends, and 

numbers of COVID-19 cases and deaths.92 Daily Google Trends were correlated to seven indicators, 

whereas daily Baidu Search Index was correlated only to three indicators.92 Zhu and colleagues 

analysed 1,858,288 Sina Weibo posts and noted that topics changed over time but political and 

economic posts attracted greater attention than did other topics.97 

Regarding stigma and racism, Kim71 analysed 27,849 individual tweets in South Korea by use of a 

binary logistic regression to gauge network size and semantic network analysis to capture contextual 

and subjective factors. The results indicated that size of personal social network was inversely 

correlated with impolite language use. Namely, users with larger social networks were less likely to 

post uncivil messages on Twitter than were users with smaller social networks. This study suggested 

that the size of the social network influenced the language choice of social media users in their 

postings.71 Research compared public stigma before and after the introduction of the terms Chinese 

virus or China virus in 16,535 English tweets from before introduction and 177,327 tweets from after 

introduction.55 The results showed an almost 10 times increase, nationwide and statewide and in the 

USA, from 0.38 tweets posted per 10,000 people referencing the two terms before introduction to 

4.08 tweets posted per 10,000 after introduction. A similar study examined 339,063 tweets from non 

Asian respondents via local polynomial regression and interrupted time-series analysis.60 The 

findings showed that, when stigmatising terms, such as Chinese virus, were used by media (starting 

from March 8, 2020), the bias index (i.e., Implicit Americanness Bias) began to increase, and such 

bias was more profound in conservatives than in members of any other political subgroup. Nguyen 

and colleagues analysed 3,377,295 tweets that were related to race in the USA using sentiment 

analysis and uncovered a 68.4% increase in negative tweets referring to Asian people, whereas tweets 

referring to other races remained stable.81 

Regarding ageism, a study70 investigating Twitter content that was related to both COVID-19 and 

older adults analysed a random sample of 351 English tweets. 21.1% (74) of the tweets implied 

diminished regard for older adults by downplaying or dismissing concerns over the high fatality of 
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COVID-19 in this population.70 Similar research examined 188 tweets via thematic analysis and 

showed that 90% (169) of tweets opposed ageism, whereas 5% (9) of tweets favoured ageism, and 

5% (10) of tweets were neutral.53 

Two of 81 reviewed studies, both based in China, focused on assessing the mental health of social 

media users.44,  45 A cross-sectional study44 investigated the relationship between anxiety and social 

media exposure, which is theoretically defined as “the extent to which audience members have 

encountered specific messages”.102 The researchers distributed an online survey based on the Chinese 

version of WHO-Five Well-Being Index for depression and the Chinese version of Generalized 

Anxiety Disorder Scale for anxiety. Respondents included 4,872 Chinese citizens aged 18 years and 

older from 31 provinces and autonomous regions in China. After controlling for all covariates through 

a multivariable logistic regression, the study showed that frequent social media exposure increased 

the odds ratio of anxiety, showing that frequent social media exposure is potentially contributing to 

mental health problems during the COVID-19 outbreak.44 To explore how people's mental health was 

influenced by COVID-19, Li and colleagues45 analysed posts from 17,865 active Sina Weibo users to 

compare sentiments before and after declaration of COVID-19 outbreak by the National Health 

Commission in China on Jan 20, 2020. The researchers identified increased negative sentiments, 

including anxiety, depression, and indignation, after the declaration and decreased positive sentiments 

expressed in the Oxford happiness score. Additionally, cognitive indicators showed increased 

sensitivity to social risks but decreased life satisfaction after the declaration.45 

Six of 81 studies investigated the detection or prediction of COVID-19 outbreaks with social media 

data. Qin and colleagues22 attempted to predict the number of newly suspected or confirmed COVID-

19 cases by collecting social media search indexes for symptoms (e.g., dry cough, fever, and chest 

distress), coronavirus, and pneumonia. The data were analysed by use of subset selection, forward 

selection, lasso regression, ridge regression, and elastic net. Results showed that the optimal model 

was constructed via the subset selection. The lagged social media search indexes were a predictor of 

new suspected COVID-19 cases and could be detected 6–9 days before confirmation of new cases.22 

To evaluate the possibility of early prediction of COVID-19 cases via internet searches and social 

media data, Li and colleagues17 used the keywords coronavirus and pneumonia to retrieve 

corresponding trend data from Google Trends, Baidu Search Index, and Sina Weibo Index. By use of 
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the lag correlation, the results showed that the correlation between trend data with the keyword 

coronavirus and number of laboratory-confirmed cases was highest 8–12 days before increase in 

confirmed COVID-19 cases in the three platforms. Similarly, the correlation between trend data for 

the keyword coronavirus and new suspected COVID-19 cases was highest 6–8 days before increase 

in new suspected cases. The correlation between trend data for the keyword pneumonia and new 

suspected cases was highest 8–10 days before increase in new suspected COVID-19 cases across the 

three platforms.17 Peng and colleagues studied 1,200 Sina Weibo records using spatiotemporal 

analysis, kernel density analysis, and ordinary least square regression and noted that scattered 

infection, community spread, and full-scale outbreak were three phases of early COVID-19 

transmission in Wuhan, China.21 Older people are at high risk of severe COVID-19 and accounted for 

over 50% of help seeking on Sina Weibo. To identify COVID-19 patients with poor prognosis, Liu 

and colleagues analysed Sina Weibo messages from 599 patients along with telephone follow-ups.18 

The findings suggested risk factors involving older age, diffuse distribution of pneumonia, and 

hypoxaemia. A regression study analysed Google Trends searches, Wikipedia page views, and tweets 

and showed that current Wikipedia page views, tweets from a week before, and Google Trends 

searches from two weeks before can be used to model the number of COVID-19 cases. To model the 

number of deaths, all three variables should be one week earlier than for cases.19 

2.4.3 Social media as disease control 

To inoculate the public against misinformation, public health organisations and governments should 

create and spread accurate information on social media because social media has had an increasingly 

important role in policy announcement and health education. Six of 81 articles were categorised as 

government responses because they examined how government messages and health education 

material were generated and consumed on social media platforms. Two studies analysed data from 

Sina Weibo,23,  27 and the other four studies analysed data from Twitter.28,  29,  30,  31 

Zhu and colleagues23 measured the attention of Chinese netizens—i.e., citizen of the net—to 

COVID-19 by analysing 1,101 Sina Weibo posts. They noted that Chinese netizens paid little 

attention to the disease until the Chinese Government acknowledged and declared the COVID-19 

outbreak on Jan 20, 2020. Since then, high levels of social media traffic occurred when Wuhan, 

China, began its quarantine (Jan 23–Jan 24, 2020), during a Red Cross Society of China scandal (Feb 
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1, 2020), and following the death of Li Wenliang (Feb 6–Feb 7, 2020).23 Li and colleagues27 collected 

36,746 Sina Weibo posts to identify and categorise the situational information using support vector 

machines, Naive Bayes, and random forest as well as features in predicting the number of reports 

using linear regression. Except for posts that were categorised as counter rumours (i.e., used to 

oppose rumours), they identified that the higher the word count, the more reposts there were. 

Likewise, posts from unverified users had more reposts for all categories than did posts from verified 

users, excluding the counter rumours. For counter rumours, reposts increased with the number of 

followers and if the followers were from urban areas.27 A qualitative content analysis was done to 

investigate how G7 leaders used Twitter for matters concerning the COVID-19 pandemic by 

collecting 203 tweets.29 The findings showed that 166 of 203 tweets were informative, 48 tweets were 

linked to official government resources, 19 (9.4%) tweets were morale-boosting, and 14 (6.9%) 

tweets were political.29 To assess the political partisan polarisation in Canada regarding COVID-19, 

Merkley and colleagues28 randomly sampled 1,260 tweets from the social media of 292 federal 

members of parliament and collected 87 Google Trends for the search term coronavirus. 2,499 

Canadian respondents aged 18 years and above were also surveyed. The results showed that, 

regardless of party affiliation, members of parliament emphasised the importance of measures for 

physical distancing and proper hand-hygiene practices to cope with the COVID-19 pandemic, without 

tweets exaggerating concerns or misinformation about COVID-19. Search interest in COVID-19 

among municipalities was strongly determined by socioeconomic and urban factors rather than 

Conservative Party vote share.28 Sutton and colleagues studied 149,335 tweets from public health, 

emergency management, and elected officials and observed that the underlying emotion of messages 

changed positively and negatively over time.30 Wang and colleagues investigated 13,598 tweets that 

were related to COVID-19 via temporal and network analyses.31 They categorised 16 types of 

messages and identified inconsistent and incongruent messages expressed in four crucial prevention 

topics: mask wearing, risk assessments, stay at home order, and disinfectants or sanitizers. 

Eight chosen studies investigated the quality (i.e., the number of recommended prevention 

behaviours that were covered in the videos—e.g., wearing a facemask, washing hands, physical 

distancing, etc.) of YouTube videos with COVID-19 prevention information. Basch and colleagues24 

did a cross-sectional study and retrieved the top 100 YouTube videos with the most views that were 

uploaded in January 2020, with the keyword of coronavirus in English, with English subtitles, or in 
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Spanish. These 100 videos generated over 125 million views in total. However, fewer than 33 videos 

included any of the seven key prevention behaviours that are recommended by the US Centers for 

Disease Control and Prevention.24 A follow-up study with the same criteria and a successive sampling 

design gathered the top 100 YouTube videos that were most viewed in January and March, 2020.25 

Findings showed that, in total, the January sample generated over 125 million views, and the March 

sample had over 355 million views. Yet, fewer than 50 videos in either sample contained any of the 

prevention behaviours that are recommended by the US Centers for Disease Control and Prevention.25 

Additionally, a study investigated the top 100 YouTube videos about do-it-yourself hand sanitizer 

with the most views and showed that the average number of daily calls about paediatric poisoning 

increased substantially in March 2020, compared with the previous 2 years.46 

To analyse the information quality on YouTube about the COVID-19 pandemic and to compare the 

contents in English and Chinese Mandarin videos, Khatri and colleagues26 collected 150 videos with 

the keywords 2019 novel coronavirus and Wuhan virus in English and Mandarin. The DISCERN 

score and the medical information and content index were calculated as a reliable way to measure the 

quality of health information. The mean DISCERN score for reliability was low: 3.12 of 5.00 for 

English videos and 3.25 for Mandarin videos. The mean cumulative medical information and content 

index score of useful videos was also undesirable: 6.71 of 25.00 for English videos and 6.28 for 

Mandarin videos.26 In Spain, a similar study of 129 videos in Spanish identified that information in 

videos about preventing COVID-19 was usually incomplete and differed according to the type of 

authorship (i.e., mass media, health professionals, individual users, and others).47 Likewise, one study 

in South Korea noted that misleading videos accounted for 37.14% (39 of 105) of most-viewed 

videos and had more likes, fewer comments, and longer viewing times than did useful videos.48 Two 

studies in Turkey investigated the quality of YouTube videos regarding COVID-19 information in 

dentistry.49,  50 One of these studies analysed the top 116 English videos with at least 300 views and 

showed moderate quality and useful information from these videos.49 The other study, however, 

showed poor quality for 24 of 55 (43.6%) English videos, whereas good quality accounted for only 2 

(3.6%) videos.50 

Table 2-2 has summarised general findings and identified research gaps of each theme. It is 

acknowledged that except the “public attitudes” and “infodemics” themes, the other four themes 
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together have accounted for 21, or 26%, of the 81 reviewed articles. Therefore, the other themes 

naturally need to be investigated further in the future. 

Themes Overall Findings Overall Gaps 

Public attitudes • Sentiment analysis and topic 

modelling have been commonly 

applied to investigate people’s 

attitudes towards COVID-19 related 

events on social media. 

• Qualitative analyses, such as content 

analysis and thematic analysis, have 

also been widely used for similar 

purposes. 

• Twitter and Weibo are the mostly 

investigated social media platform. 

• Other social media platforms 

also need to be investigated. 

• Limited studies have applied 

theories in understanding public 

attitudes. 

• Public attitudes or sentiments 

have not been incorporated into 

many intervention studies to 

decide if an intervention is 

effective. 

Mental health • Social media data from Weibo can be 

useful to detect mental health issues 

at the population level. 

• More studies are needed to use 

different social media data 

when investigating mental 

health issues.  

Detection or 

prediction of 

COVID-19 

cases 

• Various methods, from statistical 

correlations to more advanced 

machine learning techniques, have 

been used to forecast or predict the 

number of COVID-19 cases by 

incorporating social media data. 

• Real-time surveillance that 

incorporates various social 

media data and other data are 

needed. 

• Machine learning techniques 

need large amount of data, 

which can be a disadvantage in 
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early pandemic or infectious 

disease outbreaks. 

Government 

responses 

• Studies have shown people’s 

reactions to government responses to 

the COVID-19 pandemic. 

• Researchers think timely government 

responses is critical, but more studies 

are needed. 

• More research is needed to 

investigate how efficient and 

effective these official 

responses can lead to public 

belief or behavioural changes. 

• There is a need to compare 

impacts of infodemics with that 

of government responses. 

Information 

quality 

• Low information quality found in 

COVID-19 education or prevention 

YouTube videos. 

• Videos on other social media 

platforms need to be 

investigated. 

Infodemics • COVID-19 related information has 

substantially increased, but 

information quality has not been 

consistent. 

• Health misinformation have appeared 

less on health organization official 

accounts, but some of them still have 

shared unverified information. 

• Fake news, conspiracies, and other 

misinformation have been shared 

widely on social media regardless of 

physical boarders. 

• More research is needed to 

understand how misinformation 

can undermine public health 

preventions. 

• More studies are needed to 

investigate how bots on social 

media have played in sharing 

misinformation. 

Table 2-2 Summaries of findings and research gaps identified in each theme 
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2.5 Discussion 

Studies on social media data showed our attitudes and mental state to some extent during the COVID-

19 crisis. These studies also showed how we generated, consumed, and propagated information on 

social media platforms when facing the rapid spread of the SARS-CoV-2 and extraordinary measures 

for the containment. In our Review, public attitudes accounted for nearly 59% (48 of 81) of the 

reviewed articles. In terms of social media platforms, 56% (45 of 81) of the chosen articles used data 

from Twitter, followed by Sina Weibo (20% [16 of 81]). Machine learning analyses, such as latent 

Dirichlet analysis and random forest, were applied in research that studied public attitudes. 

We identified six themes on the basis of our modified SPHERE framework, including infodemics, 

public attitudes, mental health, detection or prediction of COVID-19 cases, government responses to 

the pandemic, and quality of prevention education videos. However, a common limitation in all 

chosen studies on social media data is the comparison of data due to differences in quality, such as 

formats, metrics, or even the definition of common variables (e.g., the amount of time required for a 

post to be on an individual’s screen to be counted as a view). For instance, the definition of a view on 

one social media platform is likely to be different from another. Besides, not every social media 

platform offers accessible data, like Twitter and Sina Weibo. To address these challenges, the selected 

studies have controlled for many factors, including social media platforms, languages, locations, time, 

misspellings, keywords, or hashtags. However, such search strategies resulted in many study 

limitations, such as non-representative sample sizes, selection bias, cross-sectional study design, or 

retrospective study design. We also observed that, given the large amount of available data, most 

studies across all domains sampled small data size for analyses, except for four studies under the 

theme of public attitudes that analysed over one million posts via machine learning methods. 

Additionally, data from Twitter and Sina Weibo accounted for over 70% (59 of 81) of our selected 

studies. Research examining other social media platforms, including Facebook, Instagram, TikTok, 

Snapchat, and WhatsApp, is scarce due to barriers of data availability and accessibility. We also 

identified future research topics that are needed for each category during the COVID-19 pandemic as 

shown in Table 2-2. From an infodemics perspective, additional research is needed to investigate how 

misinformation, rumours, and fake news (e.g., anti-mask wearing reports) undermine preventions and 

compromise public health, although social media companies, such as Twitter and Facebook, have 
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started to remove accounts that are based on misinformation. Bot posts are another topic to be 

addressed and studies evaluating effective counter-infodemic interventions are also needed. 

Articles regarding public attitudes towards the COVID-19 pandemic have shown sentiments that 

shifted over time. Yet, this theme can be a useful indicator when evaluating interventions, such as 

physical distancing and wearing masks, that aim to reduce the risk of COVID-19 infection. However, 

public sentiments had not been incorporated into many intervention studies by the time that we did 

this Review. When a disease, such as COVID-19, starts spreading and causing negative sentiments, 

timely, proper, and effective risk communication is needed to help ease people's anxiety or negative 

attitudes regarding the COVID-19 pandemic, especially through social media. 

Mental health is another issue that requires further investigation. Our chosen studies did not 

address mental health issues on the basis of age, as symptoms and interventions tend to vary with age. 

Public health measures, such as physical distancing, that were implemented in the COVID-19 

pandemic exacerbated risk factors and adverse health behaviours at the individual and population 

levels. Studies showed that social media data were useful to detect mental health issues at the 

population level. Due to the early outbreak of COVID-19 and the prevalence of social media use 

(e.g., Sina Weibo and WeChat) in China, two studies reported increased issues of mental health 

among the Chinese population.44,  45 A similar trend of deteriorating mental health could happen in 

other regions. At the time of writing, British Columbia has recorded the highest number of overdose 

deaths in Canada (May 2020).103 

In terms of the surveillance of the COVID-19 pandemic, six chosen studies showed methods to 

detect or predict the number of COVID-19 cases by use of social media data. According to our 

Review, unlike other infectious diseases, such as influenza and malaria, COVID-19 has not had real-

time monitoring surveillance developed with social media data. It is possible that the pandemic has 

evolved so rapidly that finding COVID-19 vaccinations or therapies has been prioritised over real-

time monitoring surveillance with social media. Besides, scarcity of accurate and reliable data sources 

might discourage the development of the COVID-19 real-time surveillance. Moreover, whether 

COVID-19 is a one-time event or will become seasonal, like influenza, is unknown. If COVID-19 

becomes seasonal, then it might be meaningful and useful to establish a real-time model to monitor 

the disease by use of social media data. 
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Government responses that were distributed via social media have been increasingly crucial in 

combating infodemics and promoting accurate and reliable information for the public. However, little 

has been studied about how efficient and effective these official responses are at leading to public 

belief or behavioural changes. It also remained unknown whether government posts would reach 

greater numbers of social media users or have greater effects on them than would infodemics. 

YouTube has served as one of the major platforms to spread information concerning the control of 

COVID-19. Nonetheless, our chosen studies showed that most YouTube videos were of undesirable 

quality because they contained few recommended preventions from governments or public health 

organisations. The undesirable quality is a worrisome observation if accurate and reliable videos and 

other types of information are not created and disseminated in a timely manner. Therefore, videos, 

especially from public health authorities, should include accurate and reliable medical and scientific 

information and use relevant hashtags to reach a large audience, generate a high number of views, and 

increase responses. Moreover, our selected studies were limited to YouTube videos only. 

Additionally, a substantial proportion of the studies were done using Sina Weibo, which, although 

used by many people, is exclusive to China and might lead to an over-representation of a single 

country in this Review. 

In summary, although our Review has limitations that are embedded from the chosen studies, we 

recognised six themes that have been studied so far and identified future research directions. Our 

adopted framework can serve as a fundamental and flexible guideline when studying social media and 

epidemiology. 

2.6 Conclusion 

Our Review identified various topics, themes, and methodological approaches in studies on social 

media and COVID-19. Among the six identified themes, public attitudes comprised most of the 

articles. Among the selected studies, Twitter was the leading social media platform, followed by Sina 

Weibo. Few studies included machine learning methods, whereas most studies used traditional 

statistical methods. Unlike influenza, we were not able to find studies documenting real-time 

surveillance that was developed with social media data on COVID-19. Our Review also identified 

studies that were related to COVID-19 on infodemics, mental health, and prediction. For COVID-19, 

accurate and reliable information through social media platforms can have a crucial role in tackling 
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infodemics, misinformation, and rumours. Additionally, real-time surveillance from social media 

about COVID-19 can be an important tool in the armamentarium of interventions by public health 

agencies and organisations. 
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Chapter 3: Proposing a conceptual framework: social media 

infodemic listening (SoMeIL) for public health behaviours 

Status: Currently under journal review. 

Authors: Shu-Feng Tsao, Helen Chen, Samantha B. Meyer, Zahid A. Butt 

The COVID-19 pandemic brought with it an unprecedented surge in the use of social media platforms 

as sources of information and communication. The rapid dissemination of information and 

misinformation on these social media platforms has created a unique challenge for researchers 

seeking to understand the impact of social media on public attitudes and the emergence of infodemics 

during the early stages of the pandemic. As the scoping review (Study I, Chapter 2) has shown, two 

predominant themes—public attitudes and infodemics—accounted for 60 out of 81 articles or 74% of 

the reviewed articles. This has me interested in investigating further in these two themes. 

For the 48 articles related to the public attitudes, during the early stages of the COVID-19 

pandemic, social media became a central platform for individuals to express their attitudes, fears, and 

concerns. Public attitudes were shaped by the constant flow of information and misinformation on 

platforms like Twitter, Facebook, and Instagram. Researchers recognized the significance of 

analyzing social media data to gain insights into these evolving public attitudes. Researchers have 

employed various methods, including sentiment analysis, content analysis, and topic modelling, to 

explore how social media data could be leveraged to gauge public sentiment, track shifts in attitudes, 

and identify influential voices within online communities. These studies have provided valuable 

insights into the evolving perceptions of COVID-19 among the public, shedding light on topics such 

as mask-wearing, social distancing, and vaccine hesitancy. However, a critical observation emerged 

during the review process: the limited integration of established communication and behavioral 

theories in these studies. Although some research drew on theories from these domains, such as the 

Health Belief Model or the Theory of Planned Behavior, their application often fell short of capturing 

the complexity of the modern information ecosystem intertwined with both online and offline 

channels. As a result, it has been challenging to provide comprehensive explanations for the observed 

changes in public attitudes. 
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Similarly, the emergence of infodemics, defined as the rapid spread of false or misleading health 

information, became a prominent concern during the early days of the COVID-19 pandemic. Social 

media platforms served as breeding grounds for the dissemination of inaccurate information, 

conspiracy theories, and unsubstantiated claims related to the COVID-19 virus. This phenomenon 

presented a unique research opportunity and challenge: understanding how infodemics on social 

media impact public health behavior. The scoping review has identified 12 relevant manuscripts 

focused on health infodemics during the COVID-19 pandemic. Scholars has used a variety of 

methodologies to track the spread of misinformation and identify influential sources. These studies 

offered valuable insights into the mechanisms driving the spread of health-related misinformation on 

social media platforms. However, a recurring issue emerged during the review: the limited application 

of existing communication and behavioral theories in the context of health infodemics. Although 

some studies acknowledged the relevance of theories such as the Extended Parallel Process Model 

(also known as Fear Appeals), these theories often fell short in capturing the dynamic and 

multifaceted nature of infodemics in the digital age. Therefore, researchers faced challenges in 

constructing comprehensive theoretical frameworks to guide their investigations. 

Building upon the foundation of the scoping review, a pressing research question emerged: Are 

there existing theories that adequately address people's health behaviors using social media data? To 

answer this question, this study has two objectives: (1) to survey existing theories and identify 

limitations and gaps, and (2) to propose a conceptual framework that can address identified gaps. This 

chapter begins with the abstract of the study, followed by the full-text manuscript. 

3.1 Abstract 

Existing communications and behavioural theories have been adopted to address health infodemics. 

Although various theories and models have been used to investigate the COVID-19 pandemic, there 

is no framework specially designed for social listening studies using social media data and natural 

language processing techniques. This study aimed to propose a novel yet theory-based conceptual 

framework for infodemiological research. We collected theories and models used in COVID-19 

related studies published in peer-reviewed journals. The theories and models ranged from health 

behaviours, communications, to infodemics. They are analysed and critiqued for their components, 

followed by proposing a conceptual framework with a demonstration. We reviewed Health Belief 
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Model, Theory of Planned Behaviour/Reasoned Action, Communication for Behavioural Impact, 

Transtheoretical Model, Uses and Gratifications Theory, Social Judgment Theory, Risk Information 

Seeking and Processing Model, Behavioural and Social Drivers, and Hype Loop. Accordingly, we 

proposed our ‘Social Media Listening for Public Health Behaviour’ Conceptual Framework by not 

only integrating important attributes of existing theories, but also adding new attributes. The proposed 

conceptual framework was demonstrated in the Freedom Convoy social media listening. The 

proposed conceptual framework can be used to better understand public discourse on social media, 

and it can be integrated with other data analyses to gather a more comprehensive picture. The 

framework will continue to be revised and adopted as health infodemics evolve. 

Keywords: infodemic; social media; conceptual framework; social listening; machine learning; 

natural language processing 

3.2 Introduction 

The World Health Organization (WHO) has consistently reiterated the widespread and multifaced 

nature of health infodemics and their harmful consequences throughout the pandemic.1 The WHO 

initiated and hosted infodemic conferences and trainings since early 2020 to address increasingly 

complex health infodemics.1, 2, 3 The WHO’s technical consultation has led to a framework to manage 

infodemics.3 Another framework that categorizes research agenda for infodemic management was 

developed from the first WHO’s infodemic conference.2 Before infodemics can be managed, it is 

necessary to measure and understand them. Over the course of the COVID-19 pandemic, recent 

systematic reviews have shown that health infodemics, especially health misinformation, have been 

prevalent and far-reaching on social media before and during the pandemic.4, 5, 6 Depending on social 

media platforms, health misinformation can account for less than 1% to almost 30% of user-generated 

contents.4 Vaccine hesitancy fuelled by health misinformation has accounted for over 30% of the 

studies included in the systematic reviews.5, 6 However, given researchers from diverse backgrounds 

with different expertise, it is unsurprising that various theories have been used to guide studies of 

health infodemics.7 Different theories have suggested inconclusive predictors, mediators, and 

moderators, but scholars have constantly regarded behavioural intentions or behaviours as ultimate 

outcomes, yet their measurements have varied.7 Additionally, further research is needed to understand 

how online infodemics have influenced offline behavioural intentions or behaviours.2 The WHO has 
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repeatedly called for multidisciplinary collaborations since professionals in communications, 

neuroscience, and digital marketing have long studied how social media have manipulated people’s 

behaviours.1, 8 

With the advancement in natural language processing (NLP), infodemiological research applying 

different NLP techniques to analyze social media data to understand public discourse—called social 

listening—has exponentiated. For example, the WHO has developed and deployed a “Early AI-

supported Response with Social Listening” (EARS) platform to identify emerging information voids 

following WHO’s terminologies.9, 10 Nonetheless, existing social listening tools, given their 

marketing-driven designs, need great customizations to meet the needs for infodemic social listening 

like the EARS platform. 9, 10 In a public health crisis, health professionals need a tool that can 

efficiently harness and analyse tremendous amounts of online data to understand the public 

discussions in timely manners since qualitative analysis is time-consuming. Latest NLP techniques, 

including but not limited to topic modelling, sentiment analysis, and stance detection, have been used 

in infodemic social listening.11, 12, 13 Although improvements are still needed to decrease 

misclassifications in these supervised and unsupervised NLP techniques, their accuracies have been 

acceptable so far. These NLP techniques are commonly used as a screening layer to quickly 

understand public discourse at a superficial level, followed by qualitative analysis to make sense, 

enhance understanding, or identify information voids from the conversations. Such integrated social 

listening, on average, can be done on a weekly basis, along with other data sources.14 

It is understandable that, in the beginning of the COVID-19 pandemic and infodemic, researchers 

agreed to adapting existing health theories, such as the health belief model (HBM) and social 

cognitive theory (SCT), and social-ecological model (SEM), and tools to overcome challenges in 

generating new tools given limited resources.2, 3 Although these health theories have been long 

established, most of them are developed before the existence of social media.8 Ubiquitous social 

media has changed how people consume and behave upon online health information for better or 

worse.8 Dr. Schillinger et al.’s Social media and Public Health Epidemic and Response (SPHERE) 

model15 and Dr. Aral’s Hype Loop8 have demonstrated that social media have both perils and merits. 

That is, social media can help people make informed decisions while spreading harmful misleading 
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information.8, 15 The WHO has recommended that social listening for infodemic management should 

be incorporated into future pandemic preparedness.1, 3 

During the pandemic, social listening has mostly been reactive than proactive. Health professionals 

and public health organizations were rushed to debunk misinformation while competing for people’s 

attention to urge people to follow evidence-based preventive behaviours during uncertainties.16, 17 

Although many lessons have been learned regarding health infodemics using existing theories and 

tools, there is a need to carry out social listening in a systematic way based on a novel theoretical 

framework for health researchers. Except Dr. Aral’s Hype Loop,8 there are limitations in current 

theories or frameworks developed before the existence of social media. Therefore, the objective of 

this paper was to propose a conceptual framework that helps monitor public discourse on social media 

and behaviours for future infodemiological research and possible utility of the proposed conceptual 

framework. 

3.3 Methods 

Borsboom, et al.’s theory construction methodology (TCM)18 was adapted to help develop a 

conceptual framework. According to TCM,18 there are five steps: (1) identification of relevant 

phenomena, (2) development of a proto theory, (3) formation of a formal model, (4) adequacy 

evaluation of the formal model, and (5) assessment of overall worth of the formal model.18 Firstly, we 

identified health infodemics on social media as a phenomenon of interest since we were especially 

interested in how online information on social media has influenced people’s behavioral intentions or 

behaviors in a public health emergency. Next, we conducted a theory synthesis19 to develop a 

conceptual framework as the TCM’s second and third steps were combined. We searched PubMed, 

Scopus, PsycINFO, and Google Scholar for theories used in reviews and original research papers 

written in English published in peer-reviewed journals from December 2020 to December 2022. 

Keywords included “social media” “online discussion,” “public discourse,” “behaviour,” “intention,” 

“attitude,” “perception,” “theory,” “model,” “framework” and their synonyms, but explicitly excluded 

“conspiracy theory” in the search. Reviews were prioritized for extractions and reading because 

certain theories have been commonly used in the COVID-19 related studies in health behavioral 

science, communications, and infodemic management. We included theories with outcomes as health 

behavioral intentions or behaviors at individual level and beyond. The search for relevant theories in 
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this process was non-exhaustive, but the results were representative of the health infodemic research 

conducted thus far. A total of 13 theories are included for Walker and Avant’s theory synthesis.19 

After the conceptual framework was formulated, a demonstration was conducted to check and 

evaluate the overall conceptual framework to meet the last two steps in the TCM.18 

3.4 Results 

3.4.1 Synthesis of Theories 

Table 3-1 shows the thirteen theories included in this study. As expected, the health belief model 

(HBM) has been widely employed since one systematic review reported that HBM was used in 126 

quantitative studies about the COVID-19 Vaccine Hesitancy over two years.20 It is also expected that 

some existing theories were combined or adopted by researchers to investigate complex and 

multifaceted health infodemics in various studies. For example, the theory of planned behaviour 

(TPB) itself is an extension of the theory of reasoned action (TRA).21 Additionally, TPB was 

combined with the heuristic systematic model (HSM) to create the risk information seeking and 

processing model (RISP),22, 23 or integrated with the uses and gratifications theory to investigate 

information-sharing behaviours.24 Furthermore, Scannell et al.25 weaved the social judgement theory, 

elaboration likelihood model of persuasion (ELM), and extended parallel process model (EPPM) to 

understand how persuasive COVID-19 vaccine (mis)information was to convince people, implicitly 

affecting their behaviours.25 Overall, it has demonstrated that a theoretical approach may no longer be 

sufficient to address the complexity of health infodemics. 

Theory/Model Focus Constructs 

Behavioral and Social Drivers Behavior Confidence, Motivation, and Behavior 

Capability, Opportunity and 

Motivation lead to Behavior 

Behavior Capability, Opportunity, Motivation, and 

Behavior 

Elaboration Likelihood Model Attitude or 

Behavior 

Motivation, Ability, and Opportunity to decide 

Central route or Peripheral route 
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Extended Parallel Process 

Model 

Behavior Threat and Efficacy 

Health Belief Model Behavior Perceived susceptibility, Perceived severity, 

Perceived benefits, Perceived barriers, 

Modifying variables, Cues to action, and Self-

efficacy 

Risk Information Seeking and 

Processing Model 

Attitude or 

Behavior 

Combine both theory of planned behaviour and 

heuristic systematic model 

Social Cognitive Theory Behavior Behavioral capability, Observational Learning, 

Reinforcements, Expectations, Self-efficacy, 

and Reciprocal Determinism 

Social Judgment Theory Attitude Latitude of Acceptance, Latitude of Non-

commitment, and Latitude of Rejection 

The Hype Loop Behavior Consume, Act, Sense, and Suggest 

Theory of Planned Behavior Behavior Attitudes, Subjective norm, Perceived 

behavioral control, Behavioral intention, and 

Behavior 

Theory of Reasoned Action Behavior Attitudes, Subjective norm, Behavioral 

intention, and Behavior 

Transtheoretical Model Behavior Precontemplation, Contemplation, Preparation, 

Action, Maintenance, and Termination 

Uses and Gratifications 

Theory 

Behavior Cognitive need, Affective need, Personal 

integrative need, Social integrative, and 

Tension release need 

Table 3-1 Theories and models used in health infodemic research in the context of the COVID-19 

pandemic. 



 

80 

 

Of these theories, several factors across theories have repeatedly been shown to affect the outcome 

(i.e., behaviour). Although they are described in different terms, they can be used interchangeably in 

most contexts. For instance, the “self-efficacy” in HBM and social cognitive theory (SCT) has shared 

a similar meaning with “confidence” in the behavioral and social drivers (BeSD) of vaccination, 

“perceived behavioral control” in TPB, and “efficacy” in EPPM. If the meaning is extended further, it 

can also represent “capability” in the model of capability, opportunity, and motivation lead to 

behavior (COM-B), “ability” in ELM, “behavioral capability” in SCT, “Act” in the Hyper Loop, and 

“behavioral intention” in TPB/TRA, and the Transtheoretical Model. Another group of terms—

altitude, perceptions, and motivation—can also share comparable meanings, although they have 

different definitions in a dictionary. Five of the thirteen theories include “attitude,” another three 

theories consist of “motivation,” and the other two theories involve perceived variables that are 

associated with the outcome. In general, these words have suggested people’s views in consistent or 

in contrast to given health information. These terms have also suggested that there are gaps between 

“self-efficacy’ and “(cap)ability,” “perception” and “reality,” or “subjectivity” and “objectivity.” 

However, it can be challenging to distinguish them because they shape each other. That is, “I believe 

I can do it this time (i.e., subjective self-efficacy or perception) because I did it before (i.e., an 

objective real action). Now I get it done (i.e., objective real action), so I know I will be able to do it 

next time (i.e., subjective self-efficacy or perception), with or without extra preparation or practice.” 

It becomes greatly interrelated and thus these two may no longer be discernible, or it is too difficult to 

measure them separately. Similarly, attitudes and perceptions may be indistinguishable as they both 

imply motivations or intentions for behavioral uptake or changes. 

Although almost all theories focus on individual behaviors, factors beyond individuals are also 

important to be considered and yet these social determinant factors can be difficult to measure or 

imprecise based on self-reported measurements.26-32 However, existing models, such as HBM, SCT, 

and BeSD, can incorporate variables beyond personal levels to infer the outcome. Nonetheless, unlike 

EPPM, these behavioral models don’t explicitly measure emotional variables, although they might be 

inferred in variables related to self-efficacy, perceptions, or subjective norms. One of implicit 

assumptions in these theories is that people can logically determine and behave to mitigate risks if 

they perceive greater threats or susceptibility to themselves. According to latest infodemic and social 

media research,8, 9, 33 unfortunately, behaviors may not be completely driven by rational reasoning; 
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otherwise, panic buying during the COVID-19 pandemic is not supposed to happen.34 Prior studies 

have evidently shown how social media, given their artificial algorithm designs, can manipulate or 

help spread emotional posts, making it contagious at large.8, 35, 36 Therefore, emotion should also be 

taken into account when inferring behaviors, similar to perception, attitude, motivations, and others. 

Given limitations and gaps identified in existing theories and frameworks, a new framework is 

needed to reflect the current complex infodemic issues in today’s information ecosystem.1, 2, 3 The 

new conceptual framework should incorporate theories from the communication field because it will 

improve health professionals’ understanding of public discourses. In addition, attributes measuring 

attitudes and emotions are included in the proposed conceptual framework: Social Media Infodemic 

Listening (SoMeIL) for Public Health Behavior. 

3.4.2 Proposed Conceptual Framework 

We propose a novel conceptual framework—SoMeIL for public health behavior (Figure 3-1)—to 

address these issues. Our framework aims to investigate how people’s emotions and attitudes are 

associated with their online behaviors on social media, and eventually their offline behaviors in the 

real world. In other words, our proposed framework can help researchers to better understand the 

public discourse and to better infer collective behavioral intentions or behaviors. Double arrows 

illustrate potential associations these five constructs have with each other. Blurry boundaries and 

faded colors demonstrate that the components can happen both online and offline simultaneously. 

Unlike existing theories, our framework no longer assumes rational judgments and behaviors. In the 

following sections, we will introduce and explain each construct illustrated in our proposed 

conceptual framework, along with some limitations in social media data or NLP techniques when 

researchers use them. 
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Figure 3-1: Social media infodemic listening (SoMeIL) for public health behavior conceptual 

framework 

As Dr. Aral has demonstrated in his research,8 the social media algorithm is input with user 

attributes (Table 3-2), such as the demographics and historical behavioural data to connect friends or 

“recommended” posts to users based on similarity instead of heterogeneity.8 Studies have evidently 

shown that social media algorithms are intentionally designed to be addictive and affective.8, 33 The 

issue is further compounded by highly personalized user experiences on social media given people’s 

digital footprints, encouraging echo chambers or polarization.8 Coupled with its engagement design, 

such as “like” and “follow” buttons, social media have kept their users spending more time on the 

platform as “engagements.”8 Such characteristics is defined as “user attributes on social media 

algorithms” in the proposed conceptual framework (Figure 3-1). However, since user attributes are 

voluntarily input by users when they first create their accounts, most attributes (Table 3-2) are 

optional, and values can be fictitious. In other words, they all can be missing data, or even untrue 

when values are not missing, although correct values exist. Some social media platforms require users 

to enter only their email and password to create an account with a username without any other details. 

Therefore, the users can remain primarily anonymous or unverified on the platform. Geolocations is a 
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special issue for researchers when modelling disease outbreaks or heat maps using Twitter data.37, 38, 39 

For example, tweets tagged with explicit geolocation can vary from less than 1% to approximately 

4% of data collected from Twitter,37, 38 depending on data collection methods and the amount of data 

collected. Although there are many ML techniques to infer geolocations for Twitter data,37, 39 they are 

not as precise or comparable as Internet Protocol (IP) addresses. Furthermore, public discussions 

related to vaccinations on social media have become more polarized over time, for instance.22, 40-43 

Studies have demonstrated that user attributes, such as users’ political party affiliations, religious 

affiliations, and who they follow (i.e., following), can potentially indicate their ideologies or attitudes 

toward vaccinations.40-44 Similar to the geolocation issues, researchers may not have direct access to 

collect these attributes. If users enter some information within these attributes, their accuracies remain 

uncertain. Additionally, even if researchers apply advanced ML techniques to infer these attributes, 

these techniques may be unable to generalize to other studies or social media platforms with different 

users’ characteristics.45 

Components Attributes 

User attribute on social media • Age 

• Sex 

• Geolocation 

• Income 

• Education 

• Occupation 

• Party affiliations 

• Region affiliations 

• Following 

• Followed 

 Inferred Intention • Attitude 
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o Acceptance 

o Non-commitment 

o Rejection 

• Emotion 

o Positive 

o Negative 

o Neutral 

o Mixed 

• Perception 

• Ideology 

Online Reaction Behavior • Share 

• Like/dislike 

• Comment 

• Post 

• Bookmark 

• Nothing 

Offline Reaction Behavior • Agreement 

• Disagreement 

Table 3-2 Attributes of each components in the SoMeIL conceptual framework 

Next, we define ”online reaction behaviour” as it occurs “after” a user views a social media post. 

We can measure collective online behaviours via the numbers of likes, shares, and others (Table 3-2). 

These attributes are not mutually exclusive because a person can have multiple reactions after 

viewing a post. Besides, we add an attribute called “nothing” to reflect that an individual may have no 
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reaction at all, or a reaction that is not captured by the social media platform. For example, the user 

may laugh so hard in reality but doesn’t even “like” the post after viewing a hilarious post. The 

“nothing” attribute is theoretically the same as “non respondent bias” in survey research. Although 

there are other digital tracking tools to help infer viewers without any online reactions, researchers 

have been unable to directly access or retrieve such information since social media companies can 

decide what information can be available to researchers. We are especially interested in online 

behaviour, or its propagation patterns because it can be used to infer or confirm collective inferred 

intentions, as measured by emotions, attitudes, or perceptions. For instance, digital marketing 

research on Twitter has long estimated the number of users sharing similar opinions (i.e., acceptance) 

by the number of likes and retweets of a given tweet, whereas disagreements (i.e., rejection) can be 

reflected by the number of replies.46 Dividing the latter by the former, if the resulting “Twitter ratio” 

is at least 0.5, it indicates positive or neutral responses, whereas below 0.5 suggests negative 

responses.46 Therefore, by collecting and analysing the attributes within the online behaviours, 

scholars can better understand or estimate what inferred intentions of the ‘quiet majority’ users are 

since approximately 10% of users produce 90% of content on Twitter, for example.47 Online 

behaviour can be used to infer people’s behavioural intentions. For example, if someone tweeted that 

they would get COVID-19 vaccinated as soon as they became eligible, and the tweet resulted in 1,500 

likes and 2,500 retweets, it was estimated approximately 3,501 pro-vaccine people. Nonetheless, the 

number can be an overestimation considering that reactions are not mutually exclusive, or an 

underestimate since Twitter users do not really represent a general population in a given region. 

Additionally, such estimations may not apply to other social media. 

As explained in the theory synthesis, existing models have theorized that behaviours can be 

attributed to attitudes, perceptions, and emotions, but it has remained challenging to clearly 

distinguish them because they are interrelated and cannot be easily measured. Researchers have 

inferred associations among attitudes, perceptions, and emotions in various ways,11, 48 but we decide 

to group them together in our framework as “inferred intention” In our opinion, it is unnecessary to 

distinguish them since they can be used interchangeably or along with each other in different 

contexts. It becomes more important to infer potential behavioural intentions using attitudes, 

perceptions, emotions, or ideologies. we have adopted SJT to infer intentions (Table 3-2) because this 

makes it more feasible when using NLP techniques to analyse social media data, especially in 
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infodemiological studies. For example, when investigating public intentions toward COVID-19 

vaccination, acceptance can be theoretically associated with pro-vaccine individuals, rejection 

probably suggests anti-vaccine people, and non-commitment might be regarded as a proxy for 

vaccine-hesitant people as evidenced by prior research.49 Yet we acknowledge that there are 

limitations in this assumption, so we need to be careful in how we interpret data and ascribe 

intentions based on our categorization of individuals. To better understand public discourse on social 

media, a promising ML technique—stance detection—can be applied to infer whether or not people’s 

attitudes toward a give topic.11, 49, 50 For example, whether or not people support or oppose the 

COVID-19 vaccination. In addition to stance detection,50 a common way to infer attitudes in existing 

infodemic studies involves topic modelling and sentiment analyses.11, 12, 13 Depending on models of 

sentiment analyses, emotions can be categorized at basic levels (i.e., positive, neutral, and negative) 

or more detailed levels (e.g., sad, anger, happy, joy, etc.).51, 52 However, according to our research 

experiences and other infodemic studies, sentiment analysis can still result in misclassifications 

regardless of levels.53, 54, 55 Therefore, our framework remains conventional to maintain emotions at 

basic levels with an additional level called “mixed” sentiment. The “mixed” attribute is added to 

address possible misclassifications in the “neutral” category resulting from sentiment analysis. When 

a tweet includes an approximately equivalent number of positive and negative words, it’s classified as 

“neutral” by the sentiment analysis. However, this doesn’t mean the tweet is really “neutral” because 

it can actually be “positive,” “negative,” or “mixed” overall, depending on its context.53, 54, 55 

Misclassifications often occur in ironic or humorous tweets. 53, 54, 55 The “mixed” feeling in our 

framework refers to an equal amount of positive and negative feelings expressed simultaneously in a 

tweet without being “positive” or “negative” overall. For instance, if someone tweets equal number of 

concerns and favours towards COVID-19 vaccines without explicit conclusions, this tweet can be 

regarded as “mixed” by humans, but it’s likely classified as “neutral” by sentiment analysis. Although 

we incorporate the ‘mixed’ attribute in our framework, we acknowledge that existing sentiment 

analyses have not been sophisticated or advanced enough to categorize such “mixed” feelings. In 

addition, even humans cannot interpret ‘mixed’ feelings consistently given external social-cultural 

factors, similar to humours are different in different cultures. Therefore, improvements are still 

needed. 
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For the “offline reaction behaviour” shown in Figure 3-1, although boundaries between our 

physical and digital worlds have become less distinguishable, it remains unclear whether or not 

people really react upon information received from social media. Some may have consistent online 

and offline reaction behaviours, another may have contradictory online and offline reaction behaviors, 

and others may only have either online or offline reaction behaviours. Even if individuals tweet or 

like a tweet indicating that they are willing to get vaccinated, it remains inconclusive unless they later 

share a selfie or their vaccination record on social media to prove that they, in fact, get COVID-19 

vaccinated. In this case, their self-reported offline reaction behaviour matches their online reaction 

behaviour. Their self-reported offline reaction behaviour is also adherent to public health 

interventions. Therefore, one’s self-reported offline reaction behaviour can be inferred in two ways: 

one is whether an individual’s online and offline self-reported behaviours are consistent, and the other 

is whether their self-reported offline behaviour follows the public health interventions. The “offline 

reaction behaviour” in the COVID-19 vaccination example has been primarily self-reported if using 

only social media data. However, there are other data, such as administrative data, that can possibly 

provide directly measured “offline reaction behaviour” instead of self-reported data like social media 

or survey. 

The initial, preliminary validation of part of the SoMeIL conceptual framework occurred in several 

ways. Firstly, co-authors in the study, except S-FT, have served as endemiological subject matter 

experts to be consulted and contributed to the development of the SoMeIL framework. After three 

runs of in-depth discussions, the initial consensus of the SoMeIL framework were reached. Next, the 

framework was presented in the Society for Epidemiologic Research (SER) 2023 Annual meeting to 

collect expert feedback to further revise the framework. In addition, the framework was sent to S-

FT’s connections in the WHO ‘s infodemic manager training to gather brief feedback. However, 

given different backgrounds and knowledge from the subject matter experts and ever-changing 

infodemics during the pandemic, the current SoMeIL conceptual framework have represented the 

minimal agreements among differ stakeholders in a very difficult time. 

Our life has become more digitalized, and younger generations have tended to share their life on 

social media, but it has not made it easier to associate offline behaviour with online information due 

to privacy concerns and available social media data. Therefore, additional data resources or proxy 
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measures will be needed to investigate associations between online information on social media and 

offline behaviours at population levels. For instance, administrative or census data regarding COVID-

19 vaccine administration can be linked with social media data to estimate or confirm vaccination 

coverage in a region. Similar approaches can be applied when there are outbreaks of infectious 

diseases. 

3.5 Discussion 

The SoMeIL conceptual framework (Figure 3-1) consists of five major constructs inspired from 

existing theories. Dashed boundaries indicate that online and offline environments have become less 

distinctive as information flows. Arrows represent potential associations among these components 

and how they influence or self-feed each other as the framework gives a sense of loop. Attributes of 

each construct can be inferred or measured via advanced NLP or ML techniques if data are available 

and of high quality. Although we have used NLP techniques to explain our conceptual framework 

throughout this paper based on our study published during the COVID-19 pandemic,56 the proposed 

framework is not limited to quantitative infodemiological research only. That is, the proposed 

conceptual framework can be applied in qualitative research. 

There are several limitations in the SoMeIL conceptual framework. Firstly, more evaluations need 

to be conducted since this is a new conceptual framework. Furthermore, given that the SoMeIL 

conceptual framework primarily focuses on social media, it is acknowledged that this proposed 

framework can only be useful in more digitalized populations, cultures, or nations. Besides, with new 

social media platforms popping up, data formats and types can change given different platform 

designs. Therefore, the SoMeIL framework may need to be revised to reflect and investigate non-

textual data, such as videos and images. Although there are advanced NLP and ML techniques that 

can analyse videos and images, they have not been well adapted in current infodemiological or social 

listening studies. In addition, more expert reviews and inputs are needed after the pandemic, Lastly, 

each social media has different user characteristics. Therefore, social media data can be biased. 

Researchers will need to be careful when interpreting findings from different social media platforms 

even with our proposed conceptual framework. 

Although existing health behaviours, communications, and latest infodemic theories have been 

used in infodemiological studies, these theories have not reflected well the distinctive nature of social 
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media in the current complex information ecosystems. Therefore, a novel conceptual framework—

social media infodemic listening (SoMeIL) for public health behaviour—is proposed to help future 

infodemiological research. We acknowledge that the SoMeIL conceptual framework still needs 

validations for its efficacy, safety and usability. We anticipate the SoMeIL conceptual framework will 

be revised as more studies will be conducted in the future. 
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The Theory Construction Methodology (TCM) serves as a structured framework for the development 

and evaluation of new theories. When a novel theory is introduced, it undergoes a rigorous process of 

assessment to gauge its adequacy and associations. This evaluative phase is pivotal in ensuring that 

the theory is not only comprehensive but also reflects the complexities of the subject matter 

accurately. If the assessments yield new insights or reveal differences from existing knowledge, 

researchers have the opportunity to revisit and revise the theory. This iterative process within TCM 

continues until the theory achieves stability and demonstrates its robustness in explaining the 

phenomena it seeks to address. In the context of this discussion, TCM is the adopted method for 

developing the Social Media Infodemic Listening (SoMeIL) for public health behaviours conceptual 

framework. Once the framework is proposed in a previous study (Chapter 3), the subsequent step is 

its validation. Validation is a critical phase in the research process since it verifies the SoMeIL 

framework's utility and applicability. This validation process can take two major types: qualitative 

and quantitative. Both approaches serve distinct purposes and offer unique insights into the SoMeIL 

conceptual framework. 

Qualitative validation methods are rooted in the exploration of the depth and richness of the 

conceptual framework. They provide a nuanced understanding of the framework's relevance and its 

ability to capture the complexity of the subject matter. Several qualitative validation techniques are 

available, each offering a specific angle of scrutiny. Firstly, qualitative observation involves 

researchers using their five senses to collect data. This approach allows them to immerse themselves 

in the phenomenon under investigation, gaining firsthand insights. For instance, in the context of 

SoMeIL, researchers might observe how individuals engage with social media platforms and how this 

relates to their information literacy skills. Secondly, qualitative case studies involve an in-depth 

exploration of a complex phenomenon in the real world. Researchers identify various factors and 

variables interacting with each other, providing a holistic view of the subject. In the SoMeIL 
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framework, a case study could involve examining specific components of the conceptual framework 

where they interact and reveal unique insights. Next, interviews and focus groups offer opportunities 

to gather qualitative data directly from participants. Through open-ended questions and discussions, 

researchers can dive deeper into the social phenomena being studied. In the context of SoMeIL 

conceptual framework, interviews could be used to ask individuals or subject matter experts about 

their experiences and challenges in navigating social media for information consumption and their 

behaviours. Expert reviews are another valuable qualitative method for gathering insights and 

consensus from subject matter experts. In the case of SoMeIL, experts in health communication, 

behavioural sciences, social media, and related fields can review the framework and provide 

feedback, helping refine and validate it. Last but not least, grounded theory is a qualitative research 

method that involves developing or validating a framework by analyzing various qualitative data. 

Researchers identify patterns and themes within the data, allowing the framework to emerge 

organically. However, the grounded theory typically assumes that researchers approach the analysis 

without being heavily influenced by prior knowledge or experiences, which may not align with the 

context of this PhD research. Grounded theory necessitates an open-minded approach, free from 

preconceived notions. Since the researchers have acknowledged influences from prior knowledge and 

experiences, opting for grounded theory could lead to biased results. Instead, a case study approach is 

chosen to conduct a preliminary qualitative validation in this chapter. Case studies provide the 

flexibility to explore specific instances within the SoMeIL framework while accommodating the 

researchers' prior knowledge and experiences. This approach allows for a focused examination of 

how the conceptual framework applies to real-world scenarios, providing valuable insights into its 

practicality and relevance. 

Although qualitative validation methods offer depth and context, quantitative validation methods 

bring a different dimension to the assessment of a conceptual framework. These methods focus on 

numerical data and statistical analysis to gauge the framework's reliability and generalizability. 

Quantitative validation methods may include surveys, experiments, or statistical analyses of data. 

These approaches will help quantify the relationships and associations proposed by the SoMeIL 

framework, providing empirical evidence of its effectiveness. Therefore, this chapter presents a 

quantitative validation of part of the SoMeIL conceptual framework. The partial components of the 

SoMeIL conceptual framework involve in this study include online reaction behaviours, emotion, 
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intention, and self-reported COVID-19 vaccination behaviour as the offline reaction behaviour. The 

health information in this study is the massive governmental vaccination campaigns that encourage 

people to take the first dose of the COVID-19 vaccines in Canada. This study aims to validate how 

online reaction behaviour and emotion can be associated with the vaccination intention, which is 

further associated with the self-reported offline reaction behaviour. 

In summary, the validation of the partial SoMeIL conceptual framework is a multifaceted process 

that encompasses both qualitative and quantitative methods in this PhD research. The choice of a 

preliminary qualitative validation through a case study approach is made to accommodate the 

researchers' prior knowledge and experiences while providing a rich understanding of how the 

framework operates in real-world scenarios in this chapter. Subsequently, in Chapter 5, the 

quantitative validation will further strengthen the framework's credibility by using statistical analysis. 

Through both qualitative and quantitative validations, the SoMeIL framework will emerge as a robust 

tool for understanding and addressing the complex interactions of information circulating on social 

media and people’s public health behaviours in today's digital age. The following is the abstract of 

this preliminary qualitative study, followed by its full-text manuscript. 

4.1 Abstract 

Background 

As the number of health infodemic and social listening research has increased, different approaches 

have been used in such studies. The social media Infodemic listening (SoMeIL) for public health 

behaviours conceptual framework has been proposed as a systematic way or theoretical lens to 

conduct similar investigations in the future. Given the novelty of the SoMeIL conceptual framework, 

validations are needed. Therefore, this study aims to provide preliminary validation for partial 

components in the framework. Another objective is to demonstration the application of the SoMeIL 

conceptual framework. 

Methods 

An existing clean Twitter dataset about the Canadian Freedom Convoy is used. It includes 560,140 

unique English tweets from 15 January to 14 February 2022. The Latent Dirichlet Allocation (LDA) 
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topic modelling and qualitative thematic analysis are employed to infer attitudes of Twitter users 

discussing the convoy. 

Findings 

The LDA topic modelling has generated five themes. Four of them have appeared to be in favour of 

the convoy. A random sample of 500 tweets from each topic were used in the qualitative thematic 

analysis. The results of the qualitative thematic analysis have shown voices against the convoy within 

each topic generated from the LDA topic modelling. The major difference between those supporting 

and opposing the convoy is their ideology of freedom. 

Interpretation 

The study has preliminarily validated partial components of the SoMeIL conceptual framework, 

including inferring intentions by identifying public attitudes from public discourse regarding the 

convoy. It has also demonstrated how the SoMeIL conceptual framework can be applied by using 

both the LDA topic modelling and qualitative thematic analysis. This can help researchers to better 

understand public discourse on Twitter by leveraging strengths from both quantitative and qualitative 

methods. 

Funding 

This study was supported by the 2023-24 Ontario Graduate Scholarship. 

Keywords: conceptual framework, topic modelling, qualitative thematic analysis, Twitter, validation 

4.2 Introduction 

Since the COVID-19 pandemic, social media data have been intensively studied for researchers to 

better understand public discourse, attitudes, opinions, perceptions, and so on. Equipped with 

advanced computing power and natural language processing (NLP) or artificial intelligence (AI) 

techniques, researchers can analyse a sheer volume of social media data efficiently.1, 2, 3 Topic 

modelling and sentiment analysis have been two common analyses in such social media research. Out 

of various topic modelling, the Latent Dirichlet Allocation (LDA) based topic modelling has been 

widely applied with different customizations. 1, 2, 3 For example, LDA topic modelling accounted for 

155 out of 193 articles, or 80% of the total articles included in a systematic review that surveyed 
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current topic modelling techniques used for social media data analysis.3 Similarly, qualitative 

researchers have used comparable techniques, such as thematic analysis and discourse analysis, to 

investigate public discourse on social media.4 However, qualitative social media research is generally 

limited to smaller data sizes than quantitative studies which collect and analyse millions, if not 

billions, of data. Therefore, researchers have investigated how to combine both topic modelling and 

qualitative analysis together for automated topic extractions and qualitative thematic analysis for in-

depth explorations and interpretations.4-10 This integrated approach allows for a more comprehensive 

analysis of complex social media data since researchers can gain a richer understanding of social 

media content, including the identification of both latent topics and nuanced qualitative themes. 5-10 

The integration of topic modelling and qualitative analysis also increases research efficiency since 

LDA topic modelling automates the initial topic identification process, making it efficient for 

handling large datasets. 6-9 This automation can save time and resources compared to manual coding 

of all data in conventional qualitative analysis. 6-9 The efficiency is especially important for an 

infectious disease outbreak, such as COVID-19, and corresponding crisis communications in today’s 

complex information ecosystem as proposed in the Social Media Infodemic Listening (SoMeIL) for 

public health behaviours conceptual framework.11 Overall, by using both LDA topic modelling and 

qualitative thematic analysis, researchers can leverage the strengths of both quantitative efficiency 

and qualitative depth. 

As demonstrated in the SoMeIL conceptual framework,11 it is crucial to have a systematic approach 

to better understand public discourse on social media efficiently with assistance from the latest NLP 

or AI techniques. According to the SoMeIL framework,11 when people encounter health information 

on social media, researchers can investigate how people react to the given information online or 

offline. Since the SoMeIL conceptual framework11 is new, it is essential to validate the framework 

according to the theory construction methodology (TCM).12 Therefore, this study aimed to 

preliminarily validate the SoMeIL conceptual framework with partial components, and to 

demonstrate the preliminary utility of the framework. Following prior studies,4-10 the LDA topic 

modelling and qualitative thematic analysis are used to infer Canada people’s attitude toward the 

Canadian Freedom Convoy on Twitter.13 More specifically, the health information in this case is the 

tweets related to the 2022 Canadian Freedom Convoy.13 People’s attitudes and any self-reported 
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online or offline reaction behaviours are inferred via the LDA topic modelling and qualitative 

thematic analysis. 

4.3 Methods 

4.3.1 Data Collection and Preprocessing 

Data came from an existing cleaned Canada Freedom Convoy dataset from a different study.13 The 

clean dataset consists of 560,140 unique English tweets from 15 January to 14 February 2022, when 

the Freedom Convoy occurred in Canada in 2022.13 Several steps were involved to prepare these 

tweets for the LDA topic modelling. Firstly, all tweets were converted to lowercase, and Unicode 

strings were converted to ASCII. This conversion removed non-text elements, such as URLs, 

punctuation, special characters, emojis, emoticons, numbers within words, numbers in sentences, and 

additional spaces. Repeating character sequences longer than three characters, such as "hahaha," were 

condensed to three-letter sequences like "hah."13 Secondly, common stop words were removed using 

the spaCy English stop words dictionary.14 Then, the tweets were lemmatised using the 

WordNetLemmatizer15 and stemmed using the PorterStemmer15. Words were further grouped into 

phrases using the Phrases tool from Python's Gensim package.15 The next step involved tokenization 

using SKLearn's CountVectorizer16 to count the occurrences of each token in the dataset. Terms that 

appeared in more than 90% of the total dataset or words that appeared less than ten times were 

filtered out to eliminate both frequent and infrequent terms according to existing literature.13 During 

this manual review, synonyms of keywords that emerged across all topics were identified and treated 

as additional stop words. This was done to enhance the clarity and interpretation of the emerging 

topics during further topic modelling and data analysis. 

4.3.2 Data Analysis 

Unsupervised LDA topic modelling was applied using Python's SKLearn package17 to identify 

potential keywords for various topics. The topic modelling process was configured to search for up to 

15 topics. Topic optimization was performed based on coherence scores. Once the number of the 

optimal topics generated from the LDA topic modelling is identified, a random sample of 500 tweets 

from each topic is selected for the following qualitative thematic analysis to better understand the 

overall context in the Freedom Convoy discourse. There are six steps in the qualitative thematic 
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analysis: (1) familiarised wit the data, (2) generate initial codes, (3) identify themes, (4) review the 

identified themes, (5) define the identified themes, and finally (6) report the results.18-19 

4.3.3 Ethical Approval 

This study was approved by the University of Waterloo Office of Research Ethics (#43961). 

4.3.4 Funding 

This study was supported by the 2023-24 Ontario Graduate Scholarship. 

4.4 Results 

Table 4-1 shows the five topics generated from the LDA topic modelling along with the top 15 

frequent words in each topic. These five topics are chosen based on the research question. That is, 

public discourse and inferred attitude towards the Freedom Convoy movement and researchers’ 

interpretations with corresponding keywords from each topic. Typically, coherence scores tend to rise 

with an increase in the number of topics. Nevertheless, as the number of topics grows, they have 

become finer-grained clusters that correspond to minor events within the convoy movement. This 

trend leads to fewer topics effectively capturing the broader overarching themes of the movement. 

Therefore, the optimal number of topics is determined to be five in this case. 

Topic Top 15 Words Inferred Attitudes 

1 support, covid, stand, cdnpoli, govern, arrest, 

driver, news, call, peopl, rally, terrorist, tyranni, 

time, today 

Convoy supporters blame the media 

that negatively label the convoy. 

2 trudeau, like, world, video, thank, peac, 

honkhonk, love, look, speak, movement, share, 

power, lie, flag 

Convoy supporters blame the 

politicians who disagree with the 

convoy. 

3 mandat, protest, report, live, end, start, 

vaccin_mandate, want, stop, govern, vaccin, 

country, way, american, ottawa 

Convoy supporters argue that the 

vaccine mandate should be stopped. 
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4 ottawa, polic, day, come, break, ontario, 

weekend, week, protestor, head, kid, help, citi, 

thousand, actual 

Convoy opponents dissatisfy with the 

police enforcement and blame the 

supporters bringing their kids. 

5 peopl, right, medium, know, need, donat, think, 

thing, gofundm, go, want, let, fund, watch, 

organ 

Convoy supporters call for donations. 

Table 4-1: Latent Dirichlet allocation topic modeling results 

After the five themes are identified from the LDA topic modelling, 500 tweets from each topic are 

randomly selected, resulting in a total of 2,500 tweets for the qualitative thematic analysis. Figure 4-1 

shows the themes resulting from the qualitative thematic analysis. Except the fourth topic, all the 

other topics generated from the LDA topic modelling have generally showed supporting attitudes for 

the convoy. However, in these topics, there are tweets against such attitudes, but the LDA topic 

modelling have grouped them together given similar frequent words. The qualitative thematic 

analysis has been helpful to find different voices in each topic resulted from the LDA topic 

modelling. 
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Figure 4-1: Qualitative thematic analysis results 

The underlying difference between those who support and oppose the convoy is the ideology of 

freedom. That is, people have different interpretations of their fundamental right of freedom. The 

convoy supporters have strongly believed their right of freedom have been severely violated by the 

vaccine mandate implemented by the governments. In contrast, convoy opponents have argued that 

individual freedom should not be unlimited, so people should not put individuals before others. 
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4.5 Discussion 

In the example of Canadian Freedom Convoy, the ideology of freedom has emerged as an 

overarching theme resulted from the qualitative thematic analysis, illustrating an explicit difference in 

freedom perceptions between the convoy supporters and opponents. The results of the qualitative 

thematic analysis actually appeared in each topic generated from the LDA topic modelling since a 

tweet can have more than one themes coded during the qualitative thematic analysis. In other words, 

themes emerged from the qualitative thematic analysis has provided an overall context across all 

topics generated from the LDA topic modelling. Among the convoy advocates, they strongly believed 

the vaccine mandates has fundamentally violated their fundamental right of freedom, as one tweet 

illustrated: 

…the Convoy stands for freedom, and a democracy, as opposed to what we are experiencing…. 

Borderline China! No more mandates! 

Similarly, some tweets articulated that they were not “anti-vaxxers” as news media labelled them. 

They said that they opposed “mandates” rather than against “vaccines,” and the whole point, the 

protest supporters argued, was that they should have freedom to choose or decide for themselves 

rather than being forced to follow whatever the government had them do, such as the “zero COVID-

19 policy” imposed by China on its own people. In contrast, people against the convoy implied such 

protesters selfish and believed that the freedom was not unrestricted, as one tweet explained: 

The thing is, the Charter has been tested over things like public health measures and workplace 

safety before, and it's not a right to do what you want, all the time, anywhere, with anyone. 

Given different viewpoints, it is not uncommon that each side criticized politicians or political 

parties at the other side since the ideology of freedom is also shaped by political affiliations. The 

protest proponents vilified the liberal politicians or parties, especially pointing to the Canada prime 

minister, as the following tweet demonstrated: 

When you allow a sick leader's ego to hold a country hostage you become a fascist sympathizer. 

My mother lived under Nazis occupation. She said the righteous ones are always the real fascists 

The same logic applied to people against the convoy as they blamed the conservative politicians or 

parties that supported the protest: “Shameful for the Conservatives to embrace these loons. And not 
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surprising.” Furthermore, people who supported the convoy criticized news media for negative 

reports or coverages by, for example, arguing: 

The media coverage of the #FreedomConvoy2022 has largely been nothing short of disgraceful 

disinformation. Having failed to ignore the convoy into oblivion, @XXX + the leftist press seized 

upon a dishonest and cliche narrative and set out to tell the story accordingly. 

In other words, the convoy supporters defended their protest not as terrible as the media painted 

them, and the media used political propaganda against them by imposing disproportionally negative 

biases. Some went even further to tweet the convoy was just “peaceful” protesters as opposed to 

“violent lawbreakers,” “fringe minority,” “far-right extremists,” or “white supremacists” as the media 

called them. Given the perception of “peaceful” protest, people backing the convoy also condemned 

the state of emergency declared by the Ottawa Mayor to use increasing police forces to break down 

the protest. Compared to the “peaceful” convoy perceived by the supporters, the convoy opponents, 

consistent with the media, considered the protest “violent” and caused numerous harmful chaos or 

aftermaths. For instance, one tweet showed its disapproval: 

So Canada's 'Freedom Convoy', opposing vax mandate for truckers, 

- Harrassed homeless shelter soup kitchen demanding food & assaulted a homeless person, 

- Defaced the Terry Fox Memorial Statue by draping it with an upside down 🇨🇦 

- Stood on The Tomb of The Unknown Soldier 

WTAF?! 

People against the convoy also criticized the police. However, unlike criticisms from the convoy 

supporters, people who disagreed with the protest perceived insufficient police enforcement to 

contain the protest before the state of emergency was declared. Although these people acknowledged 

that the truckers had the right to protest, the protesters should not just block Ottawa the way they 

wanted and disrupted residents’ daily lives. In addition, they condemned the police who showed 

supports for the convoy by not seriously enforcing the laws or donating to the convoy, just similar to 

the convoy proponents tweeted their supports via donations: “In for $20, wish i could kick in a lot 

more...a patriot donated 10k anonymously, God Bless you!” In the meantime, there were fundraising 
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tweets calling for donations. When the fundraising post was suspended and donations were frozen, 

the convoy supporters unleashed their anger and tried to find other alternatives. They heavily 

criticized social media that censored their posts, in addition to the fundraising websites that took 

down their pages. On the contrary, the convoy opponents showed support for donation suspensions. 

The example has showed that using both the NLP topic modelling and qualitative thematic 

analysis, researchers could better understand public discourse given its contexts on a social media in a 

relatively shorter period compared to only thematic analysis or other qualitative studies. Furthermore, 

the demonstration has shown how to apply the conceptual framework to better understanding, or 

“social media listening,” of an event and to infer behavioural intentions more efficiently. The convoy 

supporters could be assumed that they had been relatively resistant to the COVID-19 vaccinations 

than the convoy opponents. In other words, the protesters were less likely to get vaccinated than 

others as evidence by their perceived ideology of freedom. 

This study has also preliminarily validated partial components of the SoMeIL conceptual 

framework,11 including the inferred intention by identifying attitudes (i.e., agree or disagree with the 

convoy) and self-reported offline reaction behaviours posted on Twitter. For the convoy supporters, 

they have self-reported donations to the fundraising webpage in real life. On the contrary, people 

against the convoy have mostly complained the aftermath caused by the convoy on Twitter instead of 

any self-reported offline reaction behaviours in the real life, such as organizing a counterprotest 

toward the convoy. 

There are several limitations of this study. Firstly, there could be biases in the chosen keywords 

used for data collection. As Table 4-1 have showed most topics were leaning towards support for the 

convoy, it is likely those not in favor of the convoy might not use similar keywords or hashtags. 

Another limitation is that only English tweets were included in the study. Therefore, the results could 

not be generalised other social media. Furthermore, there are different topic modelling techniques. 

Topics generated from other techniques could group topics differently than the LDA topic modelling 

used in this study. Similarly, other researchers might have identified and coded themes differently in 

the qualitative thematic analysis. Nonetheless, this study has demonstrated that using both LDA topic 

modelling and qualitative thematic analysis can better understand the overall public discussions 
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efficiently by leveraging strengths from both quantitative and qualitative methods. In addition, the 

study has provided preliminary evidence to partially validate the SoMeIL conceptual framework.11 

For future qualitative validation studies, it is expected that other components of the SoMeIL 

conceptual framework will be validated. For example, for health information, researchers can 

investigate how information formatting, quality, credibility, or moderation have influenced people’s 

online or offline reaction behaviours. Researchers can also investigate how social media algorithms or 

platform designs have attracted different types of users and drive the engagements on social media. 

This can help health professionals or organizations to tailor communication strategies on different 

social media platforms given different platform interfaces and user profiles. Furthermore, future 

research can study how the SoMeIL conceptual framework can be applied to different countries or 

cultures with adjustments. 

4.6 Conclusion 

In summary, the study has preliminarily validated partial components of the SoMeIL conceptual 

framework. It has also demonstrated how to apply the SoMeIL conceptual framework by leveraging 

LDA topic modelling and qualitative thematic analysis. Five topics have resulted from the LDA topic 

modelling, but the qualitative thematic analysis has provided further contexts in these topics by 

inferring the attitudes and corresponding reactions. 
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Chapter 5: Validating part of the social media infodemic listening 

conceptual framework using structural equation modelling 

Status: Currently under journal review. 

Authors: Shu-Feng Tsao, Helen Chen, Zahid A. ButtAfter completing the preliminary qualitative 

validation presented in Chapter 4, this study now turns to a quantitative approach for validating 

partial components of the SoMeIL conceptual framework. In this chapter, structural equation 

modelling (SEM), a powerful statistical analysis technique is employed since it is widely used in 

social science, psychology, health, economics, and other related fields. SEM allows researchers to 

investigate complex relationships among variables, both observable (measured) and latent 

(unobservable or hypothetical), offering a robust tool for understanding complex associations. SEM 

represents an advanced statistical technique beyond typical regression analysis. Regression analysis is 

a special type of SEM, and it typically focuses on understanding the relationship between one 

dependent variable and one or more independent variables. Unlike regression models, SEM allows 

multiple dependent variables into the modelling simultaneously. This enables researchers to explore 

not only direct relationships but also indirect relationships, often referred to as paths, among various 

variables. Therefore, SEM is particularly well-suited for testing complex hypotheses. 

A distinctive feature of SEM is its incorporation of latent variables, which are theoretical constructs 

that cannot be directly observed or measured but are inferred from a set of measured indicators. For 

instance, the concept of "intention" in the SoMeIL conceptual framework. Intentions represent a 

latent variable because they are not directly measurable but can be inferred from observable variables 

retrieved from social media, such as the number of likes. In the SoMeIL framework, latent variables 

such as attitudes, perceptions, emotions, and behavioral intentions are central to understanding how 

health information people receive on social media can eventually associated with their behaviours 

online and offline. To provide context for this study, it's crucial to revisit the SoMeIL conceptual 

framework. The framework outlines a complex view of the factors influencing an individual's ability 

to critically assess and engage with information on social media platforms. At its core, the framework 

includes latent variables such as attitudes towards given health information, perceptions of 

information credibility or quality, emotional responses to the health information, and finally, 
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behavioural intentions, the most critical factor that is assumed to influenced people’s behaviours in 

real life. This study's primary objective is to validate the inference of behavioral intentions from other 

observable variables extracted from Twitter data. Behavioral intentions, which are central to 

understanding how individuals react with information on social media, represent a latent variable in 

the framework. In this context, SEM serves as an appropriate method to quantitatively assess and 

validate certain components of the SoMeIL conceptual framework. 

In SEM, the analysis begins by specifying a measurement model. The measurement model 

illustrates how observed variables are linked to their respective latent variables. This step typically 

involves confirmatory factor analysis (CFA), which quantifies the strength of the relationship 

between each observed variable and its associated latent variable. In this study, this means 

quantifying the relationship between measured variables (i.e., online reaction behaviours), such as the 

number of likes and the number of shares retrieved from Twitter, and the latent variables of 

behavioral intentions or engagements. Following the measurement model, researchers proceed to 

construct the structural model. This structural model investigates the complex relationships among the 

latent variables and observed variables. Researchers specify their hypothesized paths or associations 

between these variables and estimate the strengths of these relationships. In essence, the structural 

model allows researchers to explore the complex interplay between online reaction behaviours, 

behavioral intentions, and the self-reported offline reaction behaviours within the SoMeIL 

framework. Once the SEM model is established, researchers rely on a range of fit indices to assess 

how well the model aligns with the observed data. Commonly used fit indices include but not limited 

to the chi-squared statistic, the Root Mean Square Error of Approximation (RMSEA), and the 

Comparative Fit Index (CFI). These indices provide insights into the goodness of model fit and 

provide a measure of how well the model represents the relationships inherent in the data. A good 

model fit indicates that the proposed SEM model is a suitable representation of the observed data, 

increasing the SoMeIL framework's validity. In cases where the initial hypothesized SEM model does 

not align well with the observed data, researchers have the flexibility to make necessary adjustments. 

These adjustments may involve adding or removing paths between variables, permitting error 

correlations between variables, or altering the overall model structure. Such modifications aim to 

enhance the model's fit and ensure that it faithfully captures the underlying relationships among the 

variables according to the conceptual framework. 
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SEM has been applied across a wide spectrum of research fields. In psychology and health 

sciences, researchers frequently employ SEM to study complex and unobservable variables, often 

referred to as latent variables. These can include constructs like personality traits, intentions, 

knowledge, or mental health states. SEM provides a valuable tool for understanding the intricate 

interplay of these variables and their impact on human behaviours. Furthermore, SEM is a versatile 

tool in the social sciences. It enables researchers to investigate the impact of various factors on social 

phenomena. For instance, in education research, SEM can be employed to examine how student 

achievement is influenced by a combination of factors, including socioeconomic status, teaching 

methods, and parental involvement. Overall, SEM stands as a powerful and flexible statistical 

approach for exploring complex relationships among variables in diverse research domains. This 

chapter has provided an overview of SEM and its role in quantitatively validating some components 

of the SoMeIL conceptual framework. With SEM's assistance, this study aims to shed light on the 

behavioral intentions underpinning information engagement on social media platforms. By employing 

this robust analytical technique like SEM, this study aims to preliminarily validate certain 

components of the SoMeIL framework, contributing to a deeper understanding of how individuals’ 

behaviours can be influenced by health information circulating on social media in the digital age. This 

chapter begins with the study’s abstract, followed by the full-text manuscript. 

5.1 Abstract 

Background 

Existing literature has shown various factors promoting or hindering people’s intentions for COVID-

19 vaccination, and studies using structural equation modelling (SEM) has been a common approach 

for such research to validate associations. We have proposed a conceptual framework, called social 

media listening (SoMeIL) for public health behaviours, hypothesising parameters retrieved from 

social media platforms can be used to infer people’s intentions for the vaccination behaviours. 

Therefore, this study aimed to preliminarily validate some components of the SoMeIL conceptual 

framework using SEM and Twitter data. It also examined the feasibility of using Twitter data in SEM 

research. 

Methods 
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A total of 2,420 of English language tweets in Toronto or Ottawa, Ontario, Canada, were collected 

from March 8 to June 30, 2021. Confirmatory factor analysis and SEM was applied to validate our 

proposed conceptual framework.  

Findings 

The results showed that sentiment scores, the log-numbers of a tweet’s favourites and retweets, and 

the log-numbers of a user’s favourites, followers, and public lists had significant direct associations 

with the self-reported COVID-19 vaccination intention. The sentiment score of a tweet had the 

strongest relationship, whereas the number of followers for a user had the weakest relationship with 

the intentions of COVID-19 vaccine uptake. 

Interpretation 

The findings have preliminarily validated some components of the SoMeIL conceptual framework by 

testing associations between the self-reported COVID-19 vaccination intention and sentiment scores, 

the log-numbers of a tweet’s favourites, a tweet’s retweets, a user’s favourites, a user’s followers, and 

a user’s public lists. This study also demonstrated the feasibility of using Twitter data in SEM 

research. More importantly, it preliminarily validated that, in the SoMeIL framework, these six 

components as online reaction behaviours could be used to infer the self-reported COVID-19 

vaccination intention. 

Funding 

This study was supported by the 2023-24 Ontario Graduate Scholarship. 

Keywords: structural equation modelling, Twitter, COVID-19; vaccine intention 

5.2 Introduction 

Throughout the COVID-19 pandemic, social media has played a substantial role in shaping public 

perceptions and attitudes toward COVID-19 vaccination.1-2 Given extreme interventions like 

lockdowns to contain the COVID-19 transmission before vaccines were available, people have 

increasingly connected and relied on digital channels, such as social media, to receive information 

related to COVID-19. Although social media platforms can be useful tools for disseminating accurate 

and helpful information, they have also fueled vaccine hesitancy in various ways.1-6 The spread of 
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misinformation about COVID-19 vaccines has been breeding grounds for vaccine hesitancy, given 

conspiracy theories and other misleading information regarding vaccine safety and efficacy, 

polarization, and emotions, can easily go viral and create doubts among users.1-6 Besides typical 

online questionnaires or qualitative analysis, researchers have applied machine learning (ML) or 

artificial intelligence (AI) techniques to investigate and better understand public discourse and 

sentiments, inferring people’s COVID-19 vaccine intention.7-9 The World Health Organization has 

coined “social listening” to describe such activities and deployed its Early AI-supported Response 

with Social Listening (EARS) platform during the pandemic.10 

Social listening studies have adopted existing theories from health behaviours, communication, and 

behavioural sciences.7-10 However, there are limitations in these models, and they don’t really reflect 

the current complex information ecosystems. Literature has shown various social listening studies 

investigating impacts of exposure to information circulating on social media platforms on their 

COVID-19 vaccination intentions or behaviours.11 Such research has generally been done using 

surveys and statistical analyses, such as structural equation modelling (SEM), to identify any 

associations.12-17 In other words, SEM has been widely used to investigate factors influencing 

people’s intentions or attitudes toward the COVID-19 vaccination with different theories and 

variables.12-17 For example, several studies have adopted health behavioural theories, such as health 

belief model (HBM), theory of planned behaviour (TPB), and extended parallel process model 

(EPPM), to investigate factors that encourage or discourage the COVID-19 vaccine uptake.12-17 In 

general, respondents were more likely to become vaccinated if they perceived a higher risk of being 

infected with the COVID-19 virus, perceived greater benefits of vaccines, and subjective norm.12-17 

Online survey has been primarily used in the SEM research given its advantages, such as cost 

effectiveness, easy administration, global outreach, and efficiency.18 However, survey research has 

some limitations, including nonrespondent bias, recall bias, assumed honesty, respondents’ 

misunderstanding or misinterpretation of questions, and others.18 Although social media data has been 

used in numerous COVID-19 social listening studies,7, 10 it is rare to find SEM studies using social 

media data. Compared to SEM, although researchers can apply ML or AI techniques to analyse large 

amount of social media data, such studies don’t really show any statistical relationships like SEM. 



 

118 

 

Accordingly, a new conceptual framework—social media infodemic listening (SoMeIL) for public 

health behaviour—has been proposed to address the multifaceted health infodemics on social media 

somewhere else.19 The proposed conceptual framework has theorised that people’s online reaction 

behaviours can indicate their intentions to uptake the COVID-19 vaccines, for example.19 In other 

words, parameters derived from social media platforms, such as the numbers of likes and shares to a 

given post, can be used as a proxy to infer people’s self-reported intentions for the COVID-19 

vaccination behaviours in real life. Given our special interest in social media and its critical role in 

health infodemics and thus people’s behaviours, it is important to directly use social media data to 

validate such associations. SEM has been commonly used to validate conceptual frameworks where 

latent variables involve with survey data,12-17 but social media data has not been directly and 

extensively used in SEM analysis Although many studies have investigated how social media has 

influenced people’s intentions to become COVID-19 vaccinated, they primarily rely on 

questionnaires to collect data,12-17 with few studies have requested participants to provide their social 

media posts. Using social media data is conceptually similar to typical SEM research with online 

surveys since social media data share the same benefits while some limitations are mitigated. Ideally, 

researchers can retrieve as many relevant parameters and data as social media platform’s application 

programming interface (API) allows. Thus, the sample size of social media data is generally not an 

issue. Social media data may have similar nonrespondent bias from inactive users or users not on a 

given social media platform, but the bias may be mitigated by the numbers of likes, shares, or other 

parameters. Furthermore, since researchers do not need to design the questions, there is no need to 

assume respondents’ honesty and worry about respondents’ misunderstanding or misinterpretation of 

the questions. 

Therefore, this study aimed to validate online reaction behaviours, intentions, and self-reported 

offline reaction behaviours in the SoMeIL conceptual framework with SEM using Twitter data. It also 

demonstrated the feasibility of using Twitter data in SEM research. Figure 4-1 shows the proposed 

SEM model derived from part of the SoMeIL conceptual framework and corresponding hypotheses. 

Directly measured variables are represented by rectangles and latent variables by circles. The health 

information in this case is the massive vaccination campaign that encourage people in Canada to take 

the first dose of COVID-19 vaccines. Online reaction behaviours include sentiment scores (i.e., 

emotion in the framework), the log-number of favourites, the log-number of retweets, the log-number 
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of user favourites, the log-number of user followers, the log-number of user friends, and the log-

number of times when user listed in a tweet. The offline reaction behaviour is the self-reported 

vaccination or not in a tweet. We theorized positive associations in all hypotheses as below: 

• H1: There is a significant relationship between a tweet’s sentiment score and tweet 

engagement. That is, emotion expressed in a tweet is statistically associated with the tweet 

engagement, positively or negatively. 

• H2: There is a significant relationship between the log-number of a tweet’s favourites and 

tweet engagement. That is, the log-number of likes (i.e., favourites) a tweet receives is 

statistically associated with the tweet engagement, positively or negatively. 

• H3: There is a significant relationship between the log-number of a tweet’s retweets and 

tweet engagement. That is, the log-number of sharing (i.e., retweets) a tweet has is 

statistically associated with the tweet engagement, positively or negatively. 

• H4: There is a significant relationship between tweet engagement and the COVID-19 

vaccination. That is, the tweet engagement is statistically associated with self-reported 

offline vaccination behaviour (i.e., vaccinated), positively or negatively. 

• H5: There is a significant relationship between the log-number of a user’s favourites and 

user engagement. That is, the log-number of favourites (i.e., likes) a user receives is 

statistically associated with the user engagement, positively or negatively. 

• H6: There is a significant relationship between the log-number of a user’s followers and 

user engagement. That is, the log-number of followers a user has is statistically associated 

with the user engagement, positively or negatively. 

• H7: There is a significant relationship between the log-number of a user’s friends and user 

engagement. That is, the log-number of friends a user has is statistically associated with the 

user engagement, positively or negatively. 

• H8: There is a significant relationship between the log-number of a user’s public lists and 

user engagement. That is, the log-number of times a user is mentioned in another tweet 
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(i.e., public lists) is statistically associated with the user engagement, positively or 

negatively. 

• H9: There is a significant relationship between user engagement and COVID-19 

vaccination. That is, the tweet engagement is statistically associated with self-reported 

offline vaccination behaviour (i.e., vaccinated), positively or negatively. 

 

Figure 5-1: Proposed conceptual framework 

5.3 Methods 

5.3.1 Data collection 

This study utilized a cross-sectional design since we were interested to know the COVID-19 

vaccination behaviours in Ontario adults in Toronto and Ottawa when the first dose of COVID-19 

vaccines became available via online appointments. English tweets related to the COVID-19 
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pandemic from March 8 to June 30, 2021, were retrieved via Twitter’s Academic API using keywords 

and hashtags listed in Table 5-1. This resulted in approximately two billion tweets. Next, tweets were 

narrowed down if “Toronto” or “Ottawa” was included in tweets or identified in users’ locations to 

gather as many tweets as possible in Toronto or Ottawa, Ontario, Canada. The was done to cope with 

missing geolocations indicated in literature,20 resulting in approximately four million tweets. The 

following are definitions of the parameters included for the data preprocessing and analysis: 

• Text: tweet.21 

• Favorite_count: how many times this tweet has been liked by Twitter users.21 It is used as 

part of the online reaction behaviours described in the SoMeIL conceptual framework. 

• Retweet_count: number of times this tweet has been retweeted,21 which means sharing. It is 

used as part of the online reaction behaviours described in the SoMeIL conceptual 

framework. 

• User_favourites_count: number of followers this account currently has.22 It is used as part 

of the online reaction behaviours described in the SoMeIL conceptual framework. 

• User_followers_count: number of followers this account currently has.22 It is used as part 

of the online reaction behaviours described in the SoMeIL conceptual framework. 

• User_friends_count: number of users this account is following (i.e., their “followings”).22 It 

is used as part of the online reaction behaviours described in the SoMeIL conceptual 

framework. 

• User_listed_count: number of public lists that this user is a member of.22 It is used as part 

of the online reaction behaviours described in the SoMeIL conceptual framework. 

Keywords (using OR in queries) Hashtags (using OR in queries) 

corona, rona, coronavirus, covid, covid19, 

covid-19, sarscov2, sars cov2, sars cov 2, 

covid_19, ncov, ncov2019, 2019-ncov, 

pandemic, 2019ncov, covidiots, 121hinese 

virus, wuhan virus, kung flu, jab, vax, 

vaccinated, immunization(s), herd immunity, 

#corona, #rona, #coronavirus, #covid, 

#covid19, #covid-19, #sarscov2, #covid_19, 

#ncov, #ncov2019, #2019-ncov, #pandemic 

#2019ncov, #covidiots, #chinesevirus, 

#wuhanvirus, #kungflu, #coronaupdate, 

#coronawarriors, #vaccine, #vaccines, 
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vaccine, vaccines, corona vaccine, corona 

vaccines 

#coronavaccine, #coronavaccines, 

#herdimmunity 

Table 5-1: Keywords and hashtags for data collection 

To prepare for the following sentiment analysis, Twitter handles (i.e., @username), uniform 

resource locator links (URLs), punctuations, stopwords, and retweets were removed in accordance 

with existing studies.23-24 Then words in a tweet were converted to their most general form.23-24 This 

was done using the Natural Language Toolkit (NLTK) package version 3.8.1.25 

5.3.2 Measures 

Except for texts, the other independent variables were added one and then transformed using natural 

logarithm given the presence of zeros, since the natural logarithm of one remains zero. Next, to 

prepare for the sentiment score shown in Figure 4-1, the Valence Aware Dictionary and sEntiment 

Reasoner (VADER) was used to calculate the sentiment compound score, resulting in a continuous 

value normalized between -1 and 1 for each tweet in the subset.26 The sentiment score was considered 

as “emotion” in the SoMeIL conceptual framework. 

To prepare for the dependent variable “vaccinated” shown in Figure 4-1, a subset of the four 

million tweets was created by retrieving tweets that included “appoint,” “jab,” “shot,” and “vaccin.” 

We manually reviewed and labelled tweets as “1” if users explicitly self reported that they were 

looking or waiting for a vaccine appointment, or if they were vaccinated with COVID-19 vaccine 

already. Tweets were labelled as “0” if users explicitly self-reported that they were hesitant or against 

the COVID-19 vaccines. Other tweets were excluded if they didn’t have any explicit expressions 

about the COVID-19 vaccination or if they were news, although they were still relevant to the overall 

pandemic and vaccine roll out in Canada. The subset ended up with 2,420 English tweets with unique 

2,420 users as it was comparable with sample sizes from survey respondents in the existing SEM 

literature.12-17 

5.3.3 Statistical Analysis 

Descriptive statistics, such as means or frequencies, standard deviations, and Spearman correlations, 

were used to describe the measures in the proposed model (Table 5-2), except for the latent variables. 
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Spearman correlations were calculated to account for outliers and non-normal distributions in some 

measured variables even after the data transformation via natural logarithm (Appendix A). Then the 

confirmatory factor analysis (CFA) with the diagonally weighted least squares (DWLS), also known 

as robust WLS, was used to test the “fit” of the observed variables for each latent variable. The robust 

WLS was specified because some measured variables still violated the normal distribution 

assumption after the data transformation.27-29 For each CFA model, variables were removed until fit 

indices, including chi-square, comparative fit index (CFI), goodness of fit (GFI), adjusted goodness of 

fit (AGFI), Tucker-Lewis index (TLI), and root mean square error of approximation (RMSEA), were 

acceptable. For CFI, GFI, AGFI and TLI, ≥ 0.90 is generally considered acceptable, and ≥ 0.95 is 

good. RMSEA ≤ 0.08 is recommended.30-31 After CFA, SEM was performed to test the proposed 

model (Model 1) in Figure 4-1 with the DWLS and the same recommended criteria for the fit indices. 

Model 1 would be optimized if the model fit indices suggested better models could be found 

according to the proposed conceptual framework and correlation matrix. All the data analyses were 

done in Juypter Notebook available in Anaconda version 4.3.3, with the semopy package used for 

CFA and SEM.32-33 

5.3.4 Ethical approval 

This study was approved by the University of Waterloo Office of Research Ethics (#43961). 

5.3.5 Funding 

This study was supported by the 2023-24 Ontario Graduate Scholarship. 

5.4 Results 

Descriptive statistics and correlations of measured variables are shown in Table 5-2 and Table 5-3, 

respectively. Results from CFA are shown in Table 5-4. The latent variable “tweet_engagement” was 

saturated, and the latent variable “user_engagement” had good fit indices except RMSEA, which was 

larger than the recommended 0.08. When both latent variables were combined in the full 

measurement model, CFA revealed borderline fit indices since they were close to the acceptable cut 

offs, and the RMSEA of the full measure model also decreased slightly. 
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Measures Mean (SD) or n (%) Min Max 

Vaccinated (1) 2,173 (89.79%) - - 

Sentiment_score 0.37 (0.57) -0.95 0.98 

Favorite_log 0.53 (1.13) 0 7.74 

Retweet_log 3.35 (2.63) 0 9.46 

User_favourites_log 9.84 (2.05) 0 14.15 

User_followers_log 6.64 (1.90) 0 13.16 

User_friends_log 6.80 (1.38) 0 12.13 

User_listed_log 2.21 (1.92) 0 8.47 

Table 5-2: Descriptive statistics of measured variables 

 1 2 3 4 5 6 7 8 

1. Vaccinated -        

2. Sentiment_score 0.30*** -       

3. Favorite_log 0.03 -0.11*** -      

4. Retweet_log 0.18*** 0.40*** -0.49*** -     

5. User_favourites_log 0.01 -0.06** -0.15*** 0.20*** -    

6. User_followers_log 0.05* -0.11*** 0.18*** -0.09*** 0.39*** -   

7. User_friends_log 0.01 -0.05* 0.03 0.003 0.44*** 0.73*** -  

8. User_listed_log 0.17*** -0.05* 0.18*** -0.10*** 0.15*** 0.73*** 0.49*** - 

*p<0.05 ** p<0.01 ***p<0.001 

Table 5-3: Spearman correlations for measured variables 

 Tweet_engagement User_engagement Complete measurement model 

Degrees of freedom 0 2 13 

chi-square p-value+ - <0.05 <0.05 
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CFI 0.98 0.97 0.88 

GFI 0.98 0.97 0.88 

AGFI - 0.90 0.80 

NFI 0.98 0.97 0.88 

TLI - 0.91 0.80 

RMSEA ∞ 0.12 0.12 

Table 5-4: Fit statistics for each latent variable and full measurement model 

Given the borderline CFA results using DWLS and Twitter data instead of typical surveys, we still 

decided to test Model 1 using SEM. Figure 5-2 demonstrates Model 1, and its model fit indices were 

shown in Table 5-5. As Figure 5-2 illustrates, two hypotheses, H2 and H6, were not supported because 

they did not have a statistically significant association. Instead, SEM suggested that the log-number 

of a tweet’s favourites and the log-number of a user’s followers were fixed in the model as references: 

• H1: There is a significant relationship between a tweet’s sentiment score and tweet 

engagement (p<0.05). 

• H2: There is a significant relationship between the log-number of a tweet’s favourites and 

tweet engagement (p-value was not provided). 

• H3: There is a significant relationship between the log-number of a tweet’s retweets and 

tweet engagement (p<0.05). 

• H4: There is a significant relationship between tweet engagement and the COVID-19 

vaccination (p<0.05). 

• H5: There is a significant relationship between the log-number of a user’s favourites and 

user engagement (p<0.05). 

• H6: There is a significant relationship between the log-number of a user’s followers and 

user engagement (p-value was not provided). 

• H7: There is a significant relationship between the log-number of a user’s friends and user 

engagement (p<0.05). 
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• H8: There is a significant relationship between the log-number of a user’s public lists and 

user engagement (p<0.05). 

• H9: There is a significant relationship between user engagement and COVID-19 

vaccination (p<0.05). 

 

 

*p<0.05 

Figure 5-2: Model 1 

 Model 1 Model 2 

Degrees of freedom 18 20 

chi-square p-value+ P<0.05 1.0000 

CFI 0.8321 1.0079 
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GFI 0.8287 1.0000 

AGFI 0.7335 1.0000 

NFI 0.8267 1.0000 

TLI 0.7388 1.0106 

RMSEA 0.1219 0.0000 

+: The chi-squared p-value is not recommended to be considered regardless of SEM models because 

it was heavily influenced by the sample size. 

Table 5-5: Model fit indices for two SEM models 

However, the fit indices of Model 1 in Table 5-5 indicated that the model could be optimized. 

According to the results from CFA and SEM for Model 1, it was hypothesized that instead of two 

latent variables, one latent variable might be better. Figure 5-3 showed the final SEM model (Model 

2) found after model revisions based on the proposed conceptual framework. The model indices of 

Model 2 are also included in Table 5-5. According to Model 2, the log-number of a user’s friends 

were removed, and the remaining variables had statistically significant relationships with the latent 

variable. Nonetheless, it was not straightforward to interpret the estimated coefficients and standard 

errors when the variables were transformed with natural logarithm. Therefore, Table 5-6 and Table 5-

7 showed coefficients and their standard errors for each variable in Model 1 and Model 2, 

respectively, after the estimates were converted back. 
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*p<0.05 

Figure 5-3: Model 2 

Variables Coefficient ± Standard error 

Sentiment score → tweet engagement 0.634 ± 1.04 

Favourite → tweet engagement 2.72 

Retweet → tweet engagement 0.001 ± 3.24 

Tweet engagement → vaccinated 0.86 ± 1.02 

User favourites → user engagement 1.43 ± 1.02 

User followers → user engagement 2.72 

User friends → user engagement 1.67 ± 1.01 

User listed → user engagement 2.03 ± 1.02 
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User engagement → vaccinated 1.02 ± 1.00 

Table 5-6: Model 1 estimates after conversion 

Variables Coefficient ± Standard error 

Sentiment score → VaxIntent 1.15 ± 1.01 

Favourite → VaxIntent 1.02 ± 1.00 

Retweet → VaxIntent 1.02 ± 1.00 

User favourites → VaxIntent 1.0 ± 1.00 

User followers → VaxIntent 0.97 ± 1.0 

User listed → VaxIntent 1.05 ± 1.0 

Table 5--5-7: Model 2 estimates after conversion 

5.5 Discussion 

The current study was conducted to preliminarily evaluate the online reaction behaviours, emotion, 

intention, and self-reported offline behaviour proposed in the SoMeIL conceptual framework.19 

According to the SoMeIL conceptual framework,19 sentiment scores as emtion, the log-numbers of a 

tweet’s favourites, retweets, a user’s favourites, a user’s followers, and a user’s public lists as online 

reaction behaviours were investigated using SEM to assess their relationships with the self-reported 

COVID-19 vaccination as the offline reaction behaviour with a total of 2,420 English tweets. Shown 

in Table 5-6, most variables in Model 1 had positive associations, but the relationships between a 

tweet’s sentiment score and tweet engagement, between the number of a tweet’s retweet and tweet 

engagement, and between tweet engagement and vaccinated could vary. Similarly, in Model 2, the 

association between the number of a user’s followers and the COVID-19 vaccination intention could 

be positive or negative (Table 5-7), whereas other variables in Model 2 had positive associations with 

the latent variable. However, Model 2 was the most optimal model according to its fit indices shown 

in Table 5-5, and all the variables in Model 2 had statistically significant relationships despite one 

unstable variable. According to Model 2 (Table 5-7), sentiment score showed the strongest positive 

relationship with the COVID-19 vaccination intention, followed by the number of public lists a user 
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belongs to. The number of a user’s followers had the weakest association with the COVID-19 

vaccination intention. 

Overall, Model 2 has provided preliminary results validating the partial components within the 

SoMeIL conceptual framework given significant associations. That is, variables derived from social 

media platforms, such as Twitter, could be used to infer people’s intentions of COVID-19 vaccine 

uptakes, which was the latent variable. Sentiment scores, which was calculated via the VADER 

sentiment analysis,26 represented emotions and showed a significant association consistent with 

existing literature.2, 12-17 In other words, Twitter users who expressed generally positive sentiments 

toward the COVID-19 vaccines were more likely to become vaccinated again the pandemic.2, 12-17 

Other variables also showed similar relationships. The more favourites and retweets a tweet received, 

or the more favourites, followers, public lists a user received, the more likely the user would accept 

the first dose of COVID-19 vaccines, although the number of a user’s followers could have a negative 

effect at some cases. 

Surprisingly, it appeared that outliers had little impacts on SEM since Model 2 met all the 

recommended criteria of the fit indices. In fact, when outliers were removed or replaced with 

medians, none of SEM models experimented converged. This remained unchanged even after 

different combinations of the measured variables were tested. For example, “favorite_log” was 

excluded because it became useless after removing its outliers or replacing outliers with its median, 

which was zero. This made the variable literally include only zeros since non-zero values were 

outliers. Even after “favorite_log” was excluded, other SEM models still failed to converge. 

Therefore, we hypothesized that without the “favorite_log” variable, the remaining data did not fit 

SEM models well.34-35 Therefore, although the assumption of no outliers in SEM was violated in the 

current study, the outliers actually included important information that should not be dropped from 

the modelling. Given the nature of social media data, the outliers could be legitimate since some 

tweets could receive more likes or shares, or some users could have more followers or receive from 

likes from others. 

In addition to the preliminary validation of the partial components within the SoMeIL conceptual 

framework, this study might be the first one to use solely Twitter data in SEM research. The findings 

have shown a promising aspect to employ Twitter data in SEM research with proper theoretical 
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frameworks, but there were some limitations. Firstly, the generalizability of this study was limited 

since it did not represent Twitter users not included in the data and non-Twitter users. Furthermore, 

SEM was conducted in a cross-sectional manner, so it offered just a snapshot of the entire pandemic. 

In the future, longitudinal SEM could be experimented. However, unlike surveys, researchers would 

have no control over the frequency of people’s tweeting behaviours. Some very active users might 

tweet daily, whereas others might tweet once in a while. It would require a lot of effort to find enough 

users who have similar tweeting frequencies to conduct a longitudinal SEM study, although it is not 

impossible. Data quality was another major limitation. For example, users’ demographic information 

was primarily not available to researchers unless users self-identified their demographics on their 

Twitter profiles. It would require extensive manual identification or complex ML or AI techniques to 

retrieve or infer the users’ complete demographic characteristics from Twitter data.36-37 However, this 

could potentially lead to even fewer representative samples since the majority of Twitter users have 

not included any descriptions about their demographics. Additionally, there are other methods to 

calculate sentiments [8-9], although the VADER sentiment analysis has been commonly used.26 The 

data transformation via natural logarithm also limited the data quality due to information loss. In 

general, log transformations were not recommended for count data despite its common usage in linear 

models like regressions and SEM.34-35 Instead, it has been recommended to model count data with 

Poisson or negative binomial distributions.35 Nonetheless, the Poisson or negative binomial 

distributions have not been made available in open-source SEM packages, such as semopy package.32-

33 However, we mitigated the concern using DWLS since it was used to address data that did not meet 

the normal distribution assumption.27-29, 34-35 Last but not least, ecological fallacy was a disadvantage 

in the SEM study. In other words, the findings should not be interpreted at the individual level. 

Despite these limitations, this study has confirmed that not only Twitter data could be useful for 

SEM research, but it also partially and preliminarily validated the SoMeIL conceptual framework.19 

That is, parameters retrieved from social media platforms like Twitter as online reaction behaviours 

could be used to infer people’s self-reported intentions, which could be used as a proxy for users’ 

vaccination behaviours in real life. For future research, we plan to apply ML or AI techniques, such 

as support vector machines (SVM) or Bidirectional Encoder Representations from Transformers 

(BERT) models, to correctly classify the self-reported offline reaction behaviours, so the data sample 

can be scaled up. Alternatively, instead of the self-reported offline reaction behaviours derived from 
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social media data, other data regarding the offline reaction behaviours can be collected and analysed 

to further validate the SoMeIL framework. Another is to collect different social media data, such as 

videos and images, to study how the SEM approach and the SoMeIL conceptual framework can be 

applied. For example, like typical SEM research, future studies can design a questionnaire to collect 

participants’ demographics and request them to voluntarily give social media posts to researchers, so 

scholars can investigate how participants’ online and offline reaction behaviours are associated with 

their demographics. Yet we acknowledge that collecting social media has become more and more 

difficult for researchers since social media platforms have started to restrict their API access for 

everyone else. 

5.6 Conclusion 

In conclusion, this study has provided preliminary validations to the proposed conceptual framework. 

The results showed that the six variables retrieved from Twitter had statistically significant 

relationships with the latent variable, which could be used as a proxy for people’s self-reported 

COVID-19 vaccination uptake. This study also demonstrated that it was feasible to use Twitter data 

in SEM research. Further studies are needed to examine other SEM approaches and other social 

media to provide more validation to the proposed conceptual framework. 
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Chapter 6 Conclusion 

6.1 Summary of key findings 

The scoping review in Chapter 2 was the first study that investigated a wide variety of literature about 

roles social media has played in the early pandemic. We reviewed articles published in peer-reviewed 

journals that analyzed social media data for different research questions. Six themes were found: (1) 

surveying public attitudes, (2) identifying infodemics, (3) assessing mental health, (4) detecting or 

predicting COVID-19 cases, (5) analyzing government responses to the pandemic, and (6) evaluating 

quality of health information in prevention education videos. At that point in time, findings identified 

limited research using ML or AI techniques to analyze social media data or developing real-time 

surveillance for COVID-19 with social media data included. However, the gaps have been bridged as 

the pandemic continued. Nonetheless, the scoping review led us to recognize different ways that 

social media data have been utilized, and the “public attitudes” and “infodemics” themes accounted 

for 60 out of 81 reviewed articles. Despite the abundant literature on these two themes, existing 

theories or theoretical constructs were rarely applied with topic modeling and sentiment analysis. 

Even if the existing theories have been applied, they have not well-reflected the role of the complex 

information ecosystem in the modern society where social media has intertwined both online and 

offline information channels. Therefore, the scoping review was important to identify further 

knowledge gap and theoretical needs to investigate how social media data can be systematically used 

in social listening practices. 

The second study—the conceptual paper—in Chapter 3 contributed to a novel conceptual 

framework especially designed for social media infodemic listening (SoMeIL) for public health 

behaviors. The COVID-19 vaccination behavior was used as an example throughout the paper. We 

first reviewed and identified gaps in existing theories or theoretical constructs. Findings suggested 

that theories investigated how people’s behaviors on social media, such pressing liking or sharing a 

post, could be used as proxies to be associated with their behaviors in real life. The results also 

implied an implicit assumption behind some theories: people would make a ration decision and thus 

behave accordingly after they were informed by the scientific information from health agencies or 

professionals. Other theories or theoretical constructs, however, indicated that emotions played an 
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important role in people’s behaviors. Therefore, the SoMeIL conceptual framework was developed to 

address these limitations and gaps. 

After the SoMeIL conceptual framework is developed, it is necessary to validate the framework 

according to TCM. The third study presented in Chapter 4 was a qualitative preliminary validation 

using the Canadian Freedom Convoy as an example by employing LDA topic modelling and 

qualitative thematic analysis. This study also demonstrated how the proposed conceptual framework 

could be applied to infer people’s attitudes and what factors have led to different attitudes as well as 

reaction behaviours. This preliminary validation study has qualitatively investigated the attitudes and 

self-reported offline reaction behaviours within the SoMeIL conceptual framework.  After the 

preliminary qualitative validation was completed, the next study in Chapter 5 offered preliminary 

quantitative validation. 

Study IV in Chapter 5 validated the SoMeIL conceptual framework preliminarily using SEM by 

testing associations between the latent variable and observed variables retrieved from Twitter. The 

latent variable in this study was the self-reported intention to become COVID-19 vaccinated. 

Observed variables directly retrieved from Twitter included the log-numbers of a tweet’s likes, a 

tweet’s retweets, a user’s favorites, a user’s followers, a user’s friends, and a user’s public lists. All of 

these observed variables were regarded as “online reaction behaviours” as described in the SoMeIL 

conceptual framework. Sentiment scores of each tweet, another observed variable, were calculated 

using the VADER sentiment analysis. The sentiment score was considered as “emotion” based on the 

SoMeIL conceptual framework. The findings suggested statistically significant associations between 

the latent variable and the observed variables except the log-number of a user’s friends. Therefore, the 

results suggested preliminary evidence that the latent variable, inferred by other observed variables, 

could be used as a proxy associated with people’s self-reported vaccination behavior in rea life. This 

study validated that some constructs, including online reaction behaviours, emotion, intention, and 

self-reported offline reaction behaviour in the SoMeIL conceptual framework were workable. It also 

demonstrated that analyzing Twitter data in SEM was feasible since surveys have been primarily used 

in SEM research. 
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6.2 Study limitations and strengths 

There are some limitations in this dissertation. In the scoping review, no grey literature was included, 

and only peer-reviewed articles published in English were included. Besides, the scoping review 

included studies published in the early pandemic, so the identified knowledge gaps have already been 

filled as the pandemic continued. In the second study (i.e., the conceptual paper), only theories that 

met the inclusion criteria were included. Therefore, other useful theories were excluded from the 

analysis. This may lead to biases toward theories focusing on behavioral changes. In both Study III 

and Study IV, only English tweets related to vaccination events in Canada were included, so the 

findings were not representative to the general public in Canada and other countries. The quality of 

Twitter data has several issues. Firstly, geolocations can be primarily missing since most Twitter 

users choose not to self-disclose their real geolocations.36, 37, 38 Other users may include a vague 

geolocation, such as “on earth,” that does not provide any useful information given the research 

contexts.39, 40, 41 In addition, some locations in Canada have same names as other locations in different 

countries. For example, “Ontario, CA” can be Ontario in Canada or Ontario, California in the United 

States. Another common issue is informal languages or acronyms used in tweet. For instance, “va$$” 

has been commonly used by people against vaccination as the term is a combination of “vaccine” and 

dollar sings representing pharmaceutical companies profiting from the massive vaccination. Such 

informal languages can make data collection and cleaning biased if researchers do not know them 

before retrieving tweets from the API. This can also make data cleaning difficult as researchers tend 

to remove special characters, despite their meaning, when systematically preparing large numbers of 

collected tweets for NLP analyses, such as topic modeling and sentiment analysis. 

Nonetheless, the strengths of this dissertation included the recognition and documentation of a 

great myriad of utilizations of social media data in studies related to the COVID-19 pandemic. 

Furthermore, the SoMeIL conceptual framework and its preliminary partial validations and 

application demonstrated that social media data could be used as proxies to infer self-reported 

people’s vaccination behaviors in real life in addition to other methods. 
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6.3 Directions for future research 

Drawing from findings presented in this dissertation, the following are some recommendations for 

future applications or investigations regarding the proposed SoMeIL conceptual framework using 

qualitative, quantitative, or mix-methods research: 

• The SoMeIL conceptual framework needs more validations using different social media 

data besides Twitter. When different social media data are combined, a relatively 

representative sample may be created. Furthermore, this PhD research have primarily 

textual data from Twitter. Other types of social media data, such as videos and images, can 

also be used in future validations. Additionally, other behaviors related to the public health, 

such as social distancing, handwashing, and uptakes of other vaccines, can also be used as 

different examples to validate the proposed conceptual framework. 

• There are other SEM models, such as longitudinal SEM, can be applied to validate the 

proposed conceptual framework using social media data or surveys. When longitudinal 

analysis is applied, it is possible to use the number of daily COVID-19 cases or vaccine 

administrations as the dependent variable instead of the current self-reported vaccination 

behaviours used in the study. It is also important to examine the feasibility of analyzing 

various social media data in different SEM approaches. Multiple group SEM models can 

also be applied to investigate if associations among vaccine advocates will be different 

from that among vaccine hesitant or opponents. 

• Although the VADER sentiment analysis generates standardized sentiment scores from -1 

to +1, the VADER sentiment scores do not provide further insights other than positive, 

neutral, and negative sentiments when the scores are interpreted. The study also did not 

include non-textual data when the VADER sentiment analysis was applied. Therefore, 

other sentiment analysis or ML/AI techniques can be employed to calculate the sentiments 

with more comprehensive data or interpretable results. 

• Other components of the SoMeIL conceptual framework also need to be validated. For 

example, for health information, future studies can investigate the quality and credibility of 

health information and how they influence people’s online or offline reaction behaviours. 
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The impacts of social media algorithms and platform designs on people’s understanding 

and behaviours also have not been fully fleshed out. 

• Furthermore, more studies are needed to investigate the variability of the SoMeIL 

conceptual framework between one country or culture to another. The SoMeIL conceptual 

framework was developed primarily based on social media phenomena in Canada and 

countries with similar culture. Therefore, more evidence is needed to see how the 

framework can be applied to a different culture or country with adjustments.  

This dissertation presented a new conceptual framework with preliminary application and 

validation. In other words, it is just the beginning. The proposed conceptual framework will be 

revised as more evidence is found. However, the proposed conceptual framework has provided a 

systematic and theoretical foundation for future social media listening for health organizations and 

public health policy makers. As social media has been inevitably integrated into people’s daily life, 

especially among younger generations, it is essential to not only use social media for disseminating 

health information, but also investigate how social media has impacted people’s behaviors in real life 

by inferring from public discourse and behaviors on social media. 

6.4 Implications for public health practices and policies 

Although health misinformation and vaccine hesitancy have long existed in human societies long 

before social media are created,41 social media have provided a channel allowing health information, 

in spite of its quality, to be distributed immediately to massive audiences without geographical 

restrictions given ubiquitous Internet and smartphones. Hospitals have communicated with their 

patients and provided services via social media before the pandemic.42, 43, 44 Health authorities or 

government agencies also need to spread their messages on social media to urge their residents taking 

preventive actions in addition to other communication channels.45 As social media have integrated 

into people’s daily lives worldwide, its dominance will make health infodemics have greater impacts 

on people. As a result, besides other conventional channels like surveys or word of mouth, it is crucial 

to “listen to” public discourse on different social media platforms and address emerging confusions, 

questions, and even misinformation in a timely manner. 
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Furthermore, as the SoMeIL conceptual framework illustrates, some indicators on social media, 

such as the numbers of likes and shares, can be used to infer people’s vaccination behaviours in real 

life. Therefore, it can be adopted to forecast the vaccination coverage in the future for vaccine-

preventable diseases. This can also help tailor communication strategies and address specific issues 

based on social media users’ discussions and online behaviors to effectively reach different groups.46, 

47 The proposed conceptual framework can be extended to other areas, such as symptom reports or 

behavioral patterns, to aid in public health decision-making and resource allocations.48 By integrating 

social media into pandemic preparedness, health organizations and government authorities can 

harness its potential as a powerful tool to engage with the public, tackle health misinformation, and 

effectively respond to crises, ultimately helping to mitigate the impact of future pandemics.46, 47 

Similar to the WHO’s EARS platform,10 the proposed SoMeIL conceptual framework can be 

implemented as a way to provide real-time monitoring and surveillance. Literature has shown that 

social media can be used for early detection of emerging health threats and to track misinformation 

trends.7, 10, 11 Social media data can also complement traditional surveillance methods and help public 

health authorities respond quickly to potential outbreaks.7, 10, 11, 48 However, such effort has yet to be 

scaled up after the COVID-19 pandemic. 

Overall, the proposed SoMeIL conceptual framework has provided a preliminary yet quantifiable 

way for social listening. It is recommended that future pandemic preparedness recognizes the 

significant roles that social media plays in shaping public perception, disseminating information, and 

influencing behaviors during a health crisis. Incorporating social media into pandemic preparedness 

strategies besides others can enhance communication, information sharing, and response efforts. 
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Appendix A: Chapter 3 Supplementary Materials 

Figures of variables that were transformed via natural logarithm: 

• Favorite count vs favorite log 
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• Retweet count vs retweet log 
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• User favourite count vs user favourite log 
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• User followers count vs user followers log 
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• User friends count vs user friends log 
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• User listed count vs user listed log 

 

 


