
Online Vehicle Subgroup Scheduling

for Feature-Level Cooperative

Classification

by

Zhenhuan Sun

A thesis

presented to the University of Waterloo

in fulfillment of the

thesis requirement for the degree of

Master of Applied Science

in

Electrical and Computer Engineering

Waterloo, Ontario, Canada, 2023

© Zhenhuan Sun 2023



Author’s Declaration

I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis,

including any required final revisions, as accepted by my examiners.

I understand that my thesis may be made electronically available to the public.

ii



Abstract

In future transportation systems, autonomous vehicles (AVs) are expected to operate

under complex driving environments without human intervention. Their ability to contin-

uously perceive and understand the surrounding environment can be realized through the

execution of a range of environment perception tasks, including object classification, object

detection, and object tracking. In this thesis, we investigate an autonomous driving sce-

nario wherein a group of AVs is tasked with tracking a common object over a period of time.

To tackle issues related to the inefficient utilization of global sensing data and excessive

consumption of computing resource in conventional standalone tracking, a cooperative clas-

sification scheme has been proposed as a replacement for the conventional non-cooperative

classification scheme employed in the tracking process. Taking into account the dynamic

nature of operating environments and the varying availability of computing resources, a

subgroup scheduling problem is studied to optimize the performance of the cooperative

classification scheme. Our objective is to determine the composition and role assignment

of each scheduled subgroup in order to minimize the total computation demand required

by the group for performing cooperative classifications, while ensuring the satisfaction of

classification accuracy and delay requirements. A learning-based solution is developed,

which integrates multi-armed bandit (MAB) theory with distance and line-of-sight based

subgroup selection criteria, to guide subgroup scheduling decisions in the presence of ran-

domness and uncertainties. Simulation results confirm the effectiveness of our proposed

scheme and algorithm, outperforming other baseline scheme and algorithms by delivering

improved classification accuracy and reduced classification delays with lower computation
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demand.
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Chapter 1

Introduction

Autonomous vehicles (AVs), as the indispensable component in realizing safe and re-

liable autonomous driving, are expected to play a major role in shaping the future of

transportation. The advancements in sensor technologies, computer vision algorithms,

and computing paradigms have resulted in a significant improvement in the ability of AVs

to handle complex driving situations. This progress is expected to lead to a shift towards

higher levels of automation in the near future, with level 4 or level 5 automation becoming

a reality [1]. At such high levels of automation, AVs are anticipated to have the ability to

independently perform all essential driving tasks without the need for human intervention

or assistance from other vehicles or infrastructure. To ensure an accurate understanding

of the dynamic driving environment and maintain driving safety throughout the entire

autonomous driving session, the capability to consistently and accurately perceive the en-

vironment in real-time is of utmost importance for AVs. Therefore, environment perception

tasks such as object classification, detection, and tracking have been extensively studied in

1



Figure 1.1: An illustration of the considered autonomous driving scenario and its associated
traffic participants.

the context of autonomous driving to provide AVs the capability to operate safely and reli-

ably in a range of driving scenarios [2–5]. Consider an autonomous driving scenario where

a group of closely positioned AVs, coordinated by a group head, must track an object for a

certain period of time. As depicted in Figure 1.1, multiple AVs in proximity, each perceiv-

ing a different view of a moving truck, need to follow the truck for a certain period due to

their shared temporary destination. Because of the potential danger the truck and its cargo

pose to both the AVs and other traffic participants on the road, all AVs must continuously

track the truck, monitor its behavior, and take appropriate actions, such as keeping a safe

distance from the truck or applying brakes in the event of a sudden stop, throughout the

period of following. During the process of tracking, as each AV captures real-time video

frames of the object, the appearance of the tracked object undergoes continuous changes

caused by factors such as occlusion or variation in illumination. To enable effective tracking
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Figure 1.2: An illustration demonstrating the periodic updates of object information over
the tracking period. Object classification is performed on each update frame, with the
requirement that the classification result must be obtained within the maximum tolerable
delay. Object tracking is conducted on every frame that falls between consecutive update
frames.

in a dynamic environment, simultaneous utilization of object detector and object tracker

is essential. The object tracker operates on each frame, computing optical flow between

extracted feature points or similarity in motion or appearance of the object across differ-

ent frames to track the detected object [6], [7]. However, the tracking accuracy gradually

diminishes over time due to accumulated tracking errors caused by occlusion or changes in

the appearance of the target object. As a result, detections are performed periodically on

update frames to update the information regarding the object and compensate for tracking

errors caused by the time-varying nature of the environment [6,8,9]. To facilitate safe and

reliable execution of real-time tracking, the object detector must locate and classify the

object in update frames with sufficient accuracy and within an acceptable delay to ensure

that the updated information regarding the object can be promptly available for tracking

in the subsequent frames [10], [11]. In this work, we focus on the object classification

3



aspect of the tracking process, and investigate a process where each AV needs to deliver a

series of accurate and prompt classification of the object throughout the tracking period.

Such process is depicted in Figure 1.2.

1.1 Issues with Stand-alone Intelligence

A conventional scheme to execute classifications involves each AV operating indepen-

dently. In this scheme, each AV individually processes its own sensing data and performs

local computation related to each object classification task. This decentralized scheme

allows each AV to make decisions autonomously without relying on central coordination

or information sharing with other vehicles. However, if AVs rely solely on their local sens-

ing data acquired from a single viewpoint, their classification accuracy will be susceptible

to viewing conditions. For example, an AV with limited viewing angle may fail to cap-

ture all the necessary information about the object, particularly if its view is partially or

fully occluded, or it is located in a poorly-lit environment. In addition, in this scheme,

each AV operates independently and must undertake a multitude of computation-intensive

tasks associated with object classification. These tasks include complex processes such as

multi-modal sensing data fusion and feature extraction, which are crucial for accurate and

reliable classification of objects and necessitate significant computing resources for effective

execution [12], [13]. Therefore, the overall computation demand for the group of AVs can

be substantial and the total computation workload of the group scales proportionally with

the number of AVs, leading to considerable consumption of computing resources over the

tracking period [14].
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1.2 Existing Solutions and Motivation

To improve classification accuracy and reliability over time, the utilization of multi-

view sensing data can be advantageous [15], [16]. By providing a set of diverse views of the

object, multi-view sensing data can complement each other and reveal important features

and attributes that might not be discernible from a single viewpoint. For example, if a

truck is viewed from both side and back, its shape and type may be more easily discernible

than if viewed only from the back. As a result, by leveraging the vehicle-to-everything

(V2X) communication network to facilitate the sharing and aggregation of sensing data

from different AV, cooperative perception (CP) techniques have emerged as a promising

paradigm for perception in the autonomous driving context [15, 17–22]. In the existing

literature, three types of CP have been identified, namely object-level, feature-level, and

raw-level CP. Each type of CP leverages different forms of multi-view sensing data and

comes with its own set of advantages and limitations. To achieve notable improvements in

perception accuracy and reliability, it is preferable to adopt raw-level or feature-level CP

techniques, which entails the sharing and aggregation of unprocessed raw sensing data or

extracted features from the raw sensing data [18], [20]. However, such techniques typically

impose a burden on the environment with limited communication resources due to the

considerable data size of both raw sensing data or feature data [21], [22]. Transmitting the

data often requires more bandwidth or lead to prolonged transmission times, making it

inherently communication inefficient and challenging to implement in resource-constrained

settings.

Excessive computing resource consumption issue can be mitigated by leveraging com-
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putation reuse. By sharing reusable computation results (e.g., classification result of the

object of interest) from one device, other devices which require the same computation

result can reuse the computed result without undertaking additional computations. This

prevents the execution of duplicate computations and effectively reduces the overall com-

puting demand and computing resource consumption [23], [24]. However, such method

lacks the utilization of multi-view sensing data and relies input data from a single device

to produce reusable computation results. Employing computation reuse in the considered

scenario would once again result in unreliable classification accuracy over time.

In summary, to tackle the issues concerning vulnerability to viewing conditions and high

computing resource consumption in stand-alone intelligence, CP techniques have facilitated

the utilization of multi-view sensing data to enhance classification accuracy and reliability.

However, the lack of communication efficiency limits their full potential and effectiveness

in practical implementations. While the utilization of computation reuse can lead to a

reduction in computing demand and computing resource consumption, it does not fully

leverage the advantages offered by multi-view sensing data. Therefore, motivated by the

issues of existing scheme and the limitations of existing methods, we aim to explore a

scheme that allows AVs to efficiently leverage multi-view sensing data in each classification

of the tracking period, while reducing both the computing demand and the communication

overhead incurred in each classification.
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Figure 1.3: An illustration of role assignment in the group of AVs for cooperative classifi-
cation.

1.3 Proposed Solution

Multi-view classification methods that employ image-based deep convolutional neural

networks (CNNs), termed as multi-view convolutional neural network (MVCNN), have

attracted our attention for its ability to effectively leverage multi-view sensing data and

reduce computing demand in the classification process. Extensive research efforts have

been devoted to exploring and advancing these methods over the past decade, driven by

its outstanding performance in tasks such as object classification and retrieval [25–32]. By

resorting to vehicle-to-vehicle (V2V) communications and multi-view classification meth-

ods, view images acquired from different AVs can be effectively utilized. Simultaneously,

the three modules of multi-view classification methods, including the feature extraction

module, feature aggregation module, and classification module, can be distributed across
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Figure 1.4: An illustration of cooperative classification scheme.

multiple vehicles, forming a distributed computing hierarchy that allows vehicles to coop-

eratively generate classification outcomes [33], [34]. As a result, a cooperative classification

scheme can be realized for classifications during the tracking period. In such scheme, each

AV will be assigned a role, either as a helper or an aggregator. The distribution of roles

for AVs in the group is illustrated in Figure 1.3. The aggregator is responsible for execut-

ing all three modules, whereas the helpers are solely responsible for executing the feature

extraction module. For each cooperative classification of the object over the tracking pe-

riod, as depicted in Figure 1.4, both helpers and aggregator utilize the feature extraction

module of MVCNN to extract view-based features from their locally captured image of

the object. The helpers then transmit their extracted features to the aggregator through

V2V communication. Upon receiving the features from helpers, the aggregator aggregates

the received features with its own extracted features using the feature aggregation module

and forwards the resulting aggregated features to the classification module for final classi-
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Figure 1.5: An illustration of role assignment in the group of AVs for improved cooperative
classification scheme.

fication. After obtaining the classification result, the aggregator shares the result with all

AVs in the group. This cooperative classification process is repeated for each classification

of the object throughout the tracking period. As a result, instead of performing all the

computation associated with each classification (e.g., feature extraction module and classi-

fication module), most devices (e.g., helpers) only perform a portion of them (e.g., feature

extraction module). By adopting this cooperative classification scheme, computations and

computing resources required by multiple AVs to classify the same object can be signifi-

cantly reduced, while the classification accuracy and reliability are improved through the

utilization of multi-view sensing data.

Further improvements can be made to this scheme by reducing the number of AVs

involved and allowing only a selected subgroup of AVs to perform cooperative classifica-

tion. This intuition stems from the realization that AVs’ views may exhibit similarities
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in certain circumstances [31]. For example, AVs located in the same lane may capture

image of the object from similar angles, providing redundant information during cooper-

ative classification. In contrast, views from AVs located in different lanes may provide

more discriminative information about the object, thus contributing more in cooperative

classification. Selecting a subgroup of AVs that offer informative and non-redundant views

of the object may be sufficient to attain the same level of classification accuracy as when

all AVs in the group are selected for cooperative classification. In the improved cooperative

classification scheme, a subgroup of AVs is selected from the group to perform cooperative

classification, while the remaining AVs assume the role of freeloaders [35]. The distribu-

tion of roles for the group of AVs in this improved scheme is illustrated in Figure 1.5.

The subgroup follows the same workflow as the previous scheme for cooperative classifi-

cation, with the key difference being that the aggregator of the subgroup also shares the

cooperative classification results with freeloaders. Therefore, freeloaders do not need to

actively participate in the cooperative classification process, but can still have access to

the classification results obtained by the subgroup. The decrease in the number of AVs

required to perform feature extraction and transmission in each cooperative classification

further reduces the overall computation workload and alleviates communication burden.

Additionally, the classification accuracy and reliability can remain unaffected as long as

the AVs in the subgroup provide informative and non-redundant views of the object.
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1.4 Challenges and Objective

In this work, we aim to schedule a subgroup for each cooperative classification over

the tracking period. The objective is to determine the size and composition of each sub-

group, and assign appropriate role (e.g., aggregator/helper) to each member, in order to

meet the accuracy and delay requirements of each classification while minimizing the to-

tal computation demand required by the group for performing cooperative classifications.

We have observed that choosing subgroups to achieve our objective is essentially a matter

of managing the interplay among design parameters, including subgroup size, subgroup

members, and role assignments of members, to balance the trade-off among cooperative

classification accuracy, delay, and computation demand. One crucial design parameter

in balancing such trade-off is the subgroup size. For example, expanding the subgroup

size could potentially lead to more comprehensive and diverse observations of the object,

which improve the accuracy of cooperative classification [30], [32]. However, the number

of helpers in the subgroup increases with the subgroup size, and every additional helper

will be required to execute feature extraction module and transmit extracted feature to

the aggregator, which increases the total feature transmission delay and computation de-

mand. A choice should be made between selecting a larger number of AVs to attain more

accurate and reliable cooperative classification at the expense of increased computation

demand and classification delay, and selecting a smaller number of AVs for faster and more

computing-efficient classification with lower accuracy and reliability. On the other hand,

the interplay among design parameters must also be considered when forming the sub-

group. For example, through the careful selection of subgroup members with informative

11



and non-redundant views for cooperative classification, it is possible to achieve an equiva-

lent level of cooperative classification accuracy by a smaller subgroup as compared with a

larger subgroup consisting of AVs with inferior object views. This leads to a reduction in

subgroup size and enables faster and more computing-efficient cooperative classification.

Managing the interplay among design parameters and balancing the trade-off among

accuracy, delay, and computation demand requires the knowledge of cooperative classifica-

tion accuracy and delay of each possible subgroup, and their corresponding computation

workload and computing resource consumption for performing cooperative classification.

However, acquiring this information beforehand can be challenging. On one hand, cooper-

ative classification accuracy is challenging to estimate due to two primary reasons.

• Inherent randomness in deep neural network. The outstanding performance

of multi-view classification methods can be attributed to the ability of deep neural

networks (DNNs) to learn complex and representative features from input data [36].

However, due to the inherent complexity of DNNs, understanding and interpreting

its feature learning process and decision-making process remain difficult. Thus, it

is unclear what features are detected from input data and how features interact

to produce classification result [37–40]. The ambiguity in the relationship between

the input data, such as an image taken from a specific view, and the extracted

features introduces randomness into the classification accuracy, making it difficult

to determine the exact classification accuracy of an object. This randomness is

exacerbated when images from multiple views are taken into account and a feature

aggregation mechanism is considered. Thus, it is challenging to estimate the exact
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cooperative classification accuracy of a subgroup.

• Unpredictability in a dynamic driving environment. In a driving environment,

the presence of real-time changing factors, such as lighting conditions and traffic par-

ticipants, causes the content of the captured image data to constantly change. For

example, the intensity values of pixels in two images captured from the same view

may differ due to changes in lighting. The changes in the collected data affect the

classification accuracy of an object overtime in an unknown manner due to the unpre-

dictability of environment conditions. This introduces another source of randomness

in cooperative classification accuracy in addition to the inherent randomness in deep

neural networks.

On the other hand, there are challenges associated with estimating cooperative classifica-

tion delay of candidate subgroups.

• Varying resource availability. The time required for subgroup members to extract

features, and for the aggregator to perform feature aggregation and classification, is

contingent upon the CPU frequency available to the helpers and the aggregator

at each cooperative classification. However, each AV may be concurrently running

different computation tasks alongside the cooperative classification task, making it

challenging to determine the exact CPU frequency that each AV can provide for

the cooperative classification [41]. Therefore, estimating the computing delay of a

subgroup for cooperative classification can be challenging.

• Unpredictable compression ratio. The transmission of uncompressed feature

data imposes a heavy communication burden, a common practice is to compress the
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extracted features before transmission [42], [43]. As a result, helpers of the subgroup

may have varying transmitting data sizes, as the size of the compressed features may

differ based on the data contained in the uncompressed features; for example, data

with repetitive values may compress better compared to those with random values.

Therefore, the transmission delay for cooperative classification can not be accurately

predicted due to the lack of accurate information feature data compression ratio.

Existing literature has various methods to tackle these challenges. Regression tech-

niques and lookup tables are employed in some studies to estimate the classification per-

formance of DNN-based methods and mitigate the impact of uncertainty in DNN models

on classification performance [10], [15]. To address the problem of lacking global state in-

formation on the available computing resource, channel conditions, and transmitting data

size, beaconing messages have been employed to estimate the state of vehicles [44]. Section

2.3 and 2.4 provide a more detailed discussion on the existing methods employed to address

these challenges, along with their limitations. Building upon this understanding, to accom-

modate the dynamic nature of driving environment and devise algorithm that is capable of

making subgroup scheduling decisions under uncertainties, we resort to an online learning-

based method. To be specific, we utilize the multi-armed bandit (MAB) theory to select

appropriate subgroups for each cooperative classification over the tracking period [45]. The

MAB theory seeks to strike a balance between exploration and exploitation of candidate

actions in order to maximize the cumulative reward over a series of actions. Exploration

entails experimenting with currently sub-optimal actions to gather more data about their

reward distributions, while exploitation involves identifying the currently optimal action

based on empirical evidence. The goal is to learn about the reward distribution associated
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with each action by observing past action-reward outcomes, and utilize that knowledge

to make the most beneficial decisions for future actions. The upper confidence bound

(UCB) based algorithms have been extensively employed as effective solutions to balance

the exploration and exploitation trade-off [45] [46]. These algorithms provide a robust

performance guarantee and have been applied in wireless networks to learn the dynamics

of unknown environments [41], [47]. In this work, we leverage MAB theory in conjunc-

tion with our insights on the selection of subgroup to schedule subgroups for cooperative

classification. The contributions of this research are summarized as follows:

• A computation efficient cooperative classification scheme is proposed to address the

issues concerning the susceptibility of classification accuracy to viewing conditions

of vehicles and inefficient utilization of computing resources in the object tracking

process of autonomous driving. The scheme involves the sharing of multi-view sens-

ing data and the distribution of classification-related computation workload among

AVs within a selected subgroup, which has the capability to enhance the computing

efficiency and accuracy of each classification.

• A subgroup scheduling optimization problem is formulated to maximize the perfor-

mance of the cooperative classification scheme, while taking the dynamic nature of

the vehicle operating environment into consideration. We propose a learning-based

solution, based on the cost-subsidized MAB theory and our developed insights on sub-

group selection, to minimize the total computation demand required by the group for

cooperative classifications while facilitating the satisfaction of classification accuracy

and delay requirements.
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• Extensive simulations are conducted under a synthetic scenario to evaluate the effec-

tiveness of the proposed scheme and algorithm. Simulation results demonstrate the

capability of the proposed scheme and algorithm to enable AVs complete classifica-

tions with low computation demand, while consistently achieving improved classifi-

cation accuracy and reduced classification delay across driving scenarios with varying

vehicle densities.

1.5 Organization of the Thesis

The remainder of this thesis is organized as follows. In Chapter 2, a literature review

is conducted on cooperative perception techniques, multi-view classification networks, and

existing solutions proposed to address the aforementioned challenges. The system model

is described in Chapter 3. A subgroup scheduling optimization problem is formulated in

Chapter 4, in which detailed explanations and discussions on the proposed algorithm are

also provided. In Chapter 5, simulation results are presented to evaluate the efficacy of

the proposed scheme and algorithm. Finally, Chapter 6 concludes this study and outlines

future research directions.
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Chapter 2

Literature Survey

2.1 Cooperative Perception

Cooperative perception plays a vital role in advancing the capabilities of autonomous

driving systems by enabling vehicles to collectively perceive and understand their sur-

rounding environment. Unlike traditional perception systems that rely solely on the sen-

sors within an individual vehicle, cooperative perception leverages the power of vehicle-to-

vehicle (V2V) and vehicle-to-infrastructure (V2I) communication to share and aggregate

sensing data among multiple vehicles. The extended perception horizon and the diverse

observation perspectives offered by CP make AVs’ views less vulnerable to sensor impair-

ments and occlusions, which enhance the accuracy, reliability, and efficiency of perception

tasks such as object detection, tracking, and scene understanding [48], [49], [50].

CP encompasses three distinct types that leverage different forms of sensing data. Raw-
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level CP involves the sharing and aggregation of unprocessed raw sensing data, allowing

for the preservation and utilization of complete sensing information, which contributes to

enhanced perception performance. However, the transmission of raw sensing data presents

a significant challenge in resource-constrained environments, as the large data size poses a

burden on AVs in terms of real-time transmission capabilities [18], [22]. For example, the

high data rate of millimeter wave (mmWave) communications is exploited in [51] and [52]

to support the transmission of massive raw sensing data. On the other hand, object-level

CP focuses on aggregating object detection results from multiple AVs to extend perception

horizon. This approach offers simplicity and communication efficiency since it only requires

the transmission of detection results. However, it is important to note that object-level

CP cannot surpass the collective sensing capability of all participating AVs. In scenarios

where none of the AVs can detect an object using their own sensing data, object-level CP

alone will not be able to detect the object, as it relies solely on the sharing of detection

results rather than the raw sensing data [16], [53]. Finally, feature-level CP leverages

feature data extracted from the raw sensing data for aggregation. These feature data

are lightweight compared to raw sensing data. For example, in the study conducted by

Chen et al. [20], the data required for feature aggregation is only one hundredth of the

size of the original data, showing that feature data is more communication-efficient than

raw sensing data and better suited for real-time transmission. Despite their reduced data

size, feature-level CP techniques have demonstrated a comparable level of enhancement

in perception performance to raw-level CP techniques in certain applications, effectively

striking a balance between accuracy and communication bandwidth requirements [20], [54].

Overall, understanding the different types of CP and their trade-offs is crucial for designing
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cooperative perception systems that meet the specific requirements of resource-constrained

environments, while achieving reliable and accurate perception capabilities.

2.2 Multi-view Classification Networks

Multi-view classification networks based on the deep learning techniques have gained

significant attention in recent years due to their ability to leverage diverse visual per-

spectives for improved classification performance. In contrast to conventional single-view

classification networks that rely on a single input image, multi-view classification networks

leverage multiple views or images of the same object to substantially improve the ac-

curacy and robustness of 3D object classifications [55], [56]. The underlying idea behind

multi-view classification networks is to exploit the complementary information provided by

different views to capture a more comprehensive representation of the object and achieve

more reliable classification results. Inspired by the most pioneering work on multi-view

object classification: MVCNN [32], most existing multi-view classification networks adopt

a similar three-module architecture to generate classification results. Specifically, multi-

view images of a 3D object are fed separately into the feature extraction module to extract

view-specific features of the object for each view. The feature aggregation module col-

lects and apply view-pooling operation to combine the extracted features from all views,

resulting in the generation of multi-view aggregated feature representation of the 3D ob-

ject. The aggregated features are then passed through the classification module to produce

the final classification result. Different view-pooling operation can be applied for feature

aggregation in multi-view classification. Inspired by the maxout operation in CNN [57],
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MVCNN adopts element-wise maximum operation across the views to emphasize most

salient features from all views and remove trivial ones [20]. Element-wise mean operation,

which takes the average of each component of the feature maps, is often considered as an

alternative for feature aggregation. However, it has been demonstrated to have inferior

performance compared to max-pooling [32]. Arnold et al. [58] proposed the use of con-

catenation operation to merge all feature maps into a single feature map, retaining all the

information for subsequent classification. While this operation has demonstrated superior

performance compared to the other two operations, it expands the dimensionality of the

resulting aggregated feature maps and necessitates modifications in the classification mod-

ule, such as the addition of an extra linear layer to map the aggregated features back to the

original input dimension, to ensure its proper functioning [33]. Over the years, MVCNN has

undergone refinements and enhancements to further improve its performance and broaden

its applicability [26, 27, 30, 31]. For example, Feng et al. [31] have considered the simi-

larity between views and propose the group-view convolutional neural network (GVCNN)

based on MVCNN to exploit the correlation and discriminability among different views.

Yang et al. [30] observed that the view-pooling operation in MVCNN disregards the spatial

correlation between 2D appearances captured from different viewpoints. To address this

limitation, they proposed a Relation Network that explores both the region-to-region and

view-to-view relationships, which leads to improved classification accuracy and enhanced

performance consistency. Wang et al. [59] introduced a novel approach of employing dom-

inant set clustering to group similar views together and pool information from different

clusters. This approach allows for the utilization of informative features from disparate

views, thereby enhancing the overall performance of the multi-view classification system.
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2.3 Classification Performance Estimation

In order to assess the classification performance of DNN-based methods, researchers

have employed various techniques. One common approach is the use of regression tech-

niques, such as linear regression or quadratic regression, to determine a line of best fit that

characterizes the relationship between classification performance metrics, e.g., accuracy or

error probability, and factors that influence the performance, e.g., computation workload

or input data size. In [15], Jia et al. adopt an empirical approach by assuming a loga-

rithmic relationship between computation workload and detection performance. They fit

the parameters using an image dataset and a pre-trained object detection model to obtain

the best fit for this relationship. The established relationship is then utilized to estimate

the detection performance based on the given computation workload. Zhao et al. [60] have

experimentally shown that the inference accuracy of GoogleNet deep learning model grows

with the pruned JPEG image size and the relationship can be fitted by a Gompertz func-

tion for future estimation. While regression techniques employed in these works are able to

provide a line of best fit to estimate classification performance, they often focus on a single

influencing factor. The complexity involved in accounting for all influencing factors may

hinder their ability to accurately capture and model the impact of multiple factors, such

as lighting conditions and viewing angles, on classification performance. Furthermore, the

relationships captured by regression techniques are often static and may not adapt well to

dynamic environments or changing conditions [61].

Alternatively, some researchers have opted to construct lookup tables, which establish

a simple mapping between the classification performance and the influencing factors. This
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approach provides a direct reference to determine the expected performance based on the

given influencing factor. For example, in the studies conducted by Yang et al. [10], [62], the

authors categorize the quality of captured video frames to “good” or “bad” and establish

a mapping table to define the relationship between the inference error rate of a DL model

and the input data quality. This mapping table enables the estimation of the performance

of the model based on the quality of the input data. The advantage of lookup tables

is their straightforward interpretation and ease of implementation. However, they may

lack the flexibility to capture complex and nuanced relationships between the factors and

performance, limiting their adaptability in dynamic environments.

2.4 Global State Information Estimation

In order to address the challenge of lacking global state information regarding available

computing resources, channel conditions, and transmitting data size, different approaches

have been adopted. Some works assume perfect knowledge of this information [63], [64],

assuming that the devices can have access to accurate and up-to-date information. Other

approaches rely on the periodic exchange of relevant information, such as resource avail-

ability and relative distance, among AVs to estimate the global state information [44], [65].

However, the frequent exchange of such information requires continuous communication

among the AVs, which incurs high signaling overhead. Moreover, the dynamic nature of

driving environment cause the road conditions and traffic participants to rapidly change

over time [41]. Consequently, the exchanged information may quickly become stale and

fail to reflect the current state of the environment. This stale information can undermine
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the reliability and accuracy of the estimations based on it, as it may no longer align with

the actual conditions [41], [66], [67].

2.5 Summary

In this chapter, we first introduce the benefits of utilizing cooperative perception tech-

niques in modern autonomous driving systems, and a review is conducted on the three types

of cooperative perception and their respective strengths and limitations. The three-module

architecture of the multi-view classification networks and the corresponding operations

performed by each module are described. A detailed comparison of different view-pooling

operations, along with a brief review of recent advancements in the field of multi-view

classification networks, are provided. We also examine the existing literature to explore

how researchers have tackled the challenges described in Section 1.4, followed by a critical

analysis of their proposed methods.
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Chapter 3

System Model

3.1 Autonomous Driving Scenario

Consider an unidirectional multi-lane road where a group of K closely positioned AVs

need to perform a series of classification on a common object of interest for a certain pe-

riod of time. Let K = {1, 2, . . . , K} denote the group of AVs, with k ∈ K representing

the AV index. All AVs in group K are equipped with standardized built-in cameras that

have uniform hardware specifications, enabling them to capture images of identical reso-

lution and color depth for effective environmental perception. We consider a time slotted

system, as depicted in Figure 3.1, comprising T time slots which represent a sequence of

T classifications to be executed by AVs over the tracking period. Each time slot, indexed

by t, has a duration of τ equal to the delay threshold of classification. We assume the

composition of AVs within group K remains fixed throughout all time slots. At time slot
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Figure 3.1: An illustration of time slots for classifications.

t, a subgroup of AVs is selected from group K to classify the object using cooperative clas-

sification scheme. Let α(t) = {αk(t),∀k ∈ K} denote a binary subgroup member indicator

vector in {0, 1}K , where αk(t) = 1 indicates that the AV k is selected as a member of the

subgroup at time slot t, and αk(t) = 0 otherwise. We use Ks(t) = {k ∈ K | αk(t) = 1} to

denote the subgroup of AVs which are selected from set K at time slot t for cooperative

classification. Within subgroup Ks(t), aggregator AV and helper AVs are identified. Let

γ(t) = {γk(t),∀k ∈ K} denote a binary aggregator indicator vector in {0, 1}K , where γk(t)

= 1 indicates that AV k serves as aggregator at time slot t, and γk(t) = 0 indicates that

AV k serves as helper at time slot t. Let K(h)
s (t) = {k ∈ K | γk(t) = 0} denote the set of

AVs that serve as helpers, and let kA(t) denotes the AV that serves as the aggregator. The

relationship among sets {kA(t)}, K(h)
s (t), Ks(t), and K at any time slot t can be described

as

{kA(t)} ∪ K(h)
s (t) = Ks(t) ⊆ K. (3.1)
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3.2 Task Model

The three-module architecture of multi-view classification framework typically consists

of a view-pooling (ViewPool) layer and layers from an established image-based CNN model

such as VGG-M [32], GoogLeNet [31], and ResNet [25]. The backbone CNN model is par-

titioned into two parts by inserting the ViewPool layer, leading to the formation of the

three modules. The ViewPool layer itself composes the feature aggregation module, while

the feature extraction module includes all layers preceding the ViewPool layer, and the

classification module includes all layers following the ViewPool layer. Let LE, LA, and

LC denote the layer sets of the feature extraction module, feature aggregation module,

and classification module, respectively. The specific set of layers included in the feature

extraction module (e.g., LE) and classification module (e.g., LC) may change based on the

placement of the ViewPool layer [32]. Typically, the feature extraction module primarily

consists of convolution (CONV) layers and pooling (e.g., MaxPool) layers, while the classifi-

cation module is primarily composed of fully-connected (FC) layers. However, depending

on the location of the ViewPool layer, the feature extraction module may also contain FC

layers, and the classification module may also include CONV and MaxPool layers.

The CONV layers extract features from the input feature maps1 by convolving them

with a set of filters to produce output feature maps. For each CONV layer l ∈ LE ∪ LC , we

define tuples (HI
l ,W

I
l , D

I
l ) and (HO

l ,W
O
l , D

O
l ) to represent the height, width, and depth

dimensions of the input and output feature maps of layer l respectively. The output feature

maps at layer l are obtained by convolving the input feature maps with DO
l filters. The

1In the first CONV layer, the input image is considered as the input feature maps.
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filters at layer l may or may not have the same size depending on the specific architecture

employed in the CNN [68], [69]. We assume that filters in layer l have the same dimension,

which is denoted as (hl , hl, D
I
l ), without loss of generality. Applying one filter to the input

feature maps results in creation of one depth slice in the output feature map. To achieve

this, each filter i (1 ≤ i ≤ DO
l ) at layer l is slid over the input feature maps, computing the

dot product between the filter and the portion of the input feature maps that is currently

being overlapped by the filter, and then moving the filter to the next region and repeating

the process. To compute one of HO
l W

O
l data elements in the i-th depth slice of the output

feature map, it requires (hl)
2DI

l multiplications and (hl)
2DI

l − 1 additions.

The FC layers map the learned features from CONV layers to the output classes. For each

FC layer l ∈ LE ∪ LC , let XI
l and XO

l denote the input and output dimensions of layer l.

XI
l data elements in the output of the previous layer are connected to every neuron in layer

l, resulting in XO
l output data elements. Each connection between the neurons has weight

and bias associated with it. The computation of one of XO
l data elements in the output

involves the calculation of a weighted sum of the input. Specifically, XI
l data elements in

the input are multiplied with their corresponding weights, and the resulting products are

summed together with a bias term to obtain the weighted sum. Therefore, to generate one

output data element at layer l, XI
l multiplications and XI

l additions are required.

Activation layers with different activation functions (e.g., sigmoid, ReLu, Tanh, etc)

are usually applied after CONV and FC layers to introduce non-linearity to the model. A

special activation layer with Softmax function as activation function is applied to the

last FC layer to produce a probability distribution over all possible classes. The pooling

layers in feature extraction module, such as MaxPool layers, down-sample the output of the
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preceding layer by selecting the maximum value from a region in the input, reducing the

data dimensionality and matching the size of output with the input size of the subsequent

layer. In contrast, the pooling layer in feature aggregation module, such as the ViewPool

layer, usually apply element-wise maximum operation or arithmetic mean operation to

combine features from multiple views and form a single, compact feature representation

of the 3D object [32], [33]. Normalization layers normalize the features before passing

them on as the input of the next layer to reduce internal covariate shift. To simplify the

analysis, we omit the computing cost associated with these layers, as they generally require

significantly less computation compared to the CONV and FC layers [69], [70], [71].

Let vl denote the number of output data elements at layer l ∈ LE ∪LA ∪LC , given by

vl =


HO

l W
O
l D

O
l , if layer l is CONV layer

XO
l , if layer l is FC layer.

(3.2)

The number of floating-point operations, including both multiplications and additions, for

computing one output data element at layer l ∈ LE ∪LA ∪LC is denoted as πl and can be

expressed as

πl =


2(hl)

2DI
l − 1, if layer l is a CONV layer

2XI
l , if layer l is a FC layer

0 otherwise.

(3.3)

28



3.3 Computing Model

Let ω denote the computation intensity representing the number of CPU cycles required

to perform one floating-point operation. The computation workload (in CPU cycles) for

any layer l ∈ LE ∪LA ∪LC , denoted as λl, can be described as λl = ωvlπl. The computing

capability of AV k ∈ Ks(t) is described by its maximum CPU frequency Fk (in CPU cycles

per second), and the CPU frequency available for the cooperative classification task at

time slot t is denoted by fk(t). Due to the varying computation workloads of each AV, the

exact computing resource each AV can provide for cooperative classification is based on its

current workload and resource availability at time t, and thus we have fk(t) ∈ [0, Fk]. We

assume that fk(t) remains static during each time slot t.

In every time slot, it is required for all AVs in subgroup Ks(t), including both helpers

and the aggregator, to execute feature extraction module. This entails generating a com-

putation workload of
∑

l∈LE λl and consuming computing resources fk(t) for each AV in

subgroup. Let dEk (t) denote the computing delay for executing feature extraction module

at AV k at time slot t, given by

dEk (t) =

∑
l∈LE λl

fk(t)
, ∀k ∈ Ks(t). (3.4)

The execution of feature extraction module is initiated simultaneously by all AVs in the

subgroup. Therefore, the total computing delay experienced by the subgroup for executing

feature extraction module at time slot t, denoted by dE(t), is determined as the maximum
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among the feature extraction delays of individual AVs. This is expressed as

dE(t) = max
k∈Ks(t)

dEk (t). (3.5)

In addition to executing the feature extraction module, aggregator kA(t) of the subgroup

is responsible for executing the feature aggregation module and the classification module.

The execution of these two modules results in an additional computation workload of∑
l∈LA∪LC λl for the aggregator. Let dC(t) denote the computing delay for executing the

feature aggregation and classification modules at aggregator kA(t) at time slot t, given by

dC(t) =

∑
l∈LA∪LC λl

fkA(t)(t)
. (3.6)

To assess the computation demand of a subgroup in executing cooperative classification,

we take into account both the computation workload generated and computing resources

consumed by each AV within the subgroup. Specifically, we define the computation demand

of an AV, k ∈ Ks(t), for executing cooperative classification at time slot t, denoted as ζk(t),

as a function of computation workload generated by the AV and computing resources

consumed by the AV, given by

ζk(t) =


κ(fk(t))2

∑
l∈LE λl, ∀k ∈ K(h)

s (t)

κ(fk(t))2
∑

l∈LE∪LA∪LC λl, ∀k ∈ {kA(t)}.
(3.7)

This equation has the physical interpretation of computing energy consumption, specifi-

cally when parameter κ represents the energy efficiency coefficient [72] [73]. Essentially,
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as the consumption of computing resources increases or more computation workload is

generated for a computation task, the computation demand on an AV to execute the task

also increases, leading to a reduction in task computing efficiency. Building upon this

understanding, the total computation demand required by a subgroup Ks(t) to execute

cooperative classification task at time slot t, denoted as ζKs(t), can be expressed as

ζKs(t) =
∑

k∈Ks(t)

ζk(t). (3.8)

3.4 Communication Model

Each helper, k ∈ K(h)
s (t), is required to transmit its extracted feature maps to aggregator

kA(t) after the execution of feature extraction module. For simplicity, we assume that the

feature transmission process of helpers takes place after all AVs have completed feature

extraction. Let l̂ ∈ LE denote the last layer of the feature extraction module. This layer

produces feature maps with vl̂ data elements that need to be transmitted. vl̂ can be

computed using 3.2, if layer l̂ is CONV or FC layer. For other types of layer, the output of

layer l̂ might have different number of data elements depending on the input data elements

and specific operation performed in this layer. For example, if layer l̂ is a MaxPool layer,

then vl̂ is the number of data elements in the feature maps generated by the previous CONV

layer after down-sampling.

Let δ denote the number of bits required to represent a floating-point number. The

data size (in bit) of the data to be transmitted is denoted as ψ and can be expressed as

ψ = δvl̂ before compression. Note that the uncompressed data size ψ is independent of the
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choice of helper and remains constant across all helpers. This is because a same multi-view

classification network is used across all helpers, which results in the feature extraction

module outputting the same number of data element, vl̂, for all AVs. The data size of the

compressed feature maps may differ due to difference in the data they contain. Moreover,

the different choice of compression algorithms can also impact the size of the compressed

data. Here, we assume that a universal lossless compression algorithm is employed by all

helpers for data compression. Hence, the data size (in bit) of compressed data for helper

k ∈ K(h)
s (t) at time slot t, denoted as ψk(t), depends solely on the feature data extracted

by helper k.

During feature transmission, multiple helpers need to transmit their extracted feature

maps to the aggregator. However, due to each AV having only one transceiver for data

message exchange, it is not possible for multiple helpers to transmit their feature maps to a

single aggregator simultaneously. To prevent message collision and reduce communication

overhead incurred from signaling, the helpers transmit their feature maps to the aggregator

sequentially, one after another, utilizing the total available radio spectrum bandwidth B.

Based on the Shannon channel capacity formula, the transmission delay for transmitting

feature maps of helper k ∈ K(h)
s (t) to aggregator kA(t) at time slot t, denoted by dTk (t), is

given by

dTk (t) =
ψk(t)

B log2

(
1 + pgk(t)

σ2

) , ∀k ∈ K(h)
s (t) (3.9)

where p denotes the fixed transmission power for all helpers, gk(t) denotes the transmission

power gain between the helper k and the aggregator kA(t) at time slot t, and σ2 represents

the received noise power. We assume that the transmission power gain gk(t) remains static
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during feature transmission. The aggregator can only proceed to feature aggregation phase

when it has received feature maps from all helpers. Thus, the total feature transmission

delay incurred by helpers at time slot t, denoted by dT (t), is given by

dT (t) =
∑

k∈K(h)
s (t)

dTk (t). (3.10)

As the classification result is represented by a probability vector that is considerably smaller

in data size compared to the feature maps, we disregard the transmission delay for the

aggregator transmitting the classification result back to all AVs in group K.

Then the sum delay dKs(t) experienced by subgroup Ks(t) at time slot t for performing

cooperative classification is given by

dKs(t) = dE(t) + dT (t) + dC(t). (3.11)

3.5 Cooperative Classification Accuracy

Due to the inherent randomness in DNNs and the dynamic nature of a driving environ-

ment, the cooperative classification accuracy of a subgroup cannot be accurately estimated

overtime. The exact cooperative classification accuracy that a subgroup can obtained at a

particular time slot can only be known upon the completion of cooperative classification

at that time slot. Define ϕKs(t) ∈ [0, 1] as the cooperative classification accuracy obtained

by a subgroup Ks(t) ⊆ K at time slot t. This accuracy, measured by true class probability

in the probability vector, is generated by the multi-view classification network and reflects
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the level of confidence in the classification decision made by the subgroup. In reality, the

true class, in the absence of definitive ground truth, can be estimated through a consensus

mechanism, wherein the classification result agreed upon by the majority of AVs in the

group is taken as the most probable true class. The estimated true class serves as a refer-

ence for calibrating and verifying the outcomes of cooperative classification. In addition,

as the environment around AVs and the object of interest continually evolves, cooperative

classification accuracy ϕKs(t) achieved by a subgroup varies across different time slots.

3.6 Summary

In this chapter, we provide a system model for the considered autonomous driving sce-

nario and the proposed cooperative classification scheme. The system model comprises a

task model that describes the operation and workload associated with executing coopera-

tive classification task, a computing model that describes the computing delay involved in

executing the feature extraction and classification modules, and a communication model

that describes the communication delay associated with feature transmission. Further-

more, the acquisition of cooperative classification accuracy for each subgroup is discussed,

and the associated notation is provided.
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Chapter 4

Problem Formulation and Solution

4.1 Problem Formulation

In our proposed cooperative classification scheme, the group head is responsible for

making sequential decisions regarding the selection of a subgroup of AVs (Ks(t) ∈ K),

which involves determining composition α(t) and role assignment γ(t) of the subgroup

at each time slot t for cooperative classification. The objective is to minimize the total

computation demand of group K for cooperative classifications, while adhering to accuracy
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and delay constraints throughout T time slots. The problem is formulated as

(P1) min
{α(t),γ(t),∀t}

T∑
t=1

ζKs(t) (4.1)

s.t. dKs(t) ≤ τ, ∀t (4.2)

ϕKs(t) ≥ Θ, ∀t (4.3)

αk(t) ∈ {0, 1}, ∀t and ∀k ∈ K (4.4)

γk(t) ∈ {0, 1}, ∀t and ∀k ∈ K (4.5)

γk(t) ≤ αk(t), ∀k ∈ K (4.6)∑
k∈K

γk(t) = 1. (4.7)

Constraint 4.2 guarantees that the total delay incurred from each cooperative classification

cannot exceed the maximum tolerable delay requirement τ . Constraint 4.3 guarantees that

the accuracy of cooperative classification obtained by the selected subgroup Ks(t) at any

time slot t should satisfy the minimum classification accuracy requirement Θ. Constraint

4.4 represents that each AV in the group K can either be selected to become a member

of the subgroup or become a freeloader. Constraint 4.5 represents that each AV in the

subgroup Ks(t) can either serve as aggregator or helper. Constraint 4.6 ensures that the

roles of aggregator and helper can only be assigned to AVs that are part of the subgroup,

preventing the selection of AVs outside the subgroup for these roles. Constraint 4.7 ensures

that only one AV in group K can serve as aggregator at any given time slot for cooperative

classification.

To solve the subgroup scheduling optimization problem (P1) with conventional opti-
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mization techniques, prior knowledge on cooperative classification accuracy, delay, and

available computing resource of each candidate subgroup is necessary. However, as dis-

cussed in Section 1.4, the acquisition or estimation of this information presents significant

challenges. To address the challenges posed by solving (P1), we adopt an online learning

framework which does not demand knowledge of this information and, instead, explores

and learns necessary information from the operating environment while simultaneously

using the gathered information to guide decision-making process. Specifically, we reformu-

late (P1) as a variant of standard MAB problem, known as the MAB with cost subsidy

problem, and utilize tools from MAB theory to devise solution.

In a standard MAB problem, a gambler is presented with a set of |A| slot machines

known as bandits. Each bandit a ∈ A has an arm that, upon being pulled, generates a

random reward ra drawn independently from a fixed, but unknown distribution Fa with

mean µa. At each time slot t, the gambler pulls the arm of a bandit at ∈ A and receives a

reward rt,a drawn from distribution Fat with mean µat [74], [75]. The gambler’s objective

is to make sequential decisions regarding which arms to pull at each time slot over a

given time horizon T to maximize the cumulative rewards. As the gambler lacks prior

knowledge of the reward distribution associated with each arm, the goal of MAB algorithms

is to learn about the reward distribution associated with each arm by observing historical

reward outcomes, and utilize learned knowledge to make the most beneficial decisions for

subsequent arm selections. In real-world applications of MAB, in addition to rewards,

costs are also associated with selecting an arm, with high-performing arms tend to incur

higher costs. To account for the presence of costs alongside rewards, modifications need

to be applied to the standard MAB problem framework to incorporate the cost associated
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with each arm and optimize the trade-off between cumulative rewards and costs.

Common approaches to balance the trade-off between reward and cost involve employ-

ing simple arithmetic operations, such as weighted sum or division, to incorporate reward

and cost metrics as a modified optimization objective in standard MAB problem formu-

lation [76]. However, it is important to note that this modification may not always be

meaningful, particularly when the reward and cost metrics have different scales and cor-

respond to different quantities. A variant of the standard MAB problem known as MAB

with cost subsidy has been introduced to handle the subtlety in balancing reward-cost

trade-off [75]. In the MAB with cost subsidy problem setting, the reward rt,a and cost

ct,a received by arm a at time slot t are drawn from two unknown distributions F r
a and

F c
a with mean µr,a and µc,a respectively. Let a∗r denotes the arm with the highest mean

reward among all available arms, i.e., a∗r = arg maxa∈A µr,a. The mean reward of this arm

is represented as µr,a∗r . To manage cost, the gambler is willing to accept a loss from highest

reward and receive only a fraction of the highest mean reward, referred to as the smallest

tolerable reward, represented as (1−ρ)µr,a∗r , where ρ denotes the user-specified cost subsidy

factor that controls the value of the smallest tolerable reward. Arms whose mean reward

exceeds (1− ρ) factor of the highest mean reward are collected in a feasible arm set, given

by

A∗ = {a ∈ A | µr,a > (1− ρ)µr,a∗r}. (4.8)

The goal of MAB with cost subsidy algorithm is to learn the cheapest arm whose mean

reward is at least as large as the smallest tolerable reward, i.e., identifying the optimal arm

a∗ = arg mina∈A∗ µc,a. The mean cost of the optimal arm is represented by µc,a∗ . In other
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words, instead of aiming to identify and select the arm with highest mean reward, the goal

here is to identify and maximize the number of selection of the cheapest arm from feasible

arm set A∗ to provide tolerable cumulative rewards and minimize cumulative cost over T

time slots. This entails selecting the arm that minimize both the reward regret, represented

by max{(1 − ρ)µr,a∗r − µr,at , 0}, and the cost regret, represented by max{µc,at − µc,a∗ , 0},

at each time slot t. By using two notions of regret, namely reward regret Rr(·) and cost

regret Rc(·), such goal can be formally expressed as

min
a1,...,aT

[Rr(T, ρ,µr,µc) +Rc(T, ρ,µr,µc)]

= E

[
T∑
t=1

(
max{(1− ρ)µr,a∗r − µr,at , 0}

)
+

T∑
t=1

(max{µc,at − µc,a∗ , 0})

]
,

(4.9)

where vectors µr = (µr,1, . . . , µr,|A|) and µc = (µc,1, . . . , µc,|A|) represent the mean reward

and cost associated with all arms in arm set A. The expectation is taken over the ran-

domness involved in selecting arm at according to the designed arm selection algorithm.

(P1) can be effectively considered as a cost-subsidized MAB problem. In our scenario,

the group head plays the role of the gambler, which makes sequential decisions regarding

the selection of AV subgroups for cooperative classifications. The arm at corresponds to

the scheduled subgroup for cooperative classification at time slot t, which is represented as

tuple (Ks(t), kA(t)) with Ks(t) representing the member composition of the subgroup and

kA(t) representing the designated aggregator for the subgroup. The arm set, A, corresponds

to the set of all possible candidate subgroups, which is expressed as a collection of tuples

(Ks, kA)

A = {(Ks, kA) | Ks ∈ 2K \ {∅}, kA ∈ Ks}, (4.10)
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where 2K is the power set of group K, which encompasses all possible subsets of group K.

The set A comprises all possible combinations of member composition Ks and aggregator

kA for group K, constituting all the available arms for pulling at each time slot. Upon

the selection of a subgroup at at time slot t, a reward, rt,at , associated with quality of

service (QoS), is revealed, and concurrently, a cost, ct,at , related to computation demand is

incurred. The objective of scheduling subgroups over the tracking period to achieve desired

classification accuracy and delay while minimizing computation demand can be viewed as

selecting arms over T time slots to provide tolerable cumulative QoS reward and minimize

cumulative computational cost. Throughout the remainder of this thesis, we use a to

represent an instance of subgroup tuple from the subgroup set A, i.e. a = (Ks, kA), ∀a ∈ A.

4.2 Problem Solution

4.2.1 Overview

In the conventional approach to solving the MAB with cost subsidy problem, a strategy,

known as explore-then-commit, is employed. This strategy involves two phases, encompass-

ing a pure exploration phase and a exploitation phase. In the pure exploration phase, each

arm is selected for a predefined number of rounds, from which reward and cost data are

collected and the mean reward and mean cost associated with each arm are estimated.

The strategy then advances to the exploitation phase, wherein a feasible set of arms is con-

structed based on the upper and lower confidence bounds on the reward of each arm, from

which the arm with the least cost is selected [75]. To apply explore-then-commit strategy in
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our context, all possible subgroup configurations within the group will need to be explored

for multiple times. This strategy functions effectively when the group comprises only a

limited number of AVs. However, as the number of vehicles within the group grows, the

number of possible subgroup configurations can escalate significantly. For example, a group

comprising just 5 AVs gives rise to 80 possible subgroup configurations, whereas a group

encompassing 10 AVs results in a substantial 5120 potential subgroup configurations. As

a consequence, the duration of the pure exploration phase becomes considerably extended,

hindering the ability of explore-then-commit strategy to identify the optimal subgroup

within a limited period of time. In order to apply explore-then-commit strategy within our

context, additional measures need to be taken to reduce the number of subgroups to be

explored during the pure exploration phase.

Despite the presence of randomness and uncertainty in the problem, certain patterns

can be observed and harnessed toward the objective of reducing subgroup exploration space.

For example, a subgroup consisting of AVs with clear and close views of the object generally

provides more valuable information in cooperative classification than a subgroup of AVs

with obstructed and distant views of the object. While the exact cooperative classification

accuracy of these two subgroups cannot be determined, it is expected that the former

subgroup, on average, can yield more accurate cooperative classification result. Hence,

for subgroups of equal size, if the subgroups possess superior viewing conditions fails to

satisfy the classification accuracy requirement, it becomes unlikely for subgroups possessing

less favorable viewing conditions to satisfy the same classification accuracy requirement.

By only exploring and examining the cooperative classification accuracy performance of

subgroups with superior viewing conditions, we facilitate the satisfaction of classification
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accuracy requirement and bypass the need to explore all subgroups of equal size. On the

other hand, Upon observing a subgroup of a smaller size achieves the desired classification

accuracy, it often indicates that larger subgroups containing vehicles from this smaller

group are likely to attain the desirable accuracy threshold as well. Nonetheless, focusing

on smaller subgroups is beneficial for our optimization objective, as fewer vehicles in a

subgroup result in reduced classification delays and decreased computation demand due

to fewer feature transmission and extraction. Therefore, when smaller-sized subgroups

demonstrate the capacity to attain the accuracy threshold, further exploration on larger-

sized subgroups can be avoided.

To realize this idea, we begin by defining criteria and crafting tools to assess the viewing

condition of subgroups for cooperative classification. Employing the criteria and tools, an

algorithm is devised to identify subgroups with superior viewing conditions from all sub-

groups of the same size. The algorithm is subsequently used by another algorithm to reduce

the subgroup exploration space. In the process of reducing subgroup exploration space,

a coarse-grained exploration is conducted on the subgroups with superior viewing condi-

tions, through which their suitability in achieving our optimization objective is assessed.

Unsuitable subgroups, along with those of the same size, are discarded, while the suitable

ones are retained and returned. Finally, the explore-then-commit strategy is applied to

perform fine-grained exploration on the subgroups returned by the preceding algorithm,

from which the most suitable subgroups that align with our optimization objective are

scheduled for cooperative classifications.
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4.2.2 Viewing Condition Assessment

In assessing the viewing conditions of a subgroup of vehicles for cooperative classifica-

tion, several criteria and their impacts have been identified.

Distance: The object detection accuracy has been experimentally verified to be influ-

enced by the distance, d, between the observer and the object of interest [77]. The decline

of detection performance for very close object stems from the fact that the objects at closer

ranges are usually more truncated, resulting in only partial observation of the object. The

partial observability can subsequently hinder the accurate classification of the object due

to the absence of complete features. On the other hand, when the vehicle is too far away

from the object, the object appears too small in the image, which affects the resolution of

image and loses fine-grained information about the object, leading to decreased classifica-

tion accuracy [78], [79]. As a result, there exists an interval of observation distance, neither

too close nor too distant from the object, within which vehicles can capture valuable and

high-resolution data about the object, thereby improving the overall classification perfor-

mance. Based on these insights, we develop a distance-based scoring function to reflect the

value of the information that each vehicle can contribute to the cooperative classification

process. Such function is defined as

S
(D)
k =


exp

(
− (d−Dnear)2

2Γ2
near

)
if d ≤ Dnear

1 if Dnear < d ≤ Dfar

exp
(
− (d−Dfar)

2

2Γ2
far

)
if d > Dfar

, ∀k ∈ K (4.11)
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where S
(D)
k represents a distance-based score for AV k, Dnear and Dfar represent the close

and far distance threshold from which the object classification performance starts declining.

The decay rate at close range and distant range are controlled by Γnear and Γfar. This score

function penalizes vehicles which are too close or too distant to the object of interest and

favors vehicles which are positioned within the optimal observation range, i.e., [Dnear, Dfar].

Viewing perspectives: Multi-view classification networks, i.e., MVCNN, value discrim-

inative information more than redundant information [31]. Consequently, diversified view-

ing perspectives amplify the efficiency of multi-view object classification. In contrast, sim-

ilar viewing perspectives tend to yield redundant and overlapping data, which undermines

the cooperative classification performance. In the considered scenario, diverse viewing per-

spectives of the object of interest are primarily attained by allowing vehicles in different

lanes to participate in the cooperative classification process. Conversely, having vehicles

within the same lane to perform cooperative classification result in providing overlapping

or similar perspectives of the object.

Occlusion: Clear views provide more information about the object of interest than views

hindered by obstructions. While we recognize the significance of occlusion in assessing

the viewing conditions of vehicles, the specific relationships between vehicles with respect

to occlusion remain uncertain. Specifically, we cannot precisely determine the degree to

which the object of interest is obscured by other vehicles or other traffic participants in the

environment. This ambiguity stems from the lack of complete information of everything on

the road, such as the shape of vehicles, road and visibility conditions [67], [80]. Nonetheless,
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with the limited information available, such as the positions of vehicles and the width and

length of vehicles, we can estimate whether a vehicle’s view of the object of interest is

obstructed. We do this by checking if other vehicles are located in the direct line of sight

between the observing vehicle and the object of interest, from which we can estimate which

vehicles are likely having an obstructed view to the object of interest, and which vehicles

are likely having clear views.

Given the position of a source vehicle, denoted as (xs, ys), and the object of interest,

represented by (xo, yo), the line of sight connecting them can be expressed as parametric

equation of a line

x = xs + t(xo − xs) = xs + t∆x, 0 ≤ t ≤ 1 (4.12)

y = ys + t(yo − ys) = ys + t∆y, 0 ≤ t ≤ 1 (4.13)

where t = 0 and t = 1 represent the starting and ending points of the line segment. Given

the width w and length l of a vehicle at position, (xk, yk), the vehicle can be represented

by a bounding box defined by its bottom-left vertex, (xB, yB), and its top-right vertex,

(xT , yT ). The coordinates of these vertices are given by

xB = xk −
l

2
, yB = yk −

w

2
, (4.14)

xT = xk +
l

2
, yT = yk +

w

2
. (4.15)

The estimation of obstructed views can be considered as a problem of checking whether

a line, i.e., the line of sight, intersects with a rectangle, i.e., vehicle bounding box. Such
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Figure 4.1: An illustration of parameters within the occlusion estimation algorithm.

problem has been extensively studied in computer graphic field and can be efficiently solved

by an algorithm known as the Liang–Barsky algorithm [81].

Algorithm 1 summarizes the occlusion estimation algorithm derived from the Liang–Barsky

algorithm. In essence, the algorithm determines if the line of sight between the source vehi-

cle and the object of interest is blocked by the bounding box of another vehicle, as depicted

in Figure 4.1, by checking if any points of the line is in the bounding box. A point is in

the bounding box if the following conditions are satisfied

xB ≤ xs + t∆x ≤ xT (4.16)

yB ≤ ys + t∆y ≤ yT . (4.17)

This can be re-expressed by the following four inequalities, one for each edge of the bound-
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Algorithm 1 Occlusion Estimation with Liang-Barsky Algorithm

1: Input: Source vehicle position: (xs, ys), Object of interest position: (xo, yo), Position,
width and length of the vehicle being assessed: (xk, yk), w, l

2: Output: True/False on whether vehicle at position (xk, yk) is positioned on the line of
sight between source vehicle at position (xs, ys) and the object of interest at position
(xo, yo)

3: Initialization: Determine the bounding box coordinates, (xB, yB) and (xT , yT ), of the
vehicle being assessed based on Equations 4.14 and 4.15
Define variables for estimation criteria: p = [−(xo − xs), xo − xs,−(yo − ys), yo − ys],
q = [xs − xB, xT − xs, ys − yB, yT − ys]
Initialize the starting and ending points of the line-of-sight segment that is clipped by
the vehicle bounding box: t0 = 0, t1 = 1

4: for i = 0→ 3 do
5: if pi == 0 then
6: if qi < 0 then
7: return False
8: end if
9: continue
10: end if
11: Update the parameter corresponding to the intersection point between the line of

sight and the current edge: t← qi
pi

12: if pi < 0 then
13: t0 ← max(t0, t)
14: else
15: t1 ← min(t1, t)
16: end if
17: if t0 > t1 then
18: return False
19: end if
20: end for
21: return True
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ing box

tpi ≤ qi, i = 1, 2, 3, 4 (4.18)

where

p1 = −∆x q1 = xs − xB (left edge)

p2 = ∆x q2 = xT − xs (right edge)

p3 = −∆y q3 = ys − yB (bottom edge)

p4 = ∆y q4 = yT − ys (top edge).

(4.19)

The value of pi indicates the orientation of the line of sight concerning the edge of the

bounding box. A negative pi value suggests the line of sight moves from outside towards

the inside of edge i, a positive pi value implies it moves from inside to outside, while

pi = 0 denotes that the line of sight is parallel to edge i. The value of qi signifies the

distance from the starting point of the line of sight to edge i of the bounding box. The

algorithm iterates over each edge of the estimated vehicle bounding box. In lines 5 to

10, the algorithm evaluates whether the line of sight of the source vehicle runs parallel to

and remains outside the bounding box. If this condition holds, indicating the line of sight

does not intersect with the bounding box of the vehicle being assessed, it returns false

and moves on to the next edge. In lines 12 to 19, the parameters t0 and t1, defining the

starting and ending points of the line segment of the line of sight clipped by the bounding

box, are computed for edges not parallel to the line of sight. If t0 exceeds t1, it suggests

that the line is completely outside the vehicle bounding box, leading to a return of false.

Conversely, if this condition is not met, the algorithm returns true, signifying a potential

obstruction of the view by the vehicle at the position (xk, yk).
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4.2.3 Identification of Superior Subgroup

Algorithm 2 outlines the systematic procedure we employ to determine, for any feasible

subgroup size, which subgroups have superior viewing conditions based on the insights

and tools we have developed above. In essence, the algorithm pinpoints the subgroups

comprising vehicles positioned close to the [Dnear, Dfar] range and possessing clear lines of

sight towards the object of interest, marking them as having superior viewing conditions

for cooperative classification. Having close and clear views not only present a richer in-

formation about the object of interest, but also promote a diversified viewing perspective.

This is attributed to the fact that vehicles with close and clear views are commonly posi-

tioned at the front of different lanes, providing diverse viewing perspective. Therefore, the

algorithm starts by evaluating the line-of-sight statuses of vehicles in group K, categorizing

them into vehicles with clear views and vehicles with obstructed views using Algorithm 1.

Following the categorization, the AVs with clear views are ranked based on their distance

score S
(D)
k and stored in the set V(C). Similarly, AVs with obstructed views are ranked

using the same metric and stored in set V(O). By ranking the AVs with clear views based

on the distance metric, we emphasize the identification of vehicles positioned within, or

proximate to, the [Dnear, Dfar] range and possessing clear line of sights. The ranking of AVs

in the obstructed category is based on the understanding that, despite obstruction, being

located within the optimal observation range can offer a richer visual context of the target

object, thereby enhancing the cooperative classification performance. Note that, for both

categories, multiple vehicles might share the same rank, indicating they have same line of

sight characteristics and same distance score.
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Algorithm 2 Proposed Algorithm to Identify Subgroups with Superior Viewing Condi-
tions

1: Input: Group K, Subgroup size: n
2: Output: Subgroups of size n with superior viewing conditions
3: Initialization: Determine AVs with clear views and AVs with obstructed views from

group K using Algorithm 1
Rank AVs with clear views according to their distance-based score S

(D)
k and store them

in set V(C)

Rank AVs with obstructed views according to their distance-based score S
(D)
k and store

them in set V(O)

4: if 1 ≤ n ≤ |V(C)| then
5: if multiple vehicles have same rank in V(C) then
6: Cn(V(C)) ← {all vehicle combinations of size n from V(C)}
7: S

(D)
max ← maxC∈Cn(V(C))

∑
k∈C S

(D)
k

8: return {C | C ∈ Cn(V(C)) and
∑

k∈C S
(D)
k = S

(D)
max}

9: else
10: return {ki | ki ∈ V(C) and 1 ≤ i ≤ n}
11: end if
12: end if
13: if n > |V(C)| then
14: Compute the number of remaining spots in subgroup: nr = n− |V(C)|
15: if multiple vehicles have same rank in V(O) then
16: Cnr(V(O)) ← {all vehicle combinations of size nr from V(O)}
17: S

(D)
max ← maxC∈Cnr (V(O))

∑
k∈C S

(D)
k

18: return {V(C) ∪ C | C ∈ Cnr(V(O)) and
∑

k∈C S
(D)
k = S

(D)
max}

19: else
20: return

{
V(C) ∪ {ki | ki ∈ V(O) and 1 ≤ i ≤ nr}

}
21: end if
22: end if
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In lines 4 to 12, the algorithm handles the scenario where the number of vehicles with

clear line of sights toward the object of interest meets or exceeds the required subgroup

size. In this case, if multiple vehicles in V(C) share the same rank, the algorithm finds

all combinations of vehicles in V(C) with a size equal to the subgroup size n, represented

as Cn(V(C)), computes the cumulative distance score of all vehicles in each of the combi-

nations, and determines the maximum cumulative distance score, S
(D)
max, across all vehicle

combinations. It then returns all combinations, i.e., subgroups, from Cn(V(C)) where the

sum of distance score for the vehicles within that subgroup equals S
(D)
max. These steps are

necessary to ensure the preservation of all subgroups that have equally favorable view-

ing conditions in terms of distance and clear line of sights, e.g., two subgroups consist of

vehicles that have clear views and are positioned within the optimal observation range.

As in such situations, solely relying on distance and occlusion metrics does not allow us

to ascertain which subgroup would have the best viewing condition among all subgroups

consists of vehicles that have clear views and same distance score. Therefore, it is better

to retain all these subgroups for further investigation. On the other hand, if no vehicles in

V(C) share the same rank, the algorithm simply returns a subgroup that contains the top

n vehicles from V(C) to match the desirable subgroup size. In lines 13 to 22, the algorithm

handles the situation where the required subgroup size n surpasses the total number of

vehicles |V(C)| that possess a clear line of sight to the object of interest. In this case, the

algorithm gives precedence to vehicles with clear views and filling the remaining subgroup

spots, denoted by nr, with vehicles having obstructed views. Similar to previous situation,

when multiple vehicles in V(O) hold identical ranks, the algorithm assembles all combina-

tions of vehicles from V(O) with size nr, denoted as Cnr(V(O)), and identifies the vehicle
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Algorithm 3 Proposed Subgroup Exploration Space Reducing Algorithm

1: Input: Group K, Number of exploration: β1, Classification accuracy requirement: Θ
2: Output: Subgroups to be fine-grained explored
3: for size n = 1, 2, . . . , |K| do
4: Identify subgroup(s) with superior viewing conditions and have size n:

Gn ← Invoke Algorithm 2 with input (K, n)
5: for all subgroups g in Gn with distinct member composition do
6: for i = 1 to β1 do
7: Explore cooperative classification accuracy ϕg,i for subgroup g
8: end for
9: Compute the empirical mean accuracy for subgroup g: ϕ̂g ← 1

β1

∑β1

i=1 ϕg,i

10: end for
11: if maxg∈Gn ϕ̂g < Θ then
12: Discard all subgroups with size n.
13: continue
14: else
15: return Gn
16: end if
17: end for

combinations whose cumulative distance score equal to S
(D)
max. It then returns subgroups,

each consisting of vehicles from V(C) combined with those from the identified combinations.

Conversely, if no vehicles within V(O) have the same rank, the algorithm straightforwardly

pairs the top nr vehicles from V(O) with those in V(C) and returns the subgroup formed

by these vehicles. This algorithm ensures that the returned subgroups comprise a mix of

vehicles optimized for both view clarity and proximity to the object of interest.

4.2.4 Subgroup Exploration Space Reduction

Utilizing Algorithm 2, we provide details about the subgroup exploration space reducing

algorithm as summarized in Algorithm 3. For every possible subgroup size, the algorithm
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calls Algorithm 2 to identify subgroups that have superior viewing conditions and are of

size n, denoted as Gn. In line 5 to 10, the algorithm explore and estimate the cooperative

classification accuracy performance for subgroups in Gn that have unique member composi-

tion. This is because Gn may contain multiple subgroups with same member compositions

but different role assignment, these subgroups differ by having different cooperative classi-

fication delay and computation demand but have same cooperative classification accuracy

performance since views provides by AV members are the same. Thus, it is sufficient to

explore one of those subgroups in order to determine the cooperative classification accuracy

performance for all subgroups with same member composition. Given that subgroups in Gn

represent the optimal viewing conditions for their size, if they fail to meet the classification

accuracy standards, it is improbable that other subgroups of equivalent size would fulfill

this requirement. Therefore, if the highest empirical mean accuracy, ϕ̂g, among all the

subgroups g with unique member composition in Gn, is less than the predefined accuracy

threshold, Θ, then all subgroups of size n are discarded. Otherwise, the algorithm returns

all subgroups in Gn. The underlying logic behind this step is that when a subgroup of rel-

atively smaller size attains the desired classification accuracy, it is reasonable to anticipate

that larger subgroups encompassing vehicles from this smaller subgroup would also meet

the accuracy requirement. In other words, when smaller-sized subgroups demonstrate ca-

pability in meeting accuracy requirement, it also implies the capability of bigger subgroups

in meeting the accuracy requirement. However, prioritizing smaller subgroups is advanta-

geous in terms of achieving our optimization objective, as a smaller subgroup size leads

to reduced cooperative classification delay and decreased computation workload due to

having fewer vehicles involved in feature transmission and feature extraction. Thus, once
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smaller-sized subgroups have shown potential in satisfying accuracy requirement, we can

skip additional exploration of larger-sized subgroups and focus on determining the specific

classification performance of them.

4.2.5 Explore-then-Commit

The resulting subgroups from Algorithm 3 are of same size and possess comparable

viewing conditions in terms of distance and line of sight. We know from Algorithm 3 that

among the returned subgroups, there exists a subset of subgroups with identical mem-

ber compositions capable of meeting the accuracy requirement. While subgroups with

identical member compositions exhibit same cooperative classification accuracy, they may

exhibit differences in cooperative classification delay and computation demand because

of distinct role assignments. In additions, subgroups with different member compositions

may exhibit differences in cooperative classification accuracy, delay, and computation de-

mand. Therefore, performing fine-grained exploration on returned subgroups is essential to

identify potential subgroups which not only meet the accuracy requirement but also have

reduced cooperative classification delays and low computational demands. To this end,

with reduced subgroup exploration space, we directly utilize explore-then-commit strategy

from MAB theory to schedule subgroups for the remaining time slots to minimize the total

computation demand, while facilitating the satisfaction of classification accuracy and delay

requirements. Under the cost-subsidized MAB problem formulation, we define the reward
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of selecting subgroup at at time slot t, denoted by rt,at , as

rt,at =


Υ, if dKs(t) ≤ τ and ϕKs(t) ≥ Θ

0 otherwise.

(4.20)

This reward function assigns the same reward, Υ, to all subgroups that meet the classi-

fication accuracy and delay requirements, disregarding any differences in their individual

performances beyond the specified requirements. Consequently, the reward function does

not incentivize the selection of subgroups that overprovision resource to exceed the accu-

racy and delay requirements. In fact, allocating excessive resources to further reduce delay

or improve accuracy beyond the requirements lead to more computation demand and re-

source inefficiency, which is undesirable [82]. In addition, we define the cost of selecting

subgroup at at time slot t as the total computation demand required by the selected sub-

group for executing cooperative classification at the time slot, given by ct,at = ζKs(t), where

ζKs(t) is given in Equation (3.8).

Algorithm 4 summarizes the proposed AV subgroup scheduling algorithm. The algo-

rithm takes subgroup set, A, the total number of time slots, T , the subsidy factor, ρ, and

the number of exploration per subgroup, β2, as inputs, which are pre-determined by the

group head. It outputs the subgroup at to be scheduled in each time slot t for performing

cooperative classification. The algorithm is divided into two phases, the pure exploration

phase, and the exploitation phase. During the pure exploration phase, every candidate

subgroup within the subgroup set A is explored for β2 time slots, resulting in a total ex-

ploration period of |A|β2 time slots. In each exploration time slot, relevant data regarding
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Algorithm 4 Subgroup Scheduling by Explore-then-Commit Strategy

1: Input: Reduced subgroup exploration space: A, Total number of time slots: T , Cost
subsidy factor: ρ, Number of exploration: β2

2: Output: Subgroup at to schedule in each time slot t
3: Initialization: Total number of times subgroup a is selected na(t): na(1) = 0, ∀a ∈ A
4: Pure exploration phase:
5: for t = 1, 2, . . . , |A|β2 do
6: Select subgroup at = t mod |A| with configuration (Ks(t), kA(t)) to perform coop-

erative classification
7: Observe its cooperative classification accuracy ϕKs(t), cooperative classification delay

dKs(t), and computation demand ζKs(t)

8: Compute reward rt,at and cost ct,at
9: Update empirical reward and cost mean estimation:

µ̂r,a(t)← 1
na(t)

∑t
i=1 1{ai = a}ri,ai

µ̂c,a(t)← 1
na(t)

∑t
i=1 1{ai = a}ci,ai

10: Update na(t): na(t+ 1) = na(t) + 1{at = a}, ∀a ∈ A
11: end for
12: Exploitation phase:
13: for t = |A|β2 + 1, . . . , T do
14: Compute the UCB and LCB of mean reward estimation, and the LCB of mean cost

estimation, for all candidate subgroups:
µUCB
r,a (t)← µ̂r,a(t) +

√
2 log T
na(t)

, ∀a ∈ A
µLCB
r,a (t)← µ̂r,a(t)−

√
2 log T
na(t)

, ∀a ∈ A
µLCB
c,a (t)← µ̂c,a(t)−

√
2 log T
na(t)

, ∀a ∈ A
15: Identify the subgroup with the highest LCB for the mean reward estimation:

a∗r(t) = arg maxa∈A µ
LCB
r,a (t)

16: Identify the candidate subgroups with mean reward estimation exceeding the small-
est tolerable reward:
A∗(t) = {a ∈ A | µUCB

r,a (t) > (1− ρ)µLCB
r,a∗r(t)

(t)}
17: Select subgroup at = arg mina∈A∗(t) µ

LCB
c,a (t) to observe reward rt,at and cost ct,at

18: Update empirical reward and cost mean estimation:
µ̂r,a(t)← 1

na(t)

∑t
i=1 1{ai = a}ri,ai

µ̂c,a(t)← 1
na(t)

∑t
i=1 1{ai = a}ci,ai

19: Update na(t): na(t+ 1) = na(t) + 1{at = a}, ∀a ∈ A
20: end for
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the performance metrics of each subgroup, such as cooperative classification accuracy, de-

lay, and computation demand, are collected at the end of the time slot to determine the

corresponding reward and cost. The reward and cost are then utilized to update the mean

reward and mean cost estimations associated with each subgroup using

µ̂r,a(t) =
1

na(t)

t∑
i=1

1{ai = a}ri,ai (4.21)

µ̂c,a(t) =
1

na(t)

t∑
i=1

1{ai = a}ci,ai , (4.22)

where na(t) is the total number of times subgroup a has been selected until time slot

t. In essence, we continuously estimate the mean reward and cost for each subgroup by

averaging the accumulated rewards and costs received from that particular subgroup up to

the current time slot. This update process enables the group head to refine and update its

estimation of the mean reward and mean cost associated with each candidate subgroup,

i.e., µ̂r,a(t) & µ̂c,a(t), which can facilitate decision-making during exploitation phase of

the algorithm. Conducting a thorough exploration of all candidate subgroups is essential

when subgroups offer similar QoS, e.g., comparable mean rewards, but require considerably

different computation demand, e.g., different mean costs, for cooperative classification.

Achieving optimal results in terms of minimizing both cost and reward regrets necessitates

distinguishing between subgroups with similar mean reward but distinct mean cost. Based

on the study in [75], in a worst-case scenario where the reward distributions of arms are

highly similar, conducting a number of 3

√(
T
|A|

)2

explorations for each subgroup is sufficient

for the effective functioning of exploitation phase. Finally, the counter na(t) is updated
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according to line 10 of the algorithm.

During the exploitation phase, the feasible subgroup set is constructed, and the optimal

subgroup is identified and selected from the set. The construction of the feasible subgroup

set is based on the current estimations of rewards, while the selection of the optimal sub-

group is determined by the current estimations of costs. To this end, the upper confidence

bound (UCB) and lower confidence bound (LCB) of the mean reward estimation, and the

LCB of mean cost estimation are computed as

µUCB
r,a (t) = µ̂r,a(t) +

√
2 log T

na(t)
(4.23)

µLCB
r,a (t) = µ̂r,a(t)−

√
2 log T

na(t)
(4.24)

µLCB
c,a (t) = µ̂c,a(t)−

√
2 log T

na(t)
. (4.25)

Here, µLCB
r,a (t) and µUCB

r,a (t) provide estimate of the confidence interval within which the

true values of the mean reward associated with each subgroup are likely to lie. Specifically,
√
2 log T
na(t)

is the confidence radius of the interval, µUCB
r,a (t) represents the estimated upper

bound for the confidence interval of mean reward that subgroup a can provide at time

slot t, while µLCB
r,a (t) and µLCB

c,a (t) represent the estimated lower bounds for the confidence

interval of mean reward and mean cost, respectively, for the same subgroup during that time

slot [83]. Based on the UCB and LCB on the mean reward estimation of each subgroup,

the subgroup that currently has the highest LCB on the mean reward estimation, i.e., a∗r(t)
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= arg maxa∈A µ
LCB
r,a (t), is identified and a feasible subgroup set can be constructed as

A∗(t) = {a ∈ A | µUCB
r,a (t) > (1− ρ)µLCB

r,a∗r(t)
(t)}. (4.26)

The feasible subgroup set, A∗(t), serves as an estimation of the set, A∗, which encompasses

all subgroups capable of providing at least the smallest tolerable reward. The construction

of feasible subgroup set filters out subgroups whose upper limit of the mean reward esti-

mation fall below a user-specified fraction of the lower limit of the mean reward estimation

of the subgroup with the highest mean reward i.e., (1− ρ)µLCB
r,a∗r(t)

(t). This filtering process

ensures that the subgroups in A∗(t) have a greater probability of providing rewards exceed

the smallest tolerable reward. The subsequent step involves selecting the subgroup with the

lowest LCB on the mean cost estimation from A∗(t) to perform cooperative classification,

which can be expressed as

at = arg min
a∈A∗(t)

µLCB
c,a (t). (4.27)

This subgroup selection strategy indicates our aim to identify the most computing efficient

subgroup in A∗(t) based on the current knowledge. Therefore, this algorithm places greater

emphasis on selecting a subgroup that can provide tolerable QoS at a minimal cost, rather

than focusing on subgroups that offer superior QoS. Once the subgroup at is selected, its

cooperative classification performance, such as accuracy, delay, and computation demand,

are observed, and the algorithm updates its parameters for the subsequent time slots

according to line 18 and 19 of the algorithm.

59



4.3 Summary

In this chapter, a subgroup scheduling optimization problem is formulated to deter-

mine the composition and role assignment of subgroups for cooperative classifications.

The problem is reformulated as a MAB with cost subsidy problem after providing a brief

introduction to the MAB theory and establishing a connection with the original problem.

Algorithms which integrate a distance and line-of-sight based subgroup selection crite-

ria with the cost-subsidized MAB theory are proposed to solve the problem in an online

learning manner.
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Chapter 5

Performance Evaluation

5.1 Simulation Setup

Simulations are conducted in a synthetic driving scenario involving a group of N AVs

follow an object of interest in a three-lane, unidirectional road over 100 times slots. Each

lane has a width of 3m. The object of interest is positioned at the front of the middle

lane. The initial positions of each AV are randomly assigned on the multi-lane road with

certain practical considerations. The X-coordinates of AVs are randomly chosen within a

range of 3m to 100m from the object of interest, where the 3m boundary ensures that no

AV is ahead of the object of interest, and 100m is observation range of camera [84]. The

Y-coordinate for each AV is derived by locating the center of its randomly assigned lane

and adding a slight random perturbation to introduce variability and realism to the po-

sitioning. The perturbation is generated from N (0, 0.22), ensuring that while vehicles are
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Figure 5.1: An example of the spatial arrangement of a group of 8 AVs (blue) and the
object of interest (green) within the synthetic driving scenario.

generally centered in their lanes, there is a small degree of deviation to their exact position.

In addition, both the AVs and the object of interest have dimensions of 1.8m in width and

4.5m in length and a minimum distance of 3m is imposed both between AVs and between

an AV and the object of interest to avoid overlapping positions and ensure adequate spac-

ing for driving safety. Figure 5.1 provides an example of the spatial arrangement of AVs

and the object of interest within this synthetic driving scenario. We focus on a stationary

setting under this scenario where the relative positions of AVs and the object of interest

remain fixed throughout all time slots. For each AV k ∈ K, its available CPU frequency

fk(t) at each time slot is randomly sampled from a normal distribution. Recall that Fk

represents the maximum CPU frequency of AV k, the mean of the distribution is uniformly

distributed between 60%Fk and 85%Fk, and the standard deviation of the distribution is

uniformly distributed between 1%Fk and 5%Fk. Such distribution captures the inherent

characteristics of the computing resource availability for each AV over the simulation pe-

riod. The wireless channel power gain is modeled by: gk(t) = A0d
−2, with A0 represents

the path-loss coefficient and d corresponds to the distance between the helper and the

aggregator [85]. Other simulation parameters are summarized in Table 5.1 [41,72,86].

The object of interest is represented by a 3D car model. We use images of dimension

62



Table 5.1: Simulation parameters.

Parameters Value

Reward (Υ) 5
Bandwidth (B) 5 MHz
Received Noise power (σ2) 1× 10−13 W
Transmit power (p) 0.1 W
Path-loss coefficient (A0) −17.8 dB
Maximum computing frequency at AV k (Fk) 10 GHz
Classification accuracy requirement (Θ) 80 %
Classification delay requirement (τ) 350 ms
Energy efficiency coefficient (κ) 10−28

Number of double-precision floating-point operations per cycle (ω) 8
Number of bits for a double-precision floating-point number (δ) 64

224 × 224, rendered from different perspectives of the model, to simulate the multi-view

image data captured by AVs across different lanes. Specifically, for each AV, based on

its lane, an image of the model, rendered from a lane-specific viewpoint, is used to mimic

the different viewing perspectives of AVs. When the line of sight between an AV and the

object of interest is blocked by another AV, an occlusion rectangle is applied to its image

of the object of interest, concealing a portion of the model to simulate visual impairment.

The occlusion rectangle has a base dimensions of 70 × 70. However, these dimensions

can fluctuate, being multiplied by a factor ranging from 0.8 to 1.2, to ensure a degree of

randomness. This randomness is introduced to better mimic real-world scenarios where

the size and shape of the obstructions cannot be accurately determined. In addition, the

image of each AV is further processed based on its proximity to the object of interest. If the

distance between AV and the object of interest is closer than a predefined near distance,

i.e., Dnear = 10m, the image is cropped, zooming into the central region. The cropping
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Figure 5.2: An example of how the images of the object of interest are processed for
AVs under different viewing conditions. AVs with clear, unobstructed line of sight to the
object of interest are depicted in blue, while AVs face obstructions in their line of sight are
depicted in red.

scale is directly proportional to the distance between AV and the object, The closer the

AV is to the object, the more the image is cropped towards its center. The cropped image

is subsequently resized back to its original dimensions, simulating the effect that nearer

objects often appear more truncated in images. Conversely, if the AV is farther away

from the object than a predefined far distance, i.e., Dfar = 40m, we reduced the size of

the image by a factor of lk, and increase it back using bilinear interpolation. The factor

is proportional to distance score of the AV, and can be expressed as lk = 0.9S
(D)
k + 0.1.

The resulting image has reduced resolution and blurred image details. This technique

is commonly used to simulate images taken for small or distant objects as these images

are typically captured at a lower resolution [87]. Finally, noise is added to the images by

randomly selecting 0.01% of the image pixels and subjecting them to salt and pepper noise.

This simulates the transmission errors and sensor disturbances that arise due to dynamic
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environmental factors. Figure 5.2 illustrates an example of how the images of the object

of interest are processed for AVs under different viewing conditions.

Table 5.2: Feature Extraction and Classification Modules

Module Layer Input Dimension Output Dimension Filter Dimension

Feature
Extraction

CONV1 (224, 224, 3) (224, 224, 64) (3, 3)
RELU1 (224, 224, 64) (224, 224, 64) N/A
POOL1 (224, 224, 64) (112, 112, 64) N/A
CONV2 (112, 112, 64) (112, 112, 128) (3, 3)
RELU2 (112, 112, 128) (112, 112, 128) N/A
POOL2 (112, 112, 128) (56, 56, 128) N/A
CONV3 (56, 56, 128) (56, 56, 256) (3, 3)
RELU3 (56, 56, 256) (56, 56, 256) N/A
CONV4 (56, 56, 256) (56, 56, 256) (3, 3)
RELU4 (56, 56, 256) (56, 56, 256) N/A
POOL3 (56, 56, 256) (28, 28, 256) N/A
CONV5 (28, 28, 256) (28, 28, 512) (3, 3)
RELU5 (28, 28, 512) (28, 28, 512) N/A
CONV6 (28, 28, 512) (28, 28, 512) (3, 3)
RELU6 (28, 28, 512) (28, 28, 512) N/A
POOL4 (28, 28, 512) (14, 14, 512) N/A
CONV7 (14, 14, 512) (14, 14, 512) (3, 3)
RELU7 (14, 14, 512) (14, 14, 512) N/A
CONV8 (14, 14, 512) (14, 14, 512) (3, 3)
RELU8 (14, 14, 512) (14, 14, 512) N/A
POOL5 (14, 14, 512) (7, 7, 512) N/A

Classification

FC1 7 * 7 * 512 4096 N/A
RELU9 4096 4096 N/A

FC2 4096 4096 N/A
RELU10 4096 4096 N/A

FC3 4096 40 N/A

A multi-view CNN model, adopting the VGG-11 architecture as the backbone network,

is trained for cooperative classifications. The VGG-11 architecture is composed primarily

of 11 weight layers, including eight CONV layers and three FC layers [88]. Small convolutional
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filters of dimension 3×3 is used in each CONV layer. MaxPool layers interspersed between the

CONV layers to reduce the spatial dimensions of the feature maps. ReLu activation layers

are applied after each CONV and FC layer, with the exception of FC3, which is followed

by a Softmax classification layer to produce a probability distribution over all possible

classes. We insert the ViewPool layer between Pool5 and FC1 to construct the three

module architecture of multi-view classification model. The data for feature transmission

corresponds to the output of feature extraction module, which is output data of Pool5

layer. To account for the unpredictability of compression ratio, the data size of compressed

feature data ψk(t) for helper k at time slot t is set to be uniformly distributed from 70%ψ

to 100%ψ, where ψ represents the data size of uncompressed feature data. The specific

layer configurations and layer parameters for feature extraction module and classification

module are given in Table 5.2. The model is trained by employing the setup and multi-view

3D model dataset provided in [89]. The dataset contains training images of dimensions

224×224, generated by rendering models from the ModelNet40 dataset in 12 different views.

Specifically, images are captured by cameras positioned at intervals of 30 degrees, directed

towards the center of the object, with an elevation angle of 30 degrees. The resulting model

is capable of aggregating information from a variable number of views, ranging from 1 to

12 views, without requiring a specific view ordering and outputs a single probability vector

for multi-view image inputs of an object. During each time slot, each AV in the selected

subgroup provides its image of the object of interest to the multi-view CNN model. AVs

with different roles execute different modules of the model. The computation workload

generated from executing these modules is computed based on their corresponding layer

parameters and the equations provided in Section 3.2. The model generates a probability
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vector containing the predicted probability for all possible classes, from which the true

class probability is determined. Such process is illustrated in Figure 1.4.

5.2 Simulation Results

We simulate four distinct group sizes in the synthetic driving scenario, i.e., N ∈

{4, 6, 8, 10}, to assess the performance of various classification schemes and subgroup

scheduling algorithms under different vehicle density. These include a group of 4 vehicles

with 32 possible subgroup configurations, a 6-vehicle group with 192 possible subgroup

configurations, an 8-vehicle group with 1024 possible subgroup configurations, and a 10-

vehicle group that offers up to 5120 possible subgroup configurations. For every group size,

50 episodes are simulated, each containing a random vehicle position distribution and 100

time slots. At the beginning of each episode, the positions of AVs are randomly assigned as

described in Section 5.1. However, the relative positions between the AVs and the object of

interest remain static throughout the duration of the episode. During each time slot of each

episode, we evaluate four distinct strategies. Among these, three employ cooperative clas-

sification scheme with different subgroup scheduling algorithms: the proposed algorithm,

which is denoted in the figures as Proposed ; the original cost subsidized MAB algorithm,

denoted as Cost subsidized ; and a random subgroup selection algorithm, denoted as Ran-

dom. The fourth strategy is the conventional non-cooperative classification scheme, which

is denoted in the figures as Convention. In the proposed subgroup scheduling algorithm,

Algorithm 3 and Algorithm 4 are jointly utilized, with the exploration parameters β1 set

to 3 and β2 set to 1 and the cost-subsidy factor ρ set to 0.1, enabling cost-subsidized MAB
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algorithm to operate on a reduced subgroup exploration space. In the cost-subsidized

subgroup scheduling algorithm, the unreduced subgroup exploration space is utilized by

Algorithm 4 and the number of exploration for each subgroup is set to 1, i.e., β2 = 1

and the cost-subsidy factor ρ is set to 0.1. The aim of the algorithm is to explore all

possible subgroups to identify whether any particular subgroup is capable of providing tol-

erable classification performance, while requiring the least computation demand. On the

other hand, in random subgroup scheduling algorithm, the selection of subgroup is done

randomly in each time slot, without considering the specific cooperative classification per-

formance of each subgroup. Lastly, we include the conventional non-cooperative scheme,

where each AV in the group independently performs classification using local sensing data

and computing resource to execute both feature extraction module and classification mod-

ule throughout each episode, in our algorithm performance comparison as a benchmark

scheme. For all strategies, the classification accuracies, delays, and computation demands

are recorded in every time slot across all episodes.

The performance of different strategies is evaluated across driving scenarios with dif-

ferent vehicle densities. Figure 5.3 showcases a comparison of average classification perfor-

mance per time slot among different strategies for groups with only 4 AVs. The average

classification performance for each time slot is obtained by averaging the values of clas-

sification accuracy, delay, and computation demand for that specific time slot over all 50

episodes. We observe that, for all four strategies, their average classification accuracy in

each time slot falls below the accuracy threshold, while their average classification delay

in each time slot remains within the acceptable delay threshold. The short delay is at-

tributed to the small group size; even when cooperation is activated among all AVs in
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(a) Average accuracy comparison (b) Average delay comparison

(c) Average computation demand comparison

Figure 5.3: Average classification performance per time slot for group of 4 AVs

the group, the associated communication overhead remains relatively insignificant due to

the small number of feature transmission. The underlying reason for poor classification

accuracy performance is that, with a small group size, it is frequent for all vehicles in the

group to be positioned in non-ideal observation locations, such as being positioned distant

from the object of interest or all aligned within a single lane. In such scenarios, even with

the adoption of cooperative classification scheme, the cooperative classification accuracy
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remains subpar due to all AVs experiencing unfavorable viewing conditions relative to the

object of interest. However, because of the exploration mechanism of Algorithm 3, the

proposed algorithm progressively expands the size of the subgroup in an attempt to satisfy

the classification requirement, ultimately involving all AVs in the group into the cooper-

ative classification process. This explains why it exhibits superior classification accuracy

performance compared to other strategies and require more computation demand than

random subgroup scheduling algorithm and cost-subsidized MAB algorithm on average.

On the other hand, while the cost-subsidized MAB algorithm does not attain the same

classification accuracy level as the proposed algorithm, it necessitates the least computa-

tion demand among all strategies to achieve the classification accuracy performance that is

closest to that of the proposed algorithm once its performance stabilizes. This is attributed

to the fact that a group with a smaller size possesses a limited exploration space, i.e., small

number of possible subgroup configurations. This limited exploration space enables the

cost-subsidized MAB algorithm to complete its performance exploration of all subgroups,

as depicted by the stair-like patterns in the subfigures, and identify the subgroup that

requires lowest cost, i.e., computation demand, to achieve a tolerable level of QoS before

an episode concludes. However, as shown in all subfigures, such exhaustive exploration

leads to a significantly longer convergence time when compared to the proposed algorithm.

Figure 5.4 presents a similar comparison of average classification performance per time

slot across various strategies, but for groups comprising 8 AVs. The notable difference

between these two comparison is that, for group with more AVs, the proposed algorithm

begins to excel in every aspect of the classification performance. After a brief exploration

phase, the proposed algorithm swiftly converges, achieving classification accuracy and in-
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(a) Average accuracy comparison (b) Average delay comparison

(c) Average computation demand comparison

Figure 5.4: Average classification performance per time slot for group of 8 AVs

curring classification delay that consistently fall within the accuracy and delay thresholds.

Additionally, in terms of computation demand, the proposed algorithm consumes the least

energy for executing the cooperative classification task compared to all other strategies.

The improvement in the performance of the proposed algorithm, as it transitions from a

smaller to a larger group size, stems from the increased probability of having more vehicles

within the optimal observation range and the vehicles being more dispersed as the group
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size expands. As a result, the potential of the cooperative classification scheme can be

exerted to its maximum extent through the selection of a few AVs possess superior view-

ing conditions for cooperative classification, as suggested in Algorithm 3. On the other

hand, the performance of the cost-subsidized MAB algorithm deteriorates compared to its

previous results when group size is 4. This decline is due to the substantial expansion

of the subgroup exploration space, reflected by the significant increase in the number of

subgroup configurations for each possible subgroup size. Such increase is shown by the

elongated stair patterns in the figures. As a result, the algorithm is no longer able to

complete its exploration of all subgroups and fails to converge within each episode. This

leads to greater computation demand, reflected in higher computing energy, along with

increased classification delay; yet, the algorithm still yields average classification accuracy

per time slot inferior to that of the proposed algorithm.

We further showcase the average classification accuracy, delay, and normalized total

computation demand of different strategies for all four group sizes. We present a compara-

tive analysis of these performance metrics under two slightly different simulation settings.

The first simulation setting is identical to the setting described in Section 5.1. Whereas

for the second simulation setting, instead of assigning random positions for vehicles in the

group, we ensures that a minimum of one vehicle in the group is located within the optimal

observation range, i.e., [Dnear, Dfar].

The average classification accuracy and delay obtained under each different group size

are computed by averaging accuracy values and delay values over all time slots and episodes.

As shown in Figure 5.5a, when AVs in the group are positioned randomly relative to the ob-

ject of interest, the proposed algorithm exhibits enhanced classification accuracy as group
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(a) Random vehicle positions (b) Adjusted vehicle positions

Figure 5.5: Comparison of average classification accuracy across strategies and group sizes
in two simulation settings

size expands. In contrast, the classification accuracy of the cost-subsidized MAB algorithm

declines with an increasing group size. This trend is consistent with our prior observations

and can be explained in a similar logic. The classification accuracy of the random subgroup

scheduling algorithm also rises with the group size. The improvement of accuracy can be

attributed to the tendency that more subgroups with larger sizes will be randomly selected

as the group size expands. This tendency increases the probability of AVs with superior

viewing conditions being included into selected subgroups, thereby increasing the coopera-

tive classification accuracy. By intentionally positioning at least one AV in the group within

the ideal observation range, an improvement in the classification accuracy performance can

be observed for the proposed algorithm and the random subgroup scheduling algorithm, as

shown in Figure 5.5b, especially when the group size is small. In addition, when compared

the results achieved by random vehicle placement, there is also an improvement in the

73



average classification accuracy observed for cost-subsidized MAB algorithm and conven-

tional non-cooperative scheme when the group size is 4. The improvement in classification

accuracy for the four strategies can be attributed to the presence of more vehicles with fa-

vorable viewing conditions within the group, resulting from the adjusted vehicle positions.

Thus, with improvements in viewing conditions at the individual vehicle level, it is logical

to expect a corresponding rise in the performance of cooperative classification accuracy at

the subgroup level, especially for algorithms that leverages vehicles viewing conditions as

a metric for subgroup scheduling, i.e., the proposed algorithm. Nonetheless, in contrast to

the proposed algorithm, which exhibits the most pronounced gains from the vehicle posi-

tion adjustment and consistently achieves an average classification accuracy surpassing the

accuracy threshold, the classification accuracy performance of the cost-subsidized MAB

algorithm and the conventional non-cooperative scheme exhibit a decline as the group size

increases. The decrease in accuracy for cost-subsidized MAB algorithm is attributed to the

considerable expansion of subgroup exploration space along with the growth in group size.

Similarly, the decrease in average accuracy for the conventional non-cooperative scheme

is attributed to the increased number of presences of vehicles with inferior viewing condi-

tions as the group size expands. As for random subgroup scheduling algorithm, despite its

noticeable gain in classification accuracy through vehicle position adjustment, its overall

accuracy performance remains inferior compared to the proposed algorithm, primarily due

to its inherent random nature.

Figure 5.6 showcases the comparison of average classification delay for the previous

two simulation settings. In both settings, the average classification delay incurred by

the proposed algorithm and the cost-subsidized MAB algorithm consistently fall below
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(a) Random vehicle positions (b) Adjusted vehicle positions

Figure 5.6: Comparison of average classification delay across strategies and group sizes in
two simulation settings

the maximum delay threshold for all group sizes. The containment of classification de-

lay within acceptable range by the proposed algorithm is attributed to its mechanism of

prioritizing smaller-sized subgroups, as suggested in Algorithm 3. Through a comparison

between Figure 5.6a and Figure 5.6b, a noticeable reduction in overall classification delay

performance across all group sizes can be observed for the proposed algorithm. Such reduc-

tion stems from the ability of the proposed algorithm to utilize fewer AVs for cooperative

classification when a greater number of vehicles possess superior viewing conditions. On

the other hand, the reason behind the cost-subsidized MAB algorithm achieving satisfac-

tory classification delay lies in its inability to finish pure exploration phase within a limited

period of time. This limitation becomes particularly pronounced when the algorithm is

applied to a large group of vehicles, as shown in Figure 5.4, wherein the algorithm cannot

even complete the exploration of the considerable number of configurations for small-sized
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subgroups within 100 time slots. Consequently, the algorithm consistently experiences

small cooperative classification delays. In addition, we observe that the classification delay

incurred by random subgroup scheduling algorithm increase alongside the expansion of

group size in both settings. This outcome is in line with our expectations, as an increase in

group size means that more subgroups of large sizes will be randomly selected, necessitat-

ing additional time for feature transmission and consequently extending the classification

delay. Beyond mere numerical evaluation, practical implementation of the cooperative

classification scheme in vehicular networks could potentially lead to reduced cooperative

classification delays. In our simulation, the bandwidth for feature transmission is set to 5

MHz. However, according to European Telecommunications Standards Institute (ETSI),

the actual bandwidth allocated for vehicular communications in vehicular networks could

surpass our simulated value [90]. This potential increase in bandwidth could further reduce

delay incurred from feature transmission, enhancing the real-world feasibility of cooperative

classification scheme.

The comparison of normalized total computation demand between different strategies

and group sizes in the two simulation settings is shown in Figure 5.7. The normalized

total computation demand is computed by first averaging the total computation demand

in each episode over all episodes. The averaged value is then normalized with respect to

the maximum total computation demand, which is derived by multiplying the maximum

computation demand of a single vehicle by the number of time slots in an episode and the

size of the group; the maximum computation demand for each vehicle indicates the com-

puting energy consumption of an AV when it operates at its peak CPU frequency, executing

both the feature extraction and classification modules. As observed by comparing Figure
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(a) Random vehicle positions (b) Adjusted vehicle positions

Figure 5.7: Comparison of total computation demand across strategies and group sizes in
two simulation settings

5.7a and Figure 5.7b, the total computation demand required by the proposed algorithm

has undergone reduction, especially for small group size, when at least one vehicle in the

group is positioned within the optimal observation range. This phenomenon is expected

due to the prevalence of vehicles in non-ideal observation positions in situations where the

group size is small, and the distribution of vehicle positions are relatively more random.

As a result, the proposed algorithm involves all vehicles in the cooperative classification

process to enhance accuracy, leading to a relatively substantial computation demand for

small group sizes. However, as the group size increases or as more vehicles are positioned

within the optimal observation range, the proposed algorithm become capable of utilizing

fewer vehicles with superior viewing conditions for cooperative classification, which allows

it to perform better in terms of achieving better classification accuracy with less compu-

tation demand. In addition, the normalized total computation demand of the proposed
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algorithm decrease as the group size increase in both settings. This trend signifies that the

reduction in computation demand achieved by the proposed algorithm is positively related

to the group size, with an increased number of vehicles in the group, the reduction in to-

tal computation demand becomes more pronounced. The cost-subsidized MAB algorithm

exhibits similar relationship between the normalized total computation demand and group

size. Nevertheless, its reduced computation demand stems from the partial exploration of

subgroups with small sizes when the group size is large, and does not lead to an actual

improvement in classification performance due to the concurrent decline in classification

accuracy as group size increases.

To summarize, replacing non-cooperative classification scheme with cooperative classi-

fication scheme in object tracking process introduces both benefits and costs. While the

cooperative classification scheme improves classification accuracy and reduces computa-

tion demand for executing classifications, this comes at the expense of wireless transmis-

sion resource consumption and increased classification delay, due to V2V communications.

Moreover, the cooperative classification scheme also incurs signaling overhead, as coordi-

nating the transmission of feature data from various vehicle sources becomes necessary

for this scheme. However, these costs are justifiable when considering the classification

performance improvements that cooperative classification scheme can provide.

5.3 Summary

In this chapter, the performance of the proposed cooperative classification scheme and

the subgroup scheduling algorithm is numerically evaluated and compared against alter-
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native strategies. We first evaluate the impact of group size on the efficacy of various

strategies, yielding detailed insights into each. The efficacy of the proposed scheme and

algorithm is validated through classification performance comparisons between different

strategies and group sizes in two different simulation settings. The results and our obser-

vations highlight that the proposed scheme and algorithm are capable of accomplishing

classifications with minimal computation demand, delivering enhanced classification accu-

racy and reduced delays relative to other strategies.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

This research aims to address the issues related to the susceptibility of classification

accuracy to viewing conditions of vehicles and excessive computation demand in the ob-

ject tracking process of autonomous driving. A cooperative classification scheme, which

involve distributing the computation workload of classification among multiple AVs and

enabling the sharing and aggregation of multi-view sensing data among those AVs, is inves-

tigated to improve the accuracy and computing efficiency of object classification tasks. To

optimize the performance of the cooperative classification scheme, a subgroup scheduling

problem, which aims to determine the optimal selection of AV subgroups for each cooper-

ative classification over a given period of time, is studied under the challenges of lacking

information regarding the cooperative classification performance of each subgroup. An
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optimization problem is formulated to determine the composition and role assignment of

each scheduled subgroup over the considered time period, with the objective of minimiz-

ing the total computation demand required by the group for cooperative classifications,

while ensuring the satisfaction of classification accuracy and delay requirements. Two al-

gorithms are proposed to solve the subgroup scheduling optimization problem. Drawing

upon the insights concerning the selection of subgroups that best align with our opti-

mization objective, the first algorithm enables a coarse-grained exploration of subgroup

candidates to narrow down potential subgroup selections. The second algorithm utilizes

developed tools from cost-subsidized MAB theory to perform fine-grained exploration on

the resulting subgroups from the first algorithm, from which the optimal subgroups for co-

operative classifications are determined. The simulation results validate the effectiveness

of the proposed scheme and subgroup scheduling algorithm by showcasing their capability

to provide superior classification accuracy and reduced classification delay with low com-

putation demand, outperforming other schemes and algorithms in achieving superior QoS

while maintaining high computing efficiency.

6.2 Future Research Work

Several future research directions are open to explore to improve the practicality and

applicability of subgroup scheduling algorithm in real-world driving scenarios and promote

the adoption of cooperative classification scheme:

• In Section 5.2, we demonstrated that by intentionally positioning at least one vehicle
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within the optimal observation range, the proposed subgroup scheduling algorithm

exhibits superior performance, even with small group sizes. This implies that the

efficiency of the cooperative classification scheme is influenced by the vehicles’ relative

distance to the object of interest. Hence, decisions regarding cooperation, such as

when a group of vehicles should utilize the cooperative classification scheme, must be

judiciously made, especially with limited vehicles in the group. However, this study

centers on subgroup scheduling for enhancing cooperative classification performance,

assuming cooperation decisions are predetermined. Future research could delve into

making cooperation decisions, exploring when vehicles should engage in collaboration,

and when to employ the proposed cooperative classification scheme and the subgroup

scheduling algorithm.

• This research focuses on a static setting, wherein the number of AVs in the consid-

ered group and relative positions of AVs in relation of the object of interest, remain

constant throughout the considered time period. However, the group size can be

subject to change due to the arrival or departure of AVs, leading to variations in

the number of candidate subgroups available for each cooperative classification. Fur-

thermore, as AVs navigate through different traffic scenarios and engage in actions,

such as lane-changing and overtaking, factors such as occlusion relationships and il-

lumination conditions may vary significantly, which could fundamentally affect the

inherent cooperative classification performance for each subgroup and impact the

subgroup scheduling decision. Therefore, a dynamic setting should be investigated

in the future to account for the influence of arrivals and departures of AV and the

ever-changing environmental conditions.
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• The investigation in this research is limited to a single group of AVs and a single

object of interest. This allows the group to fully utilize all available communication

resources during the cooperative classification process, without the need for commu-

nication resource management. In future research, the investigation can be extended

to include multiple groups of AVs and multiple objects of interest. The coopera-

tive classification scheme and subgroup scheduling algorithm can be leveraged to

enable a larger number of AVs to benefit from this approach. However, such exten-

sion introduces the challenges of efficiently managing the communication resources

for each group, ensuring timely completion of cooperative classification by multiple

subgroups, and maximizing the benefits received from employing cooperative classi-

fication scheme.

• In practical implementation of the cooperative classification scheme, individual ve-

hicles might lack the memory space to store multi-view feature data for aggregation,

or the computational power to swiftly execute cooperative classifications. Infrastruc-

tures, such as edge servers, can be incorporated into the existing system to enhance

memory capacity and overall computing capability of vehicle group, cooperation and

joint resource management between AVs and edge servers can then be investigated

to further improve the delay performance of cooperative classification.
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