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Abstract 

In this research, a monitoring system for thermal processes was developed which measures the most 

critical process phenomena, such as thermal dynamics (peak temperature, heating rate, and cooling 

rate) and geometric features, in real-time, which can be used for quality assurance and real-time 

feedback control. Thermal processes are a subset of manufacturing processes that are characterized by 

heating materials with a concentrated heat source to alter the properties of the materials or join them. 

Metal additive manufacturing and arc welding processes are considered thermal processes, where the 

concentrated energy source may be in the form of a laser, electron beam, electric arc, etc. While thermal 

processes can be used to create complex components without the limitations of traditional 

manufacturing, process disturbances may cause deviations from expected results.  

    During thermal processing, geometry and thermal dynamics of the heat affected zone (HAZ) directly 

influence the quality of the produced products. Therefore, it is critical to have an accurate tool to 

monitor the geometry and thermal dynamics in real time to better assure the quality of the part. Various 

sensors are available to measure these properties, though imaging is a common theme among thermal 

process monitoring. Imaging is an effective technique since it allows for non-contact in-situ 

measurements. Imaging in different wavelengths can provide different information regarding the HAZ, 

such as the temperature distribution from infrared (IR) light. While high resolution, and high frame rate 

geometry measurements from visible light can be monitored directly. Moreover, processing images 

with machine learning algorithms has also been shown to be capable of predicting porosity and 

detecting defects in the part being manufactured. Therefore, the monitoring system designed in this 

research features high dynamic range (HDR) visible light and IR dual camera sensors with a common 

optical path to monitor the geometry and thermal dynamics, with the potential to implement machine 

learning to monitor other features in the future. An enclosure was designed to house both sensors with 

a common optical setup for the sensors to have a similar field of view (FOV).   

    In this work, the IR sensor was used to create a dataset to predict the temperature distribution of the 

HAZ with the HDR sensor. From the temperature distribution, thermal dynamics such as peak 

temperature, cooling rate, heating rate, solidification time, and melting time were calculated in real-

time to estimate the material properties of the final part. The HDR sensor was also used to predict the 

geometry of the deposited material (clad). Using the same sensors, the height and width of the 
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deposition are estimated from the captured images in real-time which are used for deposition geometry 

control. The geometry prediction algorithm evolved during this work with different algorithms and 

features used in the measurements to improve the robustness and accuracy of geometry measurements. 

    To test the effectiveness of the monitoring system, laser heat treatment (LHT) experiments were 

conducted to initially validate the thermal dynamics measurements. Thermal dynamics were then 

further validated during laser directed energy deposition (LDED), which was additionally used to 

validate the geometry measurements of the clad. Moreover, gas metal arc welding (GMAW) 

experiments were conducted as well to demonstrate the potential for using this system for different 

energy sources and materials. 

    The developed dual sensor camera was shown to be capable of capturing images in real-time during 

thermal processes. Processing the visible-light images allows the geometry of the HAZ to be monitored, 

while the IR sensor provides its temperature distribution. The system was shown to be robust enough 

to capture data with multiple materials (stainless steel and nickel-based alloys) and with different 

energy sources (laser and electric arc). The thermal dynamics measured with this tool have been shown 

to correlate to the material properties of the produced parts, thus demonstrating the potential to infer 

the material properties from these measurements. It has also been shown that a cost-effective alternative 

design using the visible light sensor to predict the temperature distribution with calibrated 

measurements from a pyrometer may be used for temperature measurements in thermal processes. 

Therefore, the developed monitoring system is shown to be an effective monitoring and control tool for 

various thermal processes.  
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Chapter 1 

Introduction 

1.1 Motivation 

There are various manufacturing methods which rely on a concentrated energy source to heat the 

material to change the part geometry and/or material properties. These methods include laser material 

processing (LMP), electron-beam processing, and many forms of welding. LMP can be further divided 

into two distinct processes: (1) laser additive manufacturing (LAM), and (2) laser heat treatment (LHT). 

Collectively these manufacturing processes will be referred to as thermal processing, because of the 

high temperatures experienced.  

    Thermal processes all feature a concentrated energy source and are typically used while working 

with metals; therefore, thermal processes all feature similar operating temperatures. The concentrated 

energy source, which may be a laser, electron beam, or electric arc, creates a relatively small heat 

affected zone (HAZ) in the metal workpiece, along with a melt pool if temperature is sufficient to melt 

the workpiece. The geometry and material properties can then be measured from the HAZ as the 

material in this area rapidly cools. The common thermal processes explored in this work include LHT, 

laser directed energy deposition (LDED), and gas metal arc welding (GMAW). 

    In thermal processes a fully dense component can be produced using appropriate process parameters; 

parameters including laser power and scanning speed. However, the interaction between the process 

parameters directly affects the thermal dynamics (peak temperature, heating rate, and cooling rate) of 

the HAZ. Accordingly, the complex thermal dynamics result in different microstructures and 

consequently, mechanical characteristics. Thereafter, these parameters lead to the generation of 

complex hydrodynamic fluid flows and accordingly change the crystal growth, orientation, and 

presence of microstructural defects [1]. Though the potential exists for these manufacturing methods to 

create complex parts, these fabrication techniques remain unreliable since any disturbances to process 

parameters or deviations in manufacturing conditions can result in large deviation in material properties 

and geometry. Hence, there is a strong desire to implement closed-loop control to correct errors found 

in the process in real-time to reduce the deviation between the real and the desired properties of 

manufactured parts. Process disturbances are also corrected with closed-loop control by reducing the 

errors caused by sudden changes to the state of the system. To apply closed-loop control with 

manufacturing processes there must first be accurate measurements to determine the current state of the 
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system. Therefore, there is a need for accurate real-time monitoring of key phenomena, such as thermal 

dynamics and geometric features, during thermal processing to establish control and improve the 

quality of parts fabricated within this field of manufacturing. 

The goal of this research is to create and validate an integrated real-time monitoring system which 

can capture key features during the thermal processes mentioned above. Though the phenomena needed 

to be measured are slightly different from each of these processes, the similar size and temperature 

range of the HAZ allow the same sensors to be used to capture the relevant data for all processes. LHT 

is used to alter the material properties of the substrate; therefore, it is most critical to monitor features 

that can be used to estimate the microstructure and material properties. During LDED, the geometry of 

the added material must be monitored since that determines the dimensional accuracy of the final part. 

However, microstructure must be known as well, since predicting the material properties is essential to 

ensure that the strength of the part is consistent throughout and meets the requirements. In GMAW, it 

is crucial to know the quality of the weld bead to ensure the joint is sufficient for the application, which 

is determined by the material properties and geometry of the weld bead. Another common concern 

across all thermal processes is the presence of defects and porosity in final parts, which is present in 

these processes. Moreover, monitoring the defects and porosity in real-time would also provide a more 

accurate estimate for the part’s overall strength than the microstructure alone. Finally, since LAM parts 

are notorious for containing imperfections, monitoring these phenomena in real-time would eliminate 

the need to qualify each part after the process, allowing it to be a cheaper and more reliable 

manufacturing technique for complex parts. Therefore, it has been determined that estimating the 

material properties is critical for all thermal processes, and geometry is critical for the subset which 

includes added material. 

Real-time in-situ monitoring represents the initial step in improving the quality of parts produced 

through LMP and other similar fabrication techniques since it provides information on the current state 

of the process. As mentioned earlier, the error between desired properties and current properties can be 

used for closed-loop control to improve the quality of produced parts. Alternatively, this information 

can be integrated with quality assurance; where if a fatal flaw is found, the process can stop immediately 

without wasting time and material, finishing the part and checking the quality in post-processing. 

Therefore, accurate monitoring would provide improvements to the quality of parts fabricated through 

thermal processes by reducing the need of post-processing, stopping the process if a flaw is detected 

and providing the foundation for correcting process errors in real-time. Review articles within the field 
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of DED have also stated the necessity of real time measurements of geometry and microstructure to 

enhance the reliability and repeatability of DED [2].  

1.2 Thermal Processes 

Thermal processes are an advanced field of manufacturing in which a concentrated energy source is 

utilized to fuse materials or change the material’s properties. In this research three specific thermal 

processes are analyzed: (1) LHT, where a laser is used to heat a metal substrate to change its properties, 

(2) LDED, which implements a laser to melt and fuse metal powder to fabricate complex parts layer by 

layer, and (3) GMAW, which uses an electric arc between the wire feed and workpiece to form the 

weld bead while joining materials. In these processes, the HAZ, which is the region of the material that 

is affected by the concentrated energy source, can be analyzed to determine the thermal dynamics and 

geometry in real-time. 

1.2.1 Laser Heat Treatment 

LHT is typically utilized to enhance resistance to corrosion, oxidation, wear, and surface degradation 

of engineering materials. Only a thin surface layer of the substrate (instead of the entire bulk) is rapidly 

heated to change the material’s phase followed by rapid self-quenching (by conduction through the 

cooler bulk) to produce the desired microstructure [3]. In LHT, shielding gas is provided to the HAZ 

to protect it from oxidation, as this phenomenon occurs more rapidly at higher temperatures [4]. A 

schematic of the LHT process is displayed in Figure 1-1, where the key components are highlighted. 

 
Figure 1-1 Schematic of laser heat treatment 
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1.2.2 Laser Directed Energy Deposition 

Additive manufacturing (AM), a process of joining materials to make objects from three-dimensional 

(3D) models layer by layer [5]. AM is a growing field in manufacturing due to its ability to produce 

parts with complex geometries [6], of which, direct energy deposition (DED) is a subset. DED is an 

AM process in which a heat source is used to generate a small portion of melted material (melt pool) 

on the substrate surface and simultaneously deposit the additive material onto the substrate. As both a 

thin layer of the substrate and the additive material are fully melted, metallurgical bonding can be 

formed with very high bonding strength since the melt pool is rapidly cooled to form a solid layer [7]. 

LDED is a DED process which involves using a high-energy laser beam as the heat source to melt the 

feedstock material and a small region of the substrate, allowing it to bond and solidify, forming a desired 

structure or part. LDED is commonly used for rapid prototyping, repair of components, and the 

production of complex geometries in industries such as aerospace and automotive. A schematic 

representation of the process is summarized in Figure 1-2. 

 
Figure 1-2 Schematic of laser directed energy deposition 

1.2.3 Gas Metal Arc Welding 

Welding is a fabrication process whereby two or more parts are fused together by means of heat, 

pressure, or both. While welding includes many variations, a subset of welding techniques can be 

considered thermal processes, including laser and arc welding. In these welding processes, the material 

is rapidly heated above the melting temperature to form a melt pool [8, 9]. Specifically, GMAW is a 

welding process that utilizes an electric arc formed between a consumable wire electrode and the 
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workpiece to create a weld joint. During GMAW, shielding gas is used to protect the weld area from 

atmospheric contamination. The consumable wire electrode is continuously fed through a welding gun, 

and the electric current creates an arc that melts the electrode and a small region of the workpiece, 

forming a weld bead. GMAW is widely used in various industries for its versatility, high welding speed, 

and ability to weld different types of metals. Figure 1-3 illustrates the key components of the GMAW 

process.  

 
Figure 1-3 Schematic of gas metal arc welding 

1.3 Statement of Objectives and Scope 

The main goal of this research is to develop a robust system for real-time cost-effective monitoring of 

critical process phenomena, which are driven by the process parameters, during various thermal 

processes with different materials for the use of real-time control and quality assurance. 

To achieve this goal, this research is divided into the following objectives: 

a) Develop a monitoring system capable of capturing both geometric measurements and thermal 

dynamics in real-time. Experimental validation must be conducted to verify the correlation 

between the geometry measured from images captured during thermal processes and reliable 

measurements found in post-processing.  

b) To monitor thermal dynamics, such as the peak temperature of the melt pool, the cooling rate, 

solidification time and the heating rate, with a cost-effective methodology featuring a CMOS 
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camera used in conjunction with pyrometry measurements to estimate the temperature 

distribution of the HAZ.  

c) Determine the correlation between thermal dynamics and material properties to demonstrate 

that thermal dynamics are an effective metric to monitor the material properties of the 

workpiece during thermal processes. 

d) Prove the system is robust by implementing it on multiple different systems within the field of 

thermal processes. Moreover, the system must be validated with different materials and 

different process parameters to demonstrate its effectiveness at monitoring the key features of 

different experimental conditions. 

e) Implement the real-time measurements from this system with a variant of proportional-integral-

derivative (PID) control to exhibit its effectiveness to be used with control algorithms to reduce 

errors encountered during thermal processes. 

1.4 Thesis Overview 

The proposal is divided into seven chapters. Chapter 2 provides a review of the literature related to the 

topic of monitoring thermal processes to highlight the contribution and novelty of this work. The current 

standards of monitoring geometry, material properties, defects, and porosity are discussed since these 

properties are most critical during thermal processing.  

    The design of the monitoring system and experimental setups used to validate the system are 

discussed in Chapter 3. Where the design decisions and constraints are detailed to describe how the 

hardware was created for real-time monitoring. Additionally, the experimental setups used to validate 

the system are shown to illustrate the robustness of the measurements with various thermal processes. 

    In Chapter 4, the methodology in which geometry measurements are extracted from images in real 

time is discussed. This includes monitoring the geometry of single tracks created through LDED 

measured with model-based approximations and utilizing machine learning to predict geometry from 

multi-layer and adjacent tracks created with LDED and GMAW. 

    Chapter 5 describes cost-effective methods to predict the temperature distribution of the HAZ in 

real-time from visible light imaging. Initially, temperature distribution was estimated with a 

combination of machine learning algorithms and a mathematical model of the HAZ. Later iterations of 
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temperature prediction were created by using a high dynamic range camera and determining a 

correlation between camera intensity and temperature based on Planck’s law. 

The results and performance of the real time geometry and thermal dynamics measurements are 

presented in Chapter 6. This chapter shows how material properties can be extracted from real-time 

thermal dynamics measurements. Moreover, PID control is used to demonstrate the effectiveness of the 

measurements derived from this system being used to improve the quality of parts produced through 

thermal processes. 

    Finally, Chapter 7 provides a summary of the results and contributions of this research. Moreover, 

future work is also proposed in this section to improve the performance of real time monitoring and to 

outline other features that may be monitored with this system. 
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Chapter 2 

Literature Review and Background 

In this chapter, existing tools and methodologies for monitoring key features in thermal processes are 

reviewed. This outlines which features are deemed most critical to be monitored in real-time and what 

tools are being used to do so. The correlation between the available sensors and desired features is 

explored to provide an understanding of how sensors are selected for thermal process monitoring. 

Finally, the limitations of current systems and how this research iterates on the foundation of literature 

is highlighted. 

2.1 Geometry Monitoring in Thermal Processes 

Some forms of thermal processes such as welding and LAM feature deposited material fused to the 

substrate, this added material is referred to as the clad. During thermal processes it is observed that 

monitoring is essential since deviations in the geometrical accuracy of the clad are compounded by 

future layers [10, 11]. Moreover, it has been shown that despite using constant process parameters the 

height of subsequent layers can vary, further motivating the need for geometry monitoring [12]. 

Unfortunately, there are limited means in which geometry is measured during AM processes, and there 

is wide variation between the algorithms currently implemented. Some methods are only capable of 

monitoring one dimension such as either the height or the width, and others are not capable of working 

in real-time. Though some algorithms can successfully monitor the height and width, these depend on 

the orientation of the monitoring device and are not suitable for all applications. 

2.1.1 Monitoring Melt Pool Geometry 

Some tools are designed to monitor the shape of the molten portion of the deposition, the melt pool, to 

predict the final geometry of the deposited material. One approach to measure the height in real-time 

during DED was explored by Iravani et al. in which images of the melt pool were captured by three 

cameras positioned 120 apart [13]. Of the three images captured at each timestep, the two most 

appropriate images were selected for image processing based on the direction of cladding since the 

system is designed to work for any direction in 360. Once the images were selected, image 

thresholding was used to separate the clad from other features in the image, where the optimal threshold 

is found using a fuzzy logic approach. An ellipse is then fitted to the melt pool of each image and the 
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major and minor axes of each ellipse, and the scanning direction are used to determine the height of the 

clad. The five features are input to a recurrent neural network (RNN) which estimates the height based 

on previously recorded data which the RNN was trained with. The model was able to predict the clad 

height with an average error of approximately 12%. Though height could be measured for any scanning 

direction the width could not be measured with this system. 

    Song et al. also developed a trinocular system to monitor the height of LAM in [14], however, the 

methodology differed from prior work [13]. By thresholding the images from all three cameras the 

approximate shape and location of the melt pool can be found. The centroid of the melt pool is then 

determined from each image to estimate the height of the clad. The three calculated heights are 

compared to the reference height to determine the necessary control effort.  

    ML has also been used in monitoring other geometric properties in thermal processes, such as in-situ 

monitoring of weld penetration [15]. In this work, several methods are summarized which feature deep-

learning to predict penetration in weld penetration with convolutional neural networks (CNNs). 

Penetration has been achieved with high dynamic range (HDR) cameras, infrared (IR) cameras, and 

other sensors. Utilizing the reflectivity of the weld pool surface is one case in which another sensor was 

used to monitor features during welding [16]. 

    An alternative approach to measuring geometry of the clad is to measure the width of the melt pool 

in real-time. A variation of this is described by Hofman et al., where a camera is setup with a field of 

view (FOV) colinear to the laser allowing the melt pool to be captured from an aerial perspective [17]. 

Figure 2-1 displays the experimental setup of this work and demonstrates how images were processed 

to extract the width of the clad. Image thresholding was performed on the images captured by the 

camera and an ellipse was fitted to the remaining image. The width of the ellipse was measured and 

controlled to ensure clad had a consistent width throughout the printing process. By controlling the melt 

pool width in real-time the authors were able to maintain more consistent properties such as dilution 

and hardness, but the authors did not report how the height was affected by this control. A similar 

methodology has been used to monitor the width of the melt pool by Ding et al. in [18] and Liu et al. 

in [19]. A notable difference is the use of the IR spectrum of light to eliminate the noise caused by the 

powder above the melt pool. While Hofman et al. [17] used the image acquired by a CCD camera and 

image thresholding to determine the size of the melt pool, others have used [18, 19] thermal contours 

to extract the size of the melt pool. In both cases, only the width of the melt pool can be measured and 



 

 10 

controlled. Though a coaxial camera is best suited for monitoring the area or width of the melt pool, it 

is possible to augment the data with other sensory information to provide height estimation as well. 

This was done by Aubry et al. where the width of the clad was measured with a coaxial CCD camera 

and triangulation measured the height [20]. However, a disadvantage of this system is the need for two 

cameras to measure the geometry, and if the 2D trajectory is not oriented, the system requires three 

cameras. 

 
Figure 2-1 Coaxial width monitoring a) experimental setup b) image processing to extract 

width [17] 

    Real-time monitoring of the clad height during DED with a camera positioned with a leading view 

of the melt pool has been patented by Suh [21]. To monitor the geometry of the clad a camera is 

positioned, at some angle above the substrate, in front of the melt pool to capture images of the leading 

edge of the melt pool. Similar to some of the previously described methods, an ellipse is fit to the melt 

pool and the major and minor axes of the ellipse are measured. Suh has determined that from these axes 

of the melt pool the height of the clad can be measured and controlled. Meriaudeau et al. used a similar 

method to monitor the geometry of the clad in real-time [22]. However, the camera was positioned 

directly in front of the melt pool on the plane of the substrate, allowing the height and width of the clad 

to be measured directly once an edge detection algorithm was used to differentiate the clad from the 

surrounding environment. Though this monitoring system is adequate to measure the height and width 

simultaneously, it is not always feasible to mount the camera directly in front of the clad.  
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Figure 2-2 Real-Time monitoring of LDED with a leading view, invented by Suh [20] 

    Though the previous literature is focused on measuring the geometry during DED, other forms of 

thermal processes have similar challenges in geometry monitoring. Since welding has a similar HAZ 

to AM, geometry monitoring can be done with the same methodology; therefore, signals captured by 

CCD or X-ray cameras can provide position and shape information [23]. Where X-ray imaging features 

a focused beam of high-energy X-ray photons directed through the melt pool, creating an image on a 

detector [24]. These images then undergo image processing or machine learning to differentiate the 

melt pool from the bulk material in real-time [25]. Once the melt pool is differentiated, either by 

temperature or pixel intensity, the geometry is estimated.   

    In wire-fed DED, CNNs have been implemented to predict the geometry of the melt pool from 

images and thermal dynamics (temperature history) captured in real time, as shown in [26]. The CNN 

developed by Jamnikar et al., shown in Figure 2-3, was designed to take images of the melt pool and 

its thermal profile as inputs to predict the geometric properties of the deposition. Using these inputs, 

the CNN was able to predict the height, width, fusion zone depth and fusion zone area. The percentage 

error in prediction was shown to be 14% for bead height, 14% for bead width, 8% for fusion zone depth, 

and 9% for fusion zone area. Thus, demonstrating the potential for using CNN for geometry prediction 

in DED, however, this algorithm was limited to single-track depositions. 
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Figure 2-3 Sensing-geometry relations modeling using m-CNN for geometric parameter 

prediction using molten pool images and temperature data [26] 

    Melt pool depth is a feature that cannot be directly observed in DED, though it has an influence on 

the material properties of the final part. A neural network (NN) was developed by Jeon et al. in [27] 

which used the laser power, scanning speed, melt pool length and width, and measurements from a line 

scanner to predict the melt pool depth in real time. Where the melt pool length and width were extracted 

from a coaxial IR camera. When comparing the predictions to optical microscopy the mean absolute 

percent error (MAPE) was found to be 8.95%, showing the effectiveness of this algorithm. However, 

the line scanner was positioned 120 mm from the printing nozzle, which results in a time delay, making 

this technique unsuitable for real-time control. Another methodology implementing a 3D scanner for 

geometry control was shown in [28]. Where a 3D scanner created a point cloud to represent the 

geometry of the manufactured part, which was compared to the desired CAD model to quantify if there 

is significant distortion due to thermal effects. 

    ML has also been implemented in real-time monitoring of the size and shape of the melt pool and 

spatter by implementing segmentation [29]. Mi et al. trained a CNN that was capable of segmenting the 

melt pool and spatter from images captured during LDED. Moreover, their results show that the 

performance of their CNN method was not affected by the quality of images, camera size, and working 

distance. 

    There have also been cases of coaxial imaging being utilized for height measurements when 

augmented with ML [30]. In this work by Kim et al., a coaxial IR camera was used to capture the 

temperature distribution of the HAZ in real time. Thermal dynamics, namely the heating rate, cooling 

rate, and maximum temperature were extracted from the IR images. The thermal dynamics and process 
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parameters (laser power, scanning speed, powder feed rate, accumulated height, melt pool width, melt 

pool length) were then used to create a NN to predict the height at each timestep. Once trained, the NN 

was able to predict the height with a MAPE of 12.62%. This NN utilized images to extract features for 

geometry prediction but did not use the images directly as input features for the NN to predict the clad 

height. 

    Li et al. described a technique to control part geometry during DED by adjusting the powder flow 

rate to maintain constant melt pool energy [31]. Due to heat accumulation in thermal processes, melt 

pool energy does not remain constant, which typically results in geometric distortion. Usually, the 

energy input is decreased to compensate for the heat accumulation but by altering the powder flow rate 

instead Li et al. were able to maintain geometry while increasing the productivity of the DED process. 

Moreover, this work showed that the thin-walled clad produced with feed rate-based control had 

dimensions closer to the desired part than the thin-walled clad produced with laser power control.  

2.1.2 Monitoring Solidified Geometry 

Alternatively, some approaches utilize monitoring the solidified deposition to determine its geometry. 

Such as the method devised by Davis and Shin to measure the clad height in real-time by using a line 

laser and charge-coupled device (CCD) Camera [32]. The line laser was mounted 130 mm above the 

clad and the camera was mounted behind (in the direction of clad motion) the line laser and at an angle 

of 55 from the light plane. The camera would be able to capture the location of the line laser on the 

clad in real-time and use the known angle and distance of the camera to determine the clad height. 

However, measuring directly over the melt pool with this method is unfeasible since the light radiating 

from the molten metal would interfere. Therefore, the line laser was displaced 5 mm behind the melt 

pool to avoid image noise. This introduces a signal delay of 5/ν (s) where ν is the scanning speed 

(mm/s), which negatively impacts the ability to control LAM with this monitoring system. 

    A unique method developed by Donadello et al. measures the height of the clad by using triangulation 

[10]. A custom unit was designed and mounted to the deposition head which featured a CCD camera 

and a second laser, referred to as the probe laser. The probe laser has a wavelength of 532 nm and 

passes through a series of lenses and onto the clad. The lenses bend the light from the laser such that 

the probe laser is not perpendicular to the substrate, therefore the location of the probe laser changes 

with height. The CCD camera has a bandpass filter which only allows the same wavelength of the probe 
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laser to be visible and therefore, by detecting the location of the probe laser on the camera the height 

can be calculated in real-time. 

    A novel sensor setup was discussed in [33], in which a welding camera is utilized to measure track 

width and an in-process depth meter is used for height measurements. These measurements are then 

integrated into a controller to simultaneously control the laser power and scanning speed based on the 

height and width measurements. The uniqueness of this method was utilizing melt pool monitoring for 

width measurements and the solidified region for height measurements. 

    Therefore, tools exist to monitor the geometry, usually the height and width of the clad, in real-time. 

However, existing tools are often limited in their performance since the geometry cannot be measured 

directly from the melt pool, it is often predicted. While the geometry can be measured after the 

deposition has solidified, this results in a delayed data acquisition. Moreover, these existing techniques 

often use process parameters, such as the laser power and scanning speed in their calculations, which 

may make these algorithms less applicable when working with other materials or thermal processing 

machines. 

2.2 Microstructure and Material Properties in Thermal Processes 

Process parameters influence the microstructure during thermal processes, as shown in [34], meaning 

that in-situ microstructure monitoring is necessary. Zhao et al. utilized high speed X-ray imaging to 

monitor the powder bed fusion (PBF) process in real-time from a lateral perspective, in the plane of the 

powder bed [24]. Images were captured at a frame rate of 50kHz, allowing for large amounts of data to 

be measured in real-time. Since the solidification in PBF is highly localized and extremely fast, a high 

frame rate camera is ideal for monitoring the microstructure. Applying image processing to the X-ray 

images captures allows for the solidification front to be outlined, as well as the instantaneous 

solidification direction. Finally, the phase transformation is also probed by the high-speed X-ray 

diffraction technique. Since the solidification rate and phase transformations can be monitored in real-

time with this high-speed X-ray it can estimate the microstructure of the final PBF produced part. Some 

understanding of PBF is necessary since other thermal processes work with similar materials and 

temperatures; hence, sensors used in PBF may be applicable to other thermal processes. Another way 

that X-rays are used to monitor the microstructure in thermal processing is with spatially resolved X-

ray diffraction [35]. Titanium fusion welds were selected as a case study to use spatially resolved X-

ray diffraction to map the material phases and their solid-state transformations during the welding 
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process. Though the material phase is monitored in real-time, the measurements are only taken over a 

narrow area, meaning the material properties of the entire melt pool cannot be measured. The cost of 

X-ray imaging is also prohibitive which is a limiting factor in using X-ray imaging more widely in 

thermal process monitoring.  

    Although X-ray imaging enables the direct monitoring of microstructure, the temperature of the melt 

pool can also offer valuable insights into microstructure and material properties, as the final 

microstructure is primarily influenced by the thermal dynamics (peak temperature, heating rate, cooling 

rate, and solidification time) of the HAZ. The correlation between high temperatures, like those seen in 

thermal processes, and microstructure are well known [36]. Therefore, understanding the thermal 

dynamics can be used to predict the microstructure of the thermal process part in real-time. Thermal 

dynamics have also been shown to change with process parameters [37], which further supports the use 

of thermal dynamics to infer microstructure. 

2.2.1 Inferring Microstructure and Material Properties in Thermal Processes 

Material properties are among the most important outputs of thermal processing since it determines the 

strength and quality of the final part. The microstructure provides a strong indication of the underlying 

material properties; therefore, monitoring and control of microstructure is sufficient to estimate material 

properties in many cases. There are various ways to monitor the material properties of a part during 

thermal processes, which are explored in this section.  

    Since temperature is the main influencing factor in the formation of phase precipitation during DED 

[38], the cooling rate of the melt pool is strongly correlated to the microstructure of parts produced with 

thermal processes [39]. During thermal processes, variation in build geometry and heat accumulation 

can alter the melt-pool temperature, geometry, and layer height, which directly influences the quality 

of the produced parts in terms of dimensional accuracy, microstructure, properties, and defects [40]. 

Moreover, the complex thermal history of thermal processes that defines the incident energy and the 

geometry of the melt pool, is directly affected by the interaction among process parameters. 

Accordingly, this complex thermal history results in different microstructures and consequently, 

mechanical characteristics because the thermal dynamics lead to the generation of complex 

hydrodynamic fluid flows which influences the crystal growth, orientation, microstructural defects and 

finally melted particles [41].  
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    To monitor thermal dynamics with a non-contact sensor, calibrated IR imaging or pyrometers are 

often used, which estimate the temperature based on light emitted from the melt pool. This was 

demonstrated by Muvvala et al. where the temperature cycle of the melt pool was monitored with a 

pyrometer [42, 43]. Thermal dynamics such as the heating rate, peak temperature, and cooling rate were 

extracted from this data and through testing the authors were able to estimate the microstructure based 

on these parameters. Cooling rate is shown to influence the microstructure of several materials in LMP 

such as Inconel powder [42, 43], and 316L stainless steel [44]; therefore, the cooling rate will also 

likely affect the microstructure of other metals. Figure 2-4 shows that as the cooling rate decreases the 

microstructure of Inconel 718 transforms from fully dendritic structure with small traces of equiaxed 

grains into complete stray grains near the surface. 

 
Figure 2-4 Effect of cooling rate on stray grains layer thickness (a) 680 °C/s, (b) 430 °C/s and (c) 

260 °C/s corresponding to scan speeds of 1000, 800, and 600 mm/min respectively, (P = 1200W, 

pre-placed layer thickness = 2 mm) [43]. 

    Measuring the cooling rate can be done with an IR camera, such as by Marshall et al. [45], where an 

IR camera monitors the melt pool in real-time. To gather more accurate measurements the IR camera 

was also calibrated with a pyrometer for high temperature measurements and a thermocouple for low 

temperatures. The authors determined that it is possible to determine a macroscale grain morphology 

by comparing the local temperature gradient at the solidus isotherm and the solidification speed to the 

solidification map compiled by Kobryn and Semiatin [46]. In recent work [47], the effects of thermal 

dynamics were compared to the formation of martensite, with hardness used to estimate the material 

phase. It was shown that analysis of the cooling rate alone may not be sufficient in predicting the 

microstructure because of the phase transformations while the melt pool is heating and the melt pool’s 

peak temperature. Therefore, to have a more accurate estimate of the final microstructure an IR camera 

can be implemented to monitor all the relevant thermal dynamics: heating rate, peak temperature, and 

cooling rate.  
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    A pyrometer in conjunction with thermocouples can be used to monitor the thermal cycles of the 

melt pool as shown by [48]. A pyrometer was used to monitor the melt pool during the entire test, while 

at two stages during the building of a wall, a thermocouple was positioned on the side surface of the 

uppermost deposited track, halfway along it. The thermocouples were used to measure the peak 

temperature without the error seen in the pyrometer due to the changing emissivity of the melt pool. 

Though the previous works featured a laser as the power source, using an IR camera to predict the 

microstructure can also been used for electron-beam processing [49]. Regardless of the power source, 

the microstructure can be predicted based on the temperature gradient and solidification rate. The 

literature reveals that in-situ monitoring the microstructure of thermal processes is commonly done 

based on the thermal dynamics [50, 51]. 

    Though IR cameras are commonly used to measure the thermal dynamics, it is possible to supplement 

IR imaging with other information. Such as when Huang et al. [52] combined temperature monitoring 

data with temperature simulation and used thermal gradient and solidification rate to correlate product 

qualities. The results indicated that the dendrite arm spacing was more sensitive to scanning speed, and 

the cooling rate value had sufficient abilities to predict the microstructure when depositing 316L 

stainless steel and Inconel 625. Raplee et al. used an IR camera to monitor the thermal dynamics of the 

system; however, an algorithm was used to augment the raw data to improve the temperature 

measurements [53]. Their algorithm was inspired by the sudden change in emissivity that occurs upon 

melting, to correct for this the temperature of the melt pool was monitored to develop the thermal cycle 

of that location. From the thermal cycle it is possible to determine where melting occurs and where 

reheating from nearby melting occurs. This distinction allows for more accurate measurements of the 

thermal gradient which can be related to microstructure formation.  

    High-speed vision cameras are also capable of monitoring the material properties in real-time as 

shown by Mohanty and Mazumder [54]. Their technique enables in-situ monitoring of the solid/liquid 

interface due to the characteristic difference in reflectivity. Since the different phases are observable in 

the image data, it is possible to measure the solidification rate of the melt pool. The solidification rates 

that exist in LMP fall in the range between the rates found in conventional casting and in rapid 

solidification technology. Though there is no proper theoretical formalism to relate these solidification 

rates to material properties, further study may be possible to relate the solidification rate to the material 

properties of the part in real-time. 
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    Parts produced in additive manufacturing (AM) are highly anisotropic in material microstructure and 

mechanical behavior due to the change of the local processing conditions in the build-up process [55]. 

Monitoring has been implemented in many AM processes to better understand the properties of the 

final product, thermal-based signatures particularly, have been adopted in many applications [56, 44]. 

Thermal dynamics (melt pool temperature gradient and cooling rates) have been shown to predict defect 

formation, microstructure evolution, and mechanical properties. Thus, measuring the temperature 

distribution of the heat affected zone (HAZ) can be used to predict many facets of the overall quality 

of the final product. 

    Titanium alloys such as Ti-6Al-4V are utilized in AM projects, due to their material properties 

regarding strength, weight, and ductility. However, the anisotropic material properties are inhibiting 

the widespread adoption of this material. Hence, a methodology is described in [55], where the process 

parameters are used with a thermal model to predict the solidification cooling rate of every node during 

the directed energy deposition (DED) build. Experimental validation was used to correlate the 

simulation-determined solidification cooling rate to the size, shape, and density of pores created during 

manufacturing. Therefore, this study has shown the relationship between porosity and cooling rate. 

Thermal modeling has also been demonstrated in [57], where rising temperatures in the substrate and 

the incident heat flux control material properties. 

    The correlation between thermal dynamics and material properties has been observed in other 

materials as well, such as in [58], where stainless steel 316L was studied. Where process parameters 

were linked to thermal characteristics, such as the thermal gradient, temperature, and cooling rate, and 

the corresponding microstructure was found. Additionally, this study explored Inconel 625 powder, 

where a similar correlation was found, where microstructure is related to thermal characteristics. 

Thermal dynamics have been shown to influence the microstructure of Inconel alloys, as shown in [59]. 

IR thermal images were used in this work to calculate the cooling rate, which was graphed against 

hardness measurements, demonstrating the correlation between these properties. 

    Heat dissipates from the melt pool into the bulk material and substrate, this rapid cooling allows parts 

to be manufactured during DED and determines the material properties. Conversely, monitoring the 

substrate temperature has some indication of the melt pool temperature, as shown by Guo et al. [60]. A 

thermocouple was fixed 2 mm below the substrate to continuously monitor its temperature while 

building a 50-layer thin-walled deposition with wire-arc additive manufacturing (WAAM). The 
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microstructure was analyzed throughout the specimen and the measured temperature to determine the 

final material properties. 

2.2.2 Microstructure Control in Thermal Processes 

Currently used techniques for controlling the microstructure in literature must be reviewed to 

demonstrate the need for real-time monitoring in thermal processes. During the DED process of Ti64 

the deposition layer is formed as the melt pool solidifies. The β-grains precipitate from the liquid phase, 

grow epitaxially from the deposition due to the high temperature gradient and low solidification rate at 

the bottom of the melt pool. Only a part of equiaxed grains would form at the surface region of the melt 

pool due to the columnar to equiaxed transformation [61]. This mechanism of grain growth 

demonstrates how the thermal dynamics, particularly the cooling rate and solidification time determine 

the material properties of the final product in DED.  

    A unique technique for microstructure control in Ti64 was discussed in [61] where induction heating 

was used to control the temperature gradient of the melt pool. This allows for a larger material property 

control range than previously observed in DED; however, the inclusion of the induction coil may limit 

the geometry of parts that can be manufactured. Alternatively, changing the melt pool morphology, 

including its size, shape and solidification parameters at the liquid/solid interface influences the crystal 

growth in DED [62]. Shao et al. changed the power density of the laser by changing the laser power, 

spot diameter, and scanning speed for different labels and noting the different microstructures. Hence, 

a correlation was developed between the morphology of the melt pool, which is controlled by the power 

density of the laser, and the microstructure of the manufactured part. 

    Hence, measuring the temperature distribution of the HAZ is shown to be correlated to the material 

properties of the final deposition. However, different thermal dynamics can be extracted from the 

temperature distribution and correlated to the material properties and selecting the appropriate 

measurement tools appears to be a challenge in literature since different techniques exist. Options 

include X-ray imaging to capture the microstructure directly or estimating the temperature distribution 

with a pyrometer, IR camera, or thermal couples. 

2.3 Temperature Measuring in Thermal Processes 

Since the temperature distribution is closely related to the material properties, typically in the form of 

cooling rate or solidification time, the temperature distribution of the process must be known. The 
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temperature distribution can be measured from tools such as pyrometers or IR cameras, or estimated 

with predictions from other sensors, such as thermocouples and visible-light cameras. Numerically 

modelling the thermal properties of the HAZ has also been implemented in literature to estimate the 

temperature distribution. 

2.3.1 Temperature Detection in Thermal Processes 

Common techniques to measure temperature are to use a pyrometer to measure the temperature of a 

specific point [43] - [48] or a thermal camera to provide the full temperature distribution [49] - [52]. IR 

imaging is a common tool used to measure the temperature distribution in AM applications [56, 44, 2]. 

IR imaging is often preferred over pyrometer measurements since measuring the temperature 

distribution of the entire HAZ is desirable to determine thermal dynamics such as the peak temperature, 

heating rate, cooling rate, and thermal gradient. However, IR cameras can be expensive and offer 

limited optical customization, which motivates shifting to other temperature prediction tools.  

    Thermocouples can be used to augment thermal imaging data for improved temperature 

measurements. However, an alternative approach is to use only thermocouples to estimate the entire 

distribution since they are a more cost-effective sensor than IR cameras. Hu et al. has used 

thermocouples placed on the computer numerical control (CNC) table below the substrate to measure 

the temperature cycles of the melt pool based on the known material properties of the substrate and the 

distance between the thermocouple and laser center [63]. The clad-zone temperatures were between 

1650 and 1800 °C with a wide range of process parameters and various clad materials, which agreed 

with optical pyrometer measurements.  

2.3.2 Temperature Prediction in Thermal Processes 

Thermal modelling and simulations have been used to predict the temperature distribution of AM where 

a finite element analysis (FEA) approach was shown to achieve a MAPE below 2.5% for predicting 

temperature profiles [64]. To improve the computational efficiency of this model, a machine learning 

(ML) algorithm was trained to predict nodal temperatures and was able to achieve a MAPE of less than 

5%. Finite element models are capable of predicting the thermal distribution of the melt pool but are 

too computationally inefficient to use in real-time; hence ML is used to speed up the process [65]. 

Analytical models, based on thermal conductivity, have also been used to predict the temperature 

distribution based on the thermal properties of the material, and the energy added into the system [66]. 
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Using an analytical model, the depth of the melt pool was calculated with less than 3.7% error when 

compared to experimental measurements. 

    FEA was also implemented with other thermal processes, such as a WAAM DED system, to simulate 

thermal and build time for residual stress analysis in [67]. In this study, two four-inch square tubes were 

deposited on a 6.35 mm build plate using the WAAM process. The FEA model was developed using 

temperatures from the first sample to calibrate the boundary conditions with an average deviation of 

8.9% and the second sample temperatures verified the model with an average deviation of 12%. Hence, 

it was shown that FEA modelling can be used to predict the temperatures of the melt pool during DED 

processes. FEA simulation was also implemented in [68], which demonstrated the integration of FEA 

simulation with PI control. In this work, the desired melt pool size was input to a PI controller, which 

calculated the corrected laser power and fed that result into FEA simulation to determine the updated 

melt pool size.  The resulting variable laser power profile obtained from the simulation is implemented 

during the DED experiment. This allowed Liao et al. to control the depth of the melt pool, which is 

correlated to the temperature distribution of the HAZ, since it cannot be directly monitored. This 

methodology was shown to control the material properties at different locations of a single part but 

relies entirely on simulation measurements and is unable to correct process disturbances. Therefore, 

FEA has been shown to be sufficient at modelling the temperature of the HAZ during thermal processes 

to predict the microstructure of produced parts [69, 70, 71]. 

    However, FEA models are often computationally expensive, which limits its potential to be used in 

real-time monitoring. Therefore, ML techniques have been implemented to improve the efficiency of 

temperature simulations in DED [72]. The ML algorithm used the input features: x-y coordinates, time 

step, the laser position, and the distance between laser head and each point P (x, y) at each time step. 

Using these features a NN was created to predict the temperature evolution of the melt pool in DED of 

316L stainless steel with an accuracy of 99% when compared to the FEA model. 

    Another approach to circumvent the use of expensive thermal imaging is the use of a simple 

mathematical model of the process to estimate the temperature distribution. Kumar utilized 

mathematical formulae for heat conduction to derive and solve equations for the thermal dynamics in 

a solid work piece during laser welding [73]. The formulae were able to solve for the temperature 

distribution, peak temperature, cooling rate, and thermal cycles, using only assumptions made to the 

heat source and materials. The analytical model was found to be capable of predicting results of any 
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solid material in laser welding but was limited to scenarios where there was no melting. Farahmand 

and Kovacevic used a combination of a thermal and mechanical finite element model for laser cladding 

by a high-power direct diode laser [74]. The numerical model was able to calculate the thermal gradient 

and comparing the results to experimental data reveals a maximum predicted error of 3.5%. Though, 

the performance is quite good, this kind of model is too computationally demanding to be used in real-

time. Thermal modelling has also been used to predict temperature of the process for future states for 

control purposes [75]. Though this model was used with real-time measurements, the basics may be 

used for temperature estimation as well. 

    Temperatures have also been predicted using vision cameras, which are typically less expensive than 

thermal cameras and have other benefits such as higher framerate and/or resolution as well. Devesse et 

al. used a hyperspectral line camera with a spectral response from 400 nm to 950 nm [76]. The camera 

can capture a line of pixels at the center of the HAZ perpendicular to the scanning direction of the laser. 

Though the spectral response is not in the IR range, using Planck’s law and estimated emissivity values, 

the temperature of these pixels can be calculated from the intensity captured by the camera. This method 

is capable of clearly detecting the melt pool boundary, however, there is an uncertainty of 10% 

associated with the temperature calculation. Lu et al. were able to use the same principles to calibrate 

a vision camera, with spectral response from 300nm to 1050nm, to estimate the temperature of the 

camera’s field of view [77]. Though the error of temperature prediction with this method is within 3%, 

this was not used with thermal processes. Gobbi proposed a method to use two CCD cameras to create 

a low-cost thermal imaging system for welding applications [78]. However, this method was only able 

to accurately measure a maximum temperature range of 640°C - 825°C, which is not suitable for LMP 

applications. 

    ML has also been implemented to predict temperature distribution and history of the melt pool during 

DED in [79]. Zhang et al. developed two ML predictive models, one using extreme gradient boosting 

and the other using long short-term memory (LSTM). Twenty-five experiments were conducted with a 

combination of different laser powers and scanning speeds to create the training and test sets for the 

ML models. The input variables for the prediction were: laser power, scanning speed, layer index, time 

index, average height, and average width. These parameters allowed for the temperature to be predicted 

with a relative error of less than 3.7% for the extreme gradient boosting model and less than 3.4% for 

the LSTM model. It was also found in this work that the extreme gradient boosting model was 400 

times faster to compute the temperature than the LSTM model.  
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    Another implementation of ML to predict temperature of the melt pool was demonstrated in [80], 

where Xie et al. created a NN that was able to predict temperatures with a mean relative error of 4.83%. 

The loss function of the NN was augmented with the generalized heat conduction equation to account 

for the underlying physics of heat transfer in the DED process. Moreover, Xie et al. showed that the 

addition of physics-based boundary conditions allows the network to be trained with a smaller dataset. 

Ultimately, this NN was able to predict the temperature of the HAZ during DED by using the laser 

power, scanning speed, time, and spatial coordinates (x, y, and z) as inputs with an accuracy over 90%. 

Figure 2-5 shows the architecture of the NN which uses the previously mentioned process parameters 

to estimate the 3-dimensional temperature field, labelled L (W, b).  

 
Figure 2-5 Schematic diagram of the NN model for predicting the temperature with physics-

based boundary condition [80] 

2.3.3 Temperature Control in Thermal Processes 

Since control is one of the main motivations towards having accurate real-time monitoring of thermal 

processes, it is necessary to explore the state of temperature control of thermal processes in literature. 

An example of thermal dynamics control was demonstrated by Bennett et al. while using Inconel 718 

[81]. An IR camera was used to monitor a powder fed LDED process and recorded the process with 

emission of temperatures ranging from 300 ºC to 2,000 ºC to calculate the cooling rate. Images of the 

microstructure were then captured at nine locations of a thin-walled test specimen with optical 

microscopy to verify the influence of cooling rate on the tensile strength of laser deposited Inconel 718.  

    Real time monitoring of thermal dynamics has been used in various materials such as during 

solidification of aluminum [82]. Hagenlocher et al. devised a methodology where isotherms extracted 

from images captured with an IR camera are used to determine the local solidification rates. This work 
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showed the highest temperature gradients and solidification rates in the case of high process velocities, 

demonstrated the relationship between process parameters and thermal dynamics. 

    A technique was outlined in [83] where two photodiodes observed the melt pool at different 

wavelengths to estimate the temperature without accounting for emissivity adjustments. The setup 

developed by Jeong et al. was able to monitor the temperatures with a frequency of 100kHz, within 

ranges that are supported by literature, but measures the average temperature over the FOV. The 

developed method was able to measure solidification cooling rates above 5000 °C/s. 

    In [84] it was shown that thermal dynamics are correlated to the microstructure and material 

properties of 316L stainless steel in DED. Moreover, using a PID controller to adjust the scanning speed 

to keep a constant cooling rate resulted in more consistent properties throughout multi-layer samples, 

when compared to open loop samples. 

    Since material properties and microstructure of parts manufactured with thermal processes are 

desired features to monitor and control, temperature measurements are often used to infer these 

properties. However, temperature measurements often offer limited data in the case of pyrometers or 

have prohibitive costs in the case of thermal cameras. Modelling techniques can be implemented as 

well, but assumptions are made in favor of computability which reduces the accuracy of these models. 

Therefore, there is a desire in literature for cost-effective methods for temperature measurements with 

reduced computational time and error. 

2.4 Real-Time Quality Monitoring 

AM is shown to have a high rejection rate, which indicates that between 5% and 50% of parts are 

rejected [85]. The high rejection rate is because AM parts are known to vary significantly in quality 

which is the result of many process parameters and environmental conditions [86]. Monitoring the 

process in real-time may provide more information to predict the quality of the part during 

manufacturing. In process quality prediction would allow for fatal errors to be detected immediately 

and the process can be forced to stop. Moreover, effective evaluation of quality in real-time can also be 

used instead of part validation at a later point of the manufacturing process, which would improve the 

efficiency of AM.  

    During laser cladding remanufacturing (LCR), which is a process used to repair damaged metal 

components, low quality of repair layers is noted as a main challenge. Liu et al. demonstrated the 
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effectiveness of using different sensors to monitor the LCR process to provide enough information to 

improve the quality of repair layers [51]. The review paper highlights the possibility of using visual 

information, temperature information, spectral information, or acoustic signals to monitor the quality 

of repair layers. Liu et al. concluded that currently these sensors are not capable of directly monitoring 

quality; however, the potential has been shown for this sensor data to be augmented with machine 

learning (ML) techniques to indirectly monitor and control quality. 

    Another measurement technique is to use audio signals to monitor the quality during thermal 

processes and welding processes, since sudden acoustic changes may correspond to sudden changes to 

the weld or melt pool’s properties, which may indicate poor quality. Audio signals can be in the form 

of acoustic emissions which are monitored by a piezoelectric transducer coupled to the workpiece or 

via audible sound, which can be measured with a microphone in the vicinity of the melt pool [87]. Both 

forms of measuring audio signals have been shown to detect defects and predict quality in laser welding, 

with the main drawback of acoustic emissions being the need to be in contact with the workpiece and 

the main drawback of audible sound is collecting background noise. The performance of both these 

audio signals can be improved for thermal process monitoring with the addition of ML. To improve the 

quality prediction of arc welding, Sumesh et al. trained a random forest to classify the quality of welds 

[88]. Their random forest was able to classify the welds with an accuracy of 88.69%, which the authors 

claim suggests that this can be used for quality monitoring in real-time. Shevchick et al. was similarly 

able to improve the performance of monitoring acoustic emissions during SLM to classify parts with 

an accuracy between 83 – 89% [89].  

    An alternative method that has been used in hot-wire cladding is to monitor the electron temperature, 

which can be correlated to the stability of the process [90]. During the wire fed DED cladding process, 

S. Liu et al. used a CCD camera to monitor the deposition process and an Ocean Optics spectrometer 

to detect the emission signal of the plasma over the melt pool. It was found that the standard deviation 

of the plasma’s electron temperature, which was found by analyzing the incoming signal from the 

spectrometer, was an indicator of the instability of the cladding process. Since process stability is 

correlated to quality, this is an effective technique to monitor quality during cladding of Inconel 625.  

2.4.1 Real-Time Defect Monitoring 

Defects, such as voids, cracks, cavities, lack of connection or foreign material inclusions, lead to the 

weakening of manufactured parts and compromise the repeatability and precision of the manufacturing 
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process. Monitoring defects in AM can be accomplished through photoacoustic (PA) imaging, which 

is a low-cost sensing technique that can be easily implemented to the original AM system [91]. To add 

PA imaging to the system, a microphone was set near the manufactured part and connected to the 

control computer. The PA signal generated during the laser sintering process is then captured by the 

microphone to provide in-situ data. In theory, if the property of the laser heated material changes the 

peak pressure will change, allowing the microphone to record a different volume. This was done with 

ceramic AM for defect detection, though the same principles may work in metal based thermal 

processes as well. Alternatively, acoustic signals have been used for online monitoring of short circuit 

gas metal arc welding [92]. The experimental setup featured a piezoelectric sensor fixed to the welding 

specimen to monitor the acoustic signal during welding. All discrepancies which have a dramatic 

influence on the quality of the weld, such as burn-through or extinguishing of the arc are clearly 

monitored by acoustic signals. It was found that sudden changes in the microphone signal waveform 

result from process errors, like those mentioned above.  

    In IR imaging the incoming images suffer from large data volume and low signal-to-noise ratio. To 

account for these issues, Kahanzadeh et al. used multilinear principal component analysis (MPCA) to 

reduce the size of the incoming data [93]. The implementation of MPCA reduced the feature space and 

allowed for more efficient computation due to the smaller dataset.  It is then easier to detect anomalies 

in the reduced data, which can be an indication of defects such as porosity and mini cracks. IR imaging 

can be used to monitor defects during welding as well, as shown by Sreedhar et al. [94]. In their 

research, IR images were captured while TIG welding the shell of a propellant tank. Defects were 

detected via their thermal contrasts in the solidified weld region close to, but not colinear to, the weld 

pool. It has also been shown that simply controlling the thermal dynamics of the system can be used to 

prevent the formation of defects [95]. Hassler et al. also demonstrated the effectiveness of using IR 

thermography to monitor the formation of defects during LAM [96]. They noted that though defects 

are visible through their different emissivity value, the defects are only visible for a few milliseconds. 

    Though some researchers have explored the use of optical data or acoustic data for defect detection, 

it is possible to use both sensor types for more incoming information. Ma et al. proposed this detection 

setup, which features an acoustic collector positioned above the melt pool and an off-axis optical 

collector [97]. This monitoring system was used with laser welding and wire arc additive 

manufacturing. It was found that since the amplitude of the ultrasonic signals in the defect zone were 

lower than those in the normal zone, defects can be detected. The optical data was more suitable in 
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predicting defects due to changes of elements in the manufacturing process, while acoustic signals are 

more appropriate for in-situ monitoring of the stability of the arc. 

2.4.2 Porosity Monitoring 

Porosity is a specific subset of defects, and another unintended result of some thermal processes that 

reduces the quality of fabricated parts and must be considered. Producing fully-dense parts is an 

ongoing challenge in AM, which justifies exploring porosity detection more thoroughly than other 

defects. Imani et al. used a DSLR camera positioned above the plane of the powder bed to monitor 

porosity during PBF [98]. Understanding which sensors are used in PBF is critical in DED as well since 

these processes use similar materials and temperature, and therefore, sensing technology may be 

applicable to both. Images are taken between each layer of the process to detect process drifts in the 

early layers. Image processing allows the images to be converted into a feature space which allows for 

ML to be used to estimate the porosity of the part. The porosity of test samples was measured offline 

using computerized tomography (CT) scanning to create a dataset for the ML algorithm. This method 

of PBF monitoring can classify parts as defective with up to an 89.36% accuracy. Since the porosity is 

only measured between every layer and not in real-time this method has limitations in being 

implemented with control and quality assurance. A similar approach was taken by Zhang et al. in [99], 

where a coaxial monochrome camera was used to capture images at 395 frames per second during laser 

welding. To label the collected images with the correct porosity, an optical microscope was used to 

observe the pores exposed on the cross section and image processing was used to extract the porosity. 

A CNN was then trained to use the raw images as input and classify whether there is the presence of a 

pore in that image. Their CNN reported an accuracy of 96.1% in lap laser welding of 6061 Aluminum 

alloy, but pores less than 150µm were difficult to detect. Another experiment by Zhang et al. featured 

the same methodology with Titanium powder and the porosity was detected with an accuracy of 91.2%, 

further demonstrating the capability of deep learning in porosity measurements [100]. 

    DMP Meltpool is a commercially available monitoring system which consists of two photodiodes 

installed on either side of the build chamber of a PBF system [101]. Coeck et al. were able to use the 

DMP Meltpool monitor system to achieve 92.3% detection efficiency for all lack of fusion pores after 

applying false positive reduction [102]. DMP Meltpool measures the intensity of the melt pool, not 

necessarily the shape or temperature, which reduces the capabilities of this monitoring. However, it has 
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been found that sudden changes in intensity may be caused by defects; therefore, monitoring and 

controlling the intensity can predict the defects in the part. 

2.5 Summary 

Real time monitoring of thermal processes with image-based sensing is commonly used in research and 

literature to help solve the repeatability and stability problems of the metal AM process [103]. Imaging 

is often implemented as it offers a noncontact solution with a range of available sensors and image 

processing can improve quality. Moreover, many tools exist for image processing which can be utilized 

to extract key information from images capture while monitoring thermal processes. 

    For real-time geometry measurements in thermal processes, most often a visible-light camera is used 

to measure the melt pool. However, the placement of the camera is crucial in determining which feature 

can be measured; for example, if the viewing angle of the camera is coaxial to the laser, it can only 

measure the width. The viewing angle may also be affected by the addition of an IR camera if the same 

viewing angle is optimal for both cameras, it may not be possible to install both onto a system. This 

results in the desire in the industry to have a sensor capable of measuring both the width and height of 

the clad in real-time without sacrificing the placement of the thermal camera.  

    Microstructure is another critical feature to monitor during thermal processes, which is typically 

accomplished by measuring the real-time thermal dynamics of the HAZ and inferred from known 

correlations based on phase transformation theory. Thermal dynamics such as cooling rate, 

solidification time, and peak temperature can be calculated from the thermal distribution captured by 

an IR camera. These properties are correlated to the microstructure, allowing the material properties to 

be predicted if thermal dynamics are monitored in real-time. 

    Vision and IR imaging has also been utilized with ML to monitor features that cannot be extracted 

solely from image processing. Both types of sensors have been used in conjunction with ML to monitor 

porosity and defects very effectively in real-time. Acoustic sensing and spectroscopy have also been 

able to predict the quality of thermal processing, though spectroscopy has been shown to have other 

uses as well in monitoring the composition of the HAZ. 

    Multi-sensor setups are used for in-situ monitoring of multiple parameters, such as a profilometer for 

geometry measurements and IR camera for microstructure monitoring used in [104]. The most critical 

properties monitored during thermal processing are geometry, microstructure, defect detection, and 
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porosity, since these properties are all directly related to the quality of the final produced part. 

Reviewing existing tools used in literature reveals that a limitation of current systems is in monitoring 

either geometry or thermal dynamics.  A single tool capable of monitoring multiple features 

simultaneously is missing in literature and industry, typically multiple sensors are fitted to perform the 

desired measurements and calculations independently. Additionally, current tools are often limited to 

monitoring one thermal process. 

    Therefore, a generic monitoring system, for multiple thermal processes, must be capable of 

measuring relevant geometric and temperature data in real-time. This speculative monitoring system 

can be designed to use a vision camera to monitor the geometry of the melt pool and an IR camera to 

measure the thermal dynamics for predicting the microstructure. Furthermore, the combined sensor can 

be used to capture data to correlate visible-light and temperature data to create a temperature prediction 

model with only a vision camera, which would significantly reduce the cost of temperature 

measurements. Finally, the potential exists for monitoring defects and porosity with information from 

both cameras augmented with ML.  
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Chapter 3 

Thermal Processing Real-Time Monitoring Apparatus 

The development and validation of a real-time monitoring apparatus is detailed in this chapter. The 

design requirements are determined based on the parameters of similar systems and considerations of 

the processes. Such as the materials used in thermal processes and their respective temperatures. The 

presence of hazards must be considered in the design of the monitoring apparatus as well, such as spatter 

and powder. The chapter includes descriptions of the thermal processes used to validate the monitoring 

system. Validation was primarily conducted with the LMP system integrated at the Automated Laser 

Fabrication (ALFa) laboratory at the University of Waterloo. Further testing was conducted at the 

Centre for Advanced Material Joining (CAMJ) at the University of Waterloo to demonstrate the 

robustness of the monitoring apparatus. Challenges encountered during the design process are outlined 

at the conclusion of this chapter, including an explanation and solution for anomalies that were 

experienced. 

3.1 Development and Design of Monitoring System 

To monitor the key features of thermal processes, an appropriate camera was created with off-the-shelf 

components based on the size and temperature of the HAZ. As mentioned in Chapter 2, there are many 

sensors currently implemented in thermal processes to monitor key components. However, image-

based sensing was found to be the most versatile for this branch of manufacturing, usually in the form 

of visible light, IR light, or x-rays. Imaging provides a non-contact means for monitoring the process, 

which allows the system to capture data without influencing the process. The imaging sensor can also 

be placed such that its relative position to the HAZ is constant at all times during the process. Imaging 

has been shown to effectively monitor the geometry of thermal processes and thermal imaging can be 

used to calculate thermal dynamics (peak temperature, heating rate, cooling rate, and solidification 

time), which is related to the material properties. Finally, imaging has also been used to detect porosity 

and other defects (voids, cracks, etc.) during AM showing that it can be used for a wide array of key 

features. 

3.1.1 Monitoring System Design Requirements 

The design requirements are guidelines used to define the scope of the monitoring system and outline 

the features that would characterize a feasible solution. The first consideration for designing the 
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monitoring system is the features to be measured in real-time. The geometry of the melt pool and 

material properties of the deposition have the largest influence on the quality of the manufactured part; 

therefore, these measurements must be known. Imaging can measure the geometry directly, and by 

monitoring the previously mentioned thermal dynamics, the material properties can be inferred from 

real-time measurements. 

    The selection of sensors is motivated by the required measurements, especially pertaining to the 

material properties and geometry. In the case where multiple sensors were found to offer suitable 

performance, the more cost-effective option was selected. While imaging is an effective tool in 

monitoring thermal processes, there are limitations due to the cost of the equipment and the availability 

of compatible parts. Sensors and optics in the visible spectrum tend to be the most cost-effective and 

have the most diverse parts due to the popularity. Moreover, these sensors typically have higher 

resolution and framerate compared to other wavelengths and more image capturing parameters, 

allowing for user defined settings to optimize captured images. These benefits make vision sensors 

preferred over x-ray imaging. However, the capability of temperature monitoring makes IR imaging an 

appealing consideration as well. Therefore, implementing both vision and IR imaging would be an 

effective, low-cost, array of sensors for thermal process monitoring. Though IR sensors are typically 

expensive, utilizing visible-light images to supplement the IR images allows for a more cost-effective 

selection of the IR sensor. 

    The high temperatures in thermal processes would also influence the choice of IR sensor, the HAZ 

of metals is typically hot enough to radiate in visible light, as explained through Planck’s law; therefore, 

thermal monitoring can be achieved by a near-infrared (NIR) or short-wavelength infrared (SWIR) 

sensor [75]. Some visible light optics are also capable of working within the NIR and SWIR 

wavelengths, further reducing the cost of the monitoring system. Therefore, the monitoring system must 

include both a visible light sensor for high resolution geometry measurements and a NIR or SWIR 

sensor to measure the temperature distribution. 

    The monitoring system will be designed such that it is capable of monitoring with both a coaxial and 

lateral field of view (FOV), as these setups offer different performance. Positioning an IR camera to 

have a view that is coaxial to the laser allows the entire temperature distribution of the melt pool to be 

monitored. However, a lateral field of view is more effective for geometry measurements as the height 

cannot be determined from coaxial images. Hence, the flexibility to use both optical setups allows the 
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monitoring system to be used in the most optimal position for the thermal process being monitored. 

Moreover, the size of the HAZ must be accounted for as well since the entire HAZ should be within 

the FOV, without having an unreasonable resolution. The requirements are summarized as: 

• Dual camera sensors with a similar FOV, one in the visible light spectrum and the other in 

either the NIR or SWIR spectrum. 

• FOV should be between 5 mm  5 mm and 100 mm  100 mm to observe the entire melt pool 

and have the HAZ covered by enough pixels. 

• Framerate of at least 10Hz for performance comparable other real-time monitoring in research 

[13, 47]. 

• To guarantee the compactness of the design the volume should be less than 1600 cm3 which is 

approximately the combined volume of the previously used thermal and vision cameras at the 

ALFa laboratory in the University of Waterloo. 

• Temperature range of 700C – 1500C to cover the phase changes of stainless steel [105] which 

is a commonly used material in LDED. 

3.1.2 Monitoring System Alternative Designs 

Using the above requirements, the proposed design was decided to feature a NIR sensor to capture the 

thermal dynamics (peak temperature, heating rate, and cooling rate of the HAZ). Additionally, a vision 

sensor for higher resolution geometry measurements of the melt pool. The Optris 08M was selected 

and the NIR sensor, which features narrow spectral response at 800nm resulting in a calibrated 

temperature range of 600C – 1900C [106]. The selected vision camera is the Photonfocus D1312, 

which is an HDR camera featuring a CMOS sensor [107]. However, the sensors needed to be arranged 

in an optimal fashion, to minimize the size of the housing and to ensure that the HAZ is in the FOV for 

both sensors during all possible thermal processes. Figure 3-1 shows the different enclosure designs 

featuring both sensors with specialized optics. Note that both designs (b) and (c) feature a cold mirror 

(dichroic filter) to allow for reflection and transmission into the desired sensors. 
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Figure 3-1 Conceptual designs for monitoring system featuring a) binocular cameras  

b) parallel cameras c) perpendicular cameras 

    The binocular arrangement shown in  Figure 3-1a allows both camera sensors to have a specialized 

optical setup. Having the optics selected for each camera allows for the lenses to be selected for the 

specific sensor and therefore provide the ideal images. This also creates the most compact monitoring 

system since the enclosure only needs to fit the cameras themselves with no additional optical 

components.  

    However, to accommodate for the distance between the different lenses for each sensor, the FOV 

would need to be wider, which reduces the number of pixels that the HAZ occupies in the image. 

Alternatively, the lenses could be angled inward to ensure the HAZ in a similar location in each image, 

but this would result in a fixed working distance. Moreover, in this case the images would be distorted 

relative to one another. 

    To correct the different FOV, a single lens could be used with a beam splitter and series of mirrors 

to ensure light from the same source enters both sensors, which is featured in Figure 3-1b. Positioning 

both cameras at the back of the enclosure also allows for the connections to be accessed easily and since 

both cameras have the same orientation the images will be oriented in the same way as well. The 

reflected visible light from the cold mirror is reflected twice before entering the vision camera resulting 

in a properly aligned image.  

    Unfortunately, using one lens for both sensors limits the selection of lenses and sensors since the 

spectral response of all components must be compatible. Moreover, the focal length, which is the 

distance between the sensor and the lens, is different for each sensor in this arrangement, which means 

that both images cannot be in focus at the same time. An additional lens would need to be added to alter 
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the incoming rays of light to correct for the different focal length, which would result in visual 

deviations between the images. 

    The removal of the second mirror corrects the different focal lengths but the images in the vision 

camera will be reflected, which can be corrected with image processing. The main drawbacks of this 

design are that the connections for the vision camera, which are on the rear of the camera, must be 

considered, and the wasted space in the housing. The selection of the vision camera or manipulating 

the hardware may accommodate these drawbacks. This final design, with the optical optics is shown in 

Figure 3-1c. 

3.1.3 Monitoring System Final Design 

Based on the requirements and comparing the alternative designs the most optimal monitoring system 

was found to the perpendicular camera arrangement shown in Figure 3-1c. Using this framework, the 

CAD model and prototype shown in Figure 3-2 below were developed. The final design is referred to 

as the monitoring optimization and control (MOC) sensor because of its current and proposed future 

capabilities. 

 
Figure 3-2 a) Final MOC sensor CAD model b) MOC sensor prototype c) Prototype mounted in 

the ALFa Laboratory 

    It is shown in Figure 3-2a that the electronics of the vision camera were split into two components, 

this allows for the design to remain compact and keeps all the connections at the back of the housing, 

addressing the concerns with this camera arrangement. Table 3-1 indicates sensor specifications of the 

MOC sensor; demonstrating that it has the foundation to be an effective tool for monitoring thermal 

processes. 
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Table 3-1 MOC Sensor specifications 

Objective Actual 

FOV size 35mm  35mm 

Framerate 77Hz 

Volume 1220cm3 

Temperature range 600C – 1900C 

 

3.1.4 Optical Components 

To select optical components, the working distance, object size, image distance, and wavelengths of 

light must be considered. The intent of this camera is to monitor thermal processes with an off-axis 

FOV, to allow for temperature and geometry measurements, though other FOVs are possible with 

different optics. The working distance was set to be from 250mm – 350mm since at this distance the 

monitoring system is far enough away from the HAZ that it will not be damaged by heat, powder, 

spatter, or other hazards, while not being too far that the image will be distorted or that the position of 

the MOC sensor may interfere with other process equipment. The object size refers to the size of the 

HAZ, which typically has a diameter of approximately 10mm, depending on the process. The image 

distance is the distance between the camera sensor and the lens, which must be positioned to produce 

focused images. These parameters were considered to select a lens with the optimal focal length for 

clear images. Finally, the wavelengths of light are determined by the camera sensors, which are 780nm 

– 820nm for the IR sensor [106] and 400nm – 900nm for the vision sensor [107]. The spectral responses 

of the sensors must be considered as well to ensure the light can pass through the necessary components 

and since different wavelengths of light correspond to different focal lengths. These constraints 

motivated the decision for the optical components highlighted below in Table 3-2. 

Table 3-2 Optical Components Bill of Materials 

Part Substrate 
Focal 

Length 
Reflected Light Transmitted Light Quantity 

Achromatic 

Lens 
N-BK7/N-SF5 175mm -  400nm – 1000nm 2 

Cold Mirror Borofloat - 400nm – 690nm 750nm – 1200nm 1 
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    As indicated in Table 3-2, the cold mirror reflects visible light and allows IR light to be transmitted 

through. Though a specially designed imaging lens is ideal for using with a camera, since the hardware 

is a custom design, a different approach was necessary. Using 2 achromatic lenses (which are simply 

labelled “lens” in Figure 3-1c) is a low-cost imaging option with minimal distortion while capturing 

images [108]. Finally, with the optical components selected, their performance can be modelled with 

light approximation software to position the sensors within the enclosure to ensure the images are in 

focus for each sensor at all working distances. 

    Finally, it should be noted that since the IR camera features an 800nm narrow bandpass filter and is 

calibrated specifically to be used with metals in laser applications. However, since the vision camera is 

not designed for this specific use case, the captured images will become saturated if used directly for 

monitoring. Therefore, MidOpt ND60 and ND120 filters are added between the cold mirror and vision 

sensor to result in approximately 1.56% transmission within the spectral range of the vision camera 

[109]. 

3.2 Laser Materials Processing Experimental Setup 

Once the MOC sensor was developed for monitoring thermal processes, initial testing was conducted 

with LMP. Figure 3-3 below illustrates the experimental setup of the LMP system in the ALFa 

laboratory used to validate this research as a schematic diagram. 

 

Figure 3-3 Schematic representation of the main components featured in LMP 
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    The main components of the LMP system are briefly described below: 

A. High power laser: The energy source used for experiments is an IPG fiber laser YLR-1000-

IC operated in continuous mode with a maximum power of 1.1 𝑘𝑊. The fiber laser has an 

operating wavelength of 1070 𝑛𝑚 and a Gaussian beam intensity distribution. 

B. Powder feeder: A Sulzer Metco TWIN 10-C powder feeder with two 1.5 𝐿 hoppers is used 

to deliver the argon shielding gas, and to control the powder feed rate. The feed rate and 

flow rate are controlled manually and can accommodate a wide range of powders that can 

be sprayed at feed rates from 2 to 150 𝑔/𝑚𝑖𝑛. 

C. CNC machine: A 3-axes Fadal VMC 3016 was modified by adding two additional 

rotational axes to produce a 5-axes CNC machine to be used as the positioning device. The 

travelling speed of the CNC is effectively the scanning speed of the laser during LMP.  

D. Nozzle: The powder is fed through an off-axis nozzle onto the substrate with input diameter 

1.6 𝑚𝑚 and output diameter 3.1 𝑚𝑚. The nozzle is installed on a mechanism with four 

degrees of freedom, providing good positioning for focusing the powder onto the laser beam 

spot. 

E. MOC Sensor Module: The MOC sensor described in Section 3.1 features visible light and 

IR sensors to capture images during the LMP processes in real-time. Processing these raw 

images returns critical information regarding the current state of the HAZ, such as the 

thermal dynamics and geometry of the clad (in the case of LDED). 

F. Substrate Material: The substrate material is the initial workpiece upon which the LMP 

process is applied, in the case of LDED, the initial layer is fused to the substrate. Hence, the 

substrate material must be selected to be compatible with the powder material, otherwise 

unintended alloys or defects may form when using dissimilar materials. 

G. Real-time operating system: Data acquired from the MOC sensor is sent to the operating 

system via a National Instruments (NI) real-time platform and LabVIEW. CNC travelling 

speed, laser power and laser spot size are controlled using an NI PCI-7340. The operating 

system can run the process parameters at a set point or use the data from the MOC sensor 

to control the parameters in real-time. 

    This experimental setup was used to perform LMP experiments, which includes both LHT and 

LDED. NI LabVIEW was implemented to send the desired process settings to the Fadal CNC and laser 

controllers to ensure that the proper values were used during each experimental run. Most experiments 
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with this system were conducted with the MOC sensor positioned in a lateral FOV, as seen in Figure 

3-4, which features the LMP setup used in the ALFa laboratory. This camera position allows for thermal 

dynamics and height to be monitored in real-time, thus was considered a reasonable setup to validate 

this system. For LMP experiments, the powder feeder is not connected to a controller and is not capable 

of sending automatic changes to the powder flow rate or gas pressure. Therefore, these values were 

manually set and remained constant throughout all experiments, where the process variables were the 

scanning speed and laser power, since these parameters can be controlled.  

 
Figure 3-4 Image of the LMP setup used in the ALFa Lab to validate this research 

    The camera was positioned laterally at an angle of 45°, this position offers a reasonable compromise 

in the temperature distribution and geometry measurements since a position of 0° would allow for 

height to be measured with no projection, but an angle of 90° (coaxial imaging) would allow for the 

width and temperature distribution to be measured with no projection. Hence, 45° was selected as a 

reasonable compromise as it is the maximum of 

𝑓(𝜃) =  sin𝜃 + 𝑐𝑜𝑠𝜃 (3.1) 

Moreover, since the camera is mounted to the laser head, the relative position of the camera to the melt 

pool is known and constant as it was calibrated upon installation.  
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3.3 Laser Arc Hybrid Welding Experimental Setup 

One of the objectives of this research is to demonstrate that this monitoring system is robust enough to 

work on various thermal processes. Therefore, experiments were also conducted in collaboration with 

CAMJ at the University of Waterloo. Specifically, a hybrid laser and arc welding system was used to 

capture data and augment the experiments that could be conducted in the ALFa laboratory. This setup 

differs from the LMP system described previously in three significant aspects. (1) A wire feedstock is 

used, as opposed to powder. (2) The laser is capable of a maximum power of 8kW. (3) The laser head 

can be swapped to feature different capabilities, such as using only the laser, or only an arc welding 

process, or a hybrid process in which both the laser and wire arc are present during manufacturing. The 

different material, feedstock form, and energy source show that this process is different from the LMP 

setup described above. Hence, validating the MOC sensor with this setup shows that the system can be 

utilized with different thermal processes. Figure 3-5 below highlights the key components of the hybrid 

laser arc experimental setup at CAMJ. 

 
Figure 3-5 Schematic diagram of the hybrid laser arc process 
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The main components of the GMAW system are described as:  

A. Welding Power Supply: Lincoln Electric Power Wave S500 advanced process welder 

provides the electrical energy required to create the welding arc, with the capability of 

different combinations of voltage and current depending on the application. 

B. Laser Power Supply: An IPG YLS-8000 fiber laser operated in continuous mode with a 

maximum power of 8 𝑘𝑊, an operating wavelength of 1070 𝑛𝑚, and a Gaussian beam 

intensity distribution. 

C. Hybrid Laser Arc Welding Head: Holds and guides consumable wire electrode, directs 

shielding gas flow, and positions laser spot to ensure the correct process settings. This head 

allows for flexible combination of laser and electric arc parameters for various 

manufacturing applications. 

D. Wire Feeder: Lincoln Electric 4R220 AutoDrive wire feeder supplies the consumable wire 

electrode to the hybrid laser arc welding head at controlled rate based on the process 

parameters and selection of wire. 

E. Shielding Gas Supply: Provides the appropriate mixture of CO2 and argon gas to protect 

the melt pool from atmospheric contamination. 

F. Robotic Arm: FANUC M-710ic is a 6-axis robotic arm which positions and moves the 

welding head to achieve the desired process path. The unit used in CAMJ is programmed to 

use 5 different heads during manufacturing.  

G. MOC Sensor Module: The MOC sensor described in Section 3.1 is again used to capture 

visible light and IR images during the welding in real-time. Processing these raw images 

returns critical information regarding the current state of the HAZ, such as the thermal 

dynamics and geometry of the weld bead.  

H. Substrate Material: The substrate material is the initial workpiece upon which the weld is 

fused to, the material must be selected such that it is compatible with the wire material. 

I. Real-time operating system: Controls various parameters during welding such as welding 

current, voltage, voltage mode (whether continuous or pulsed), wire feed speed, and gas flow 

rate. Lincoln Electric provides control options with various preset modes, including 

continuous voltage and variations of pulsed volage options. 
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    This setup can produce high quality welds with a high-powered laser and electric arc heat source. 

This system can adjust the laser power, welding voltage, voltage mode, and welding speed based on 

the material and desired process settings. However, these properties are set before starting the program, 

thus there is no potential to use this system with real-time control. Hence, it was used strictly to validate 

the monitoring capabilities of the MOC sensor. Figure 3-6 shows the MOC sensor mounted to robot 

arm for a lateral FOV of the melt pool during thermal process with this system. 

 
Figure 3-6 Image of the hybrid laser arc system used to validate this research at CAMJ 

3.4 Image Evaluation 

With the prototype MOC sensor developed and tested in the ALFa Laboratory, the quality of images 

must be evaluated, and any artifacts or other deviations present in the images must be explained and 
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corrected. One such unintended side effect of the cold mirror placed inside the optical system is the 

double images, an optical phenomenon also known as ghost images or ghosting, that are caused by 

internal reflections of light. These ghost images are visible with both camera sensors as described in 

Figure 3-7. 

 
Figure 3-7 Internal reflections in a) vision images b) IR images 

    Figure 3-7a shows an image captured by the vision camera during LDED, though the internal 

reflections are not significant, artifacts are visible as a result, as outlined in green. Figure 3-7b 

demonstrates that during LDED the IR images clearly show the ghost image, as bounded by the green 

box. The ghost images are present in thermal processes because the light source is so bright that the 

reflected light is still visible to the sensor, despite only a 5-10% of the light being reflected internally 

according to the cold mirror manufacturer [110]. Figure 3-8 further illustrates how the internal 

reflections of the cold mirror result in the undesired ghost images. 

 
Figure 3-8 Diagram of internal reflection resulting in ghost images 
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    To remove the artifacts caused by ghost images, the cold mirror was replaced with a pellicle beam 

splitter. The BP145B2 pellicle beam splitter was selected as it consists of a thin, semi-transparent 

nitrocellulose membrane, which virtually eliminates ghosting since the second surface reflection is 

superimposed onto the first one [111].  The reflectivity and transmissivity of the beam splitter is 

summarized in Figure 3-9. 

 
Figure 3-9 Transmission and reflectance of BP145B2 [111] 

    From Figure 3-9 it can be deduced that approximately 53.6% of 800nm light is transmitted into the 

IR camera sensor. Therefore, this optical solution eliminates the ghosting defects, but reduces the 

effective temperature range by reducing the amount of light entering the IR camera. 

    Furthermore, updates were made to the image filters in front of the vision camera. An ND60 filter, 

which allows 25% transmission, was incorporated, along with a narrow bandpass filter centered at 

850nm. The pellicle beam splitter’s performance, as shown in Figure 3-9, reflects 49.67% of light 

centered at 850nm into the vision camera. The selection of an 850nm filter was driven by various optical 

considerations for the MOC sensor and the LMP system used for its validation. To direct the laser 

towards the substrate, a 45° mirror reflected the laser beam, which is visible in Figure 3-4. The mirror’s 

transmission curve, depicted in Figure 3-10, allowed light between 750nm and 975nm to pass through 

while reflecting 1070nm and 660nm. This ensures the correct positioning of the laser beam and guide 

laser without damaging other components. Additionally, since the IR camera selected has a spectral 

response around 800nm it can capture images coaxially since the mirror transmits that wavelength. 

Moreover, using a similar wavelength with the vision camera maintains similar emissivity values for 

temperature calculations. This principle aligns with two-color pyrometry, where two wavelengths of 

light are captured to determine temperature independent of emissivity, which is assumed constant for 

both wavelengths. Finally, using a narrow wavelength also reduces the deviations caused by changes 
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in emissivity and the different quantum efficiency of the camera sensor at different wavelengths. 

Therefore, the 850nm narrow bandpass filter is selected since it allows for coaxial imaging, sufficient 

light is reflected by the pellicle beam splitter, and the similar wavelength to the IR camera reduces 

deviation caused by the unknown emissivity. 

 
Figure 3-10 Typical curve of transmission for the mirror (1-1040X02).  

Transmission at 45° angle [112] 

3.4.1 Intensity Distribution 

The temperature distribution must be considered as well, as shown in Figure 3-11 there are higher 

measured temperatures at the periphery of the melt pool, though the center typically has the highest 

energy density in LDED; hence, this phenomenon is further explored. Higher intensities are measured 

around the melt pool in the vision camera as well, suggesting that this phenomenon is not exclusive to 

the camera sensor. This temperature distribution was also demonstrated in [113], where the authors 

claim the higher emissivity of the solid material at the periphery of the melt pool characterizes the 

distribution. 
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Figure 3-11 a) Typical temperature distribution during LDED b) Typical vision 

image during LDED 

    Since the laser is assumed to have a Gaussian distribution of intensity, the highest energy is at the 

center of the laser spot. This seems to be contradictory to the perceived temperature distribution of the 

melt pool since the edge of the melt pool registers the highest temperature. This discrepancy is likely 

caused by the different emissivity of steel at different temperatures and phases. Emissivity is the 

measure of an object’s ability to emit light, which changes based on the wavelength of light and the 

object’s material properties.  Assuming that the emissivity of solid steel is higher than that of the molten 

steel then high temperature solid steel may be perceived as hotter than the molten steel. Since the IR 

camera is only capturing images in a narrow wavelength, it is more sensitive to emissivity changes. 

Since emissivity is dependent on the material, surface quality, wavelength of light and temperature of 

material it is difficult to know [114]. Thus, the experiment shown in Figure 3-12 was conducted to 

support the hypothesis that the temperature measurements are affected by the changing emissivity. The 

experiment featured a substrate of 1/4 in thick 410 stainless steel that was rinsed with ethanol and 

quenched in acetone for 10 seconds to ensure the substrate was clean and at room temperature. Stainless 

steel was selected because it is a commonly used material in LMP and the powder used in LDED is 

stainless steel, though other experiments featured cold rolled steel as the substrate material. The 

experiment consisted of a single LHT track with a constant scanning speed of 175 mm/min while the 

laser power increased linearly from 250W to 600W. Though the higher temperature periphery was 

observed in LDED, the hypothesis was tested with LHT to determine whether the powder influenced 

the temperature distribution.   
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Figure 3-12 Evolution of temperature distribution during LHT power ramp 

    Since the high intensities at the periphery of the HAZ are shown in Figure 3-12 the distribution is 

not caused by the powder. Moreover, the peak temperature of the HAZ is in the center at the beginning 

of the track, which confirms that the center of the laser spot corresponds to the area with the highest 

energy flux. Therefore, the high temperature measurements at the periphery of the HAZ are not caused 

by the laser energy distribution either. At the end of the track is where there are high temperatures on 

the periphery of the HAZ. This corresponds to when the substrate begins to melt, as evidenced by its 

surface quality. Thus, the temperature distribution is likely a measurement error caused by the different 

emissivity of the solid and liquid phases of stainless steel. The results are further supported by Devesse 

et al. in [115] where a laser melting experiment was conducted on a stainless steel substrate 

demonstrating the emissivity varied from 0.2 to 1 across the melt pool due to the different material 

phases. 

    Finally, a similar result was shown by Altenburg et al., in which the effective emissivity distribution 

of the HAZ is plotted [116]. Where multispectral thermography was used in which the melt pool was 

captured in 8 different experiments with the same process parameters. The only variable across these 

experiments was the application of a 25nm narrow bandpass filter with central wavelength ranging 

from 1.2µm to 1.55µm with steps of 50nm. This allowed the relationship between emissivity and 

temperature to be found at each wavelength, which was used to map the emissivity across the entire 

melt pool shown below. 
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Figure 3-13 Rescaled relative effective emissivity distribution [116] 

    Though Figure 3-13 is a numerical approximation of the emissivity, it explains the temperature 

distribution that is observed in the images captured by the MOC sensor as well. Therefore, as shown in 

the experimental results summarized in Figure 3-12 and in supporting literature, the brighter region 

around the HAZ is caused by the material. Specifically, this region is characterized by rapid phase 

changes, differing degrees of oxidation, and temperature variation, all of which affect the emissivity. 

Since this phenomenon is caused by the material properties of the substrate and powder, not the camera 

sensor, this shows that the camera measurements are comparable to other sensors used in literature. 

These preliminary images demonstrate that the MOC sensor has performance comparable to other 

imaging systems used to monitor thermal processes in literature. Additionally, it has been shown that 

the ghost images have been explained based on the optical components and corrected by selected new 

components. Furthermore, the unexpected temperature distribution is also explained based on the 

performance of other monitoring systems and justifications of similar phenomenon found in literature. 

3.5 Summary 

    This chapter described the design of the MOC sensor, which is intended for real-time monitoring of 

thermal processes. The sensor features a CMOS visible-light camera to capture high resolution images 

at a high frame rate for geometry predictions and an IR camera sensor for thermal dynamics. The sensor 

is capable of capturing and processing images at a framerate of 20Hz, with temperature measurements 

between 600C – 1900C, this range is critical because it encompasses the melting point of steel alloys 

and other common materials used in thermal processes. Moreover, the FOV is approximately 35mm  

35mm, which allows for high resolution imaging of the melt pool and HAZ. 
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    All the key components of the apparatuses used to conduct LMP, GMAW, and hybrid experiments 

were outlined in this chapter as well. Finally, the quality of captured images was evaluated, and two 

anomalies were noted. Firstly, a ghost image was visible in the captured frames of both the CMOS and 

IR cameras, this was caused by the cold mirror used to direct the light into the corresponding camera 

sensors. To correct the resulting artifacts, a pellicle filter was used instead, which features a thinner 

membrane to reduce the influence of ghost images. Another anomaly discovered by analyzing the 

images was the hotter temperatures captured around the center of the melt pool. Conducting 

experiments concluded that the higher temperature measurements are caused by rapidly changing 

emissivity corresponding to the changing phases of the HAZ. Consulting literature on this topic further 

supported this hypothesis. 
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Chapter 4 

Real-Time Temperature Measurement Using a Pyrometer and 

CMOS Camera 

In thermal processes, the thermal dynamics are directly related to the quality of the final product, having 

a direct relationship to the microstructure and other material properties. Thermal dynamics can be 

measured with an array of sensors, such as pyrometers, thermocouples, and thermal imaging. Pyrometry 

allows for temperatures to be measured accurately based on the black body radiation emitted from the 

desired subject. However, these measurements are typically limited to a small region and are susceptible 

to errors caused by changes in emissivity, which affects the radiation emitted by the subject. 

Thermocouples are capable of measuring a wide range of temperatures, however, since the sensor needs 

direct contact with the subject, they cannot be used to directly monitor the HAZ of the processed 

location. Finally, thermal imaging can be used to estimate the temperature distribution. This technique 

utilizes the same principles as pyrometry, which also makes it sensitive to emissivity changes. However, 

since a 2-dimensional temperature distribution is found, relative temperature measurements can be 

calculated across the HAZ, offering more information than single-point pyrometry. 

Typically, thermal imaging is conducted with IR cameras. Though these tools offer calibrated 

temperature measurements, they may require specialized lenses and other optical components to work 

properly. Moreover, these cameras often offer lower framerate, resolution, and less customization while 

being more expensive than visible light cameras. Another technical specification that must also be 

considered is the effect of rolling or global shutter. A rolling shutter, which many IR cameras feature, 

results in fast moving objects in the frame becoming distorted as shown in Figure 4-1. 

 
Figure 4-1 Images captured with a) IR camera featuring rolling shutter and b) visible light 

camera featuring global shutter 
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Ultimately, visible light cameras typically offer more flexibility in their applications and have better 

technical specifications than IR cameras. Therefore, this chapter discusses the implementation of a 

pyrometer and visible light camera used simultaneously to estimate the temperature distribution based 

on calibrated temperature measurements and images of the HAZ. This methodology allows for higher 

resolution temperature measurements with a more cost-effective sensor module than IR imaging.  

4.1 Model Based Temperature Prediction 

The model-based temperature prediction utilizes a pyrometer measurement at the center of the melt 

pool and boundary temperatures estimated through a combination of visible light imaging and machine 

learning. For this application, since a two-dimensional model is implemented, this is most appropriate 

for LHT, since the shape of the deposition does not need to be accounted for in the model. The model 

used to predict the intermediate temperatures is based on the three-dimensional heat conduction 

equation, as the other forms of heat transfer are assumed to be negligent. The three-dimensional heat 

conduction equation is taken as: 
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in the 𝑥𝑦𝑧 coordinate system. Where the respective time is 𝑡, 𝑇 represents the temperature distribution, 

𝑘 is the thermal conductivity, �̇� is the heat input over time per unit volume, and 𝛼 is the thermal 

diffusivity, which is dependent on the conductivity, specific heat, and density of the material. 

    Since only the surface temperatures can be monitored with imaging systems, the heat conducted in 

the z-direction is neglected. Additionally, a new moving coordinate system must be implemented to 

consider the energy source as a moving point to account for the scanning speed. Applying these changes 

to Eq. (4.1) results in: 
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where 𝜉 represents the moving coordinate system defined by 𝜉 = 𝑥 − 𝑣𝑡, and 𝑣 is the scanning speed 

of the laser. Eq. (4.2) features partial derivative terms, which are too computationally expensive to 

compute for real-time monitoring. Therefore, the HAZ is simplified as a nodal network, allowing this 

equation to be discretized using finite differences. Figure 4-2 shows a schematic of the nodal network 
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used to approximate the substrate. The discretized approximation of Eq. (4.2) was found by using finite 

differences to calculate the derivative values and is given as: 

𝑇𝑚,𝑛(𝑘 + 1) = 𝐹𝑜(𝑇𝑚+1,𝑛 + 𝑇𝑚−1,𝑛 + 𝑇𝑚,𝑛+1 + 𝑇𝑚,𝑛−1) + (1 − 4𝐹𝑜)𝑇𝑚,𝑛 +
𝛼∆𝑡

(∆𝜉)2𝑘∆𝑧
�̇�

+
∆𝑡

2∆𝜉
(𝑇𝑚+1,𝑛 + 𝑇𝑚−1,𝑛)𝑣 

(4.3) 

where 𝑇𝑚,𝑛 is the temperature of a node, 𝑚, 𝑛 represents the coordinates of the node, 𝑘 is the current 

timestep, 𝐹𝑜 is the Mesh Fourier Number (𝐹𝑜 =  
𝛼∆𝑡

(∆𝜉)2), and ∆𝑡 is the length of each timestep. In LHT 

experiments the heat input, �̇�, is defined by the laser power, which is assumed to have a Gaussian 

distribution. 

 
Figure 4-2 Visual representation of the substrate nodal network and the mathematical model 

used for calculating the intermediate temperatures [75]. 

    With the temperature approximation model defined, boundary conditions must be established to 

ensure that the temperatures are solvable. In this case, certain temperatures of the nodal network are 

assumed to be known and the model was then implemented to calculate the intermediate node 

temperatures. During LHT, the HAZ was approximated to be a region of 20 × 11 pixels, with each pixel 

approximately 0.35 mm × 0.35 mm, as limited by the IR camera used to capture temperature data 
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(Jenoptik IR-TCM 384). The temperatures that are assumed to be known in this case are the peak 

temperature at the center of the melt pool, which is measured with a pyrometer and the temperatures 

around the melt pool, which are estimated by intensity measurements captured with a camera. 

Furthermore, the HAZ is assumed to be symmetric along the direction of travel to simply the boundary 

conditions. Figure 4-3 shows a diagram of the nodal network with the boundary conditions highlighted. 

The center of the melt pool is highlighted in green to represent the temperature measurement from the 

pyrometer and the nodes highlighted in blue represent the temperatures predicted by the visible light 

camera. 

 
Figure 4-3 HAZ nodal network with highlighted boundary conditions 

    To estimate the temperatures of the nodes highlighted in blue in Figure 4-3 a DALSA Genie 1024 

CCD camera was used to capture images in real-time. A sample of the quality of images captured with 

the Genie 1024 camera is visible in Figure 4-4 where the boundary nodes are highlighted in white. 

 
Figure 4-4 Sample image captured with DALSA Genie 1024 during LHT 
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    Since this camera is not calibrated for temperature measurements, ML was implemented to utilize 

data extracted from these images and process parameters to predict the required temperature. LHT 

experiments were conducted using the experimental setup outlined in Section 3.2 to create datasets used 

to train, validate, and test the ML algorithm. However, a modification was implemented where the 

temperature distribution was captured with an IR camera (Jenoptik IR-TCM 384) simultaneously to the 

Genie 1024 images and pyrometer measurements of the center of the HAZ. Using this data, the 

temperature of the desired pixels of the HAZ were mapped to the corresponding pixels of the Genie 

1024 images. The process parameters of these experiments are summarized in Table 4-1 and Table 4-2. 

Table 4-1 Process Parameters for the training and validation set 

 Training and Validation Data 

Laser Power 100 250 325 250 200 275 425 400 

Scanning Speed 2.5 2.5 2.5 3.33 4.16 4.16 4.16 5 

 

Table 4-2 Process Parameters for the test set 

 Test Set 

Laser Power 175 400 350 200 

Scanning Speed 2.5 3.33 4.16 5 

    The desired output of the ML algorithm is the temperature of each boundary pixel, referred to as the 

node temperature. To predict this temperature the following features are extracted from the Genie 1024 

images: number of saturated pixels, average brightness of the entire image, and pixel brightness. 

Process parameters were also used to augment the temperature prediction, namely the scanning speed 

and laser power. The location of the node is necessary as well, described in 𝑥𝑦 coordinates and as the 

distance between the node and the center of the melt pool. Finally, the maximum temperature at the 

center of the melt pool measured with a pyrometer is used as an input as well. Figure 4-5 summarizes 

the featured used to predict the temperatures of the boundary nodes and the correlation between these 

features and the temperature of the boundary nodes. 

 
Figure 4-5 Correlation matrix between the pixel temperature and feature space 
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    The ML algorithm used to predict the temperature of the boundary nodes was gradient boosted trees, 

which utilizes a combination of simple decision trees to make a prediction. Decision trees are 

classification or regression models with a tree-like architecture [117]. With Decision trees, the dataset 

is broken into smaller subsets, while at the same time a decision node is created. Each internal node of 

the tree represents a different pairwise comparison on a feature, whereas each branch represents the 

outcome of this comparison. Leaf nodes represent the final decision or prediction. The MAPE of the 

ML algorithm is shown in Figure 4-6, where the error has a normal distribution with a 0.7% MAPE and 

3.6% standard deviation for the training set and a 7.3% MAPE and 5.0% standard deviation for the test 

set. 

 
Figure 4-6 Percent error of temperature prediction algorithm 

    Once the boundary conditions are predicted, the numerical model was used to calculate the 

intermediate temperatures. The results of temperature prediction are shown in Figure 4-7 and Figure 

4-8, where the boundary temperatures are predicted with a MAPE of 2.71%. The measured 

temperatures were captured with a Jenoptik IR-TCM 384 which returned calibrated temperature 

distribution of the HAZ. The combination of measured peak temperature, predicting the boundary 

temperatures, and calculating the internal temperatures of the distribution are shown in Figure 4-7b and 

Figure 4-8b while the real temperature distribution captured with the Jenoptik IR-TCM 384 is shown 

in Figure 4-7a and Figure 4-8a. Figure 4-8c shows the error between the predicted and measured 

temperature distributions. 
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Figure 4-7 a) Temperature distribution measured by infrared camera b) Temperature 

distribution calculated via random forest boundary predictions and mathematical model. Note 

that the red arrow depicts the scanning direction of the laser. 
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Figure 4-8 a) Heat map visualization of temperature distribution measured by infrared camera 

b) Heat map visualization of  temperature distribution calculated via random forest boundary 

predictions and mathematical model, where the boundary pixels are the predicted temperatures 

c) difference between the measured and calculated temperature distributions. Note that the red 

arrow depicts the scanning direction of the laser. 
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    During LHT the model-based temperature prediction of the HAZ results in a MAPE of approximately 

11.3% for the test set shown in  Table 4-2. This performance includes both the boundary conditions 

which are predicted with ML and the intermediate temperatures which are calculated based on the 

generalized heat conduction model. The error is assumed to be zero at the center of the melt pool as 

this temperature is based on the pyrometer measurement. 

4.2 Numerically Predicting Temperature with High Dynamic Range Camera 

A model-based approach is limited because of the necessity to use approximations to simplify the state 

of the system. It was previously discussed that the model assumes some temperatures are known and 

the intermediate temperatures are calculated through a conduction model. The conduction model itself 

is an assumption that neglects other forms of heat transfer. To calculate the intermediate temperatures, 

the thermal conductivity and specific heat capacity are assumed as well, which is another source of 

error since these values change with temperature. The energy input is assumed as well, which in the 

case of a laser energy source, neglects the reflectivity of the surface and assumes the laser has a perfect 

distribution. While other energy sources, such as electric arc, are more difficult to include in the 

conduction model. Moreover, since the temperature distribution is calculated over the surface of the 

HAZ, the model would need to account for the shape of the clad in thermal processes where material is 

deposited. 

Therefore, a numerical approach that estimates the temperature based on the intensity captured by 

the visible light camera is a more suitable approach, since less assumptions need to be made and the 

model would not be dependent on the conduction properties of the material. This motivated the upgrade 

to the HDR Photonfocus camera and optical components detailed in Chapter 3. 

4.2.1 Design of Experiments 

To use a visible light camera to estimate the temperature distribution of the HAZ, the MOC sensor 

described in Chapter 3 was utilized to capture data during additive manufacturing (AM). This tool was 

vital in gathering data since it allows for thermal images and vision images to be captured 

simultaneously. Data was acquired during laser deposition of metal based on the AM layer-by-layer 

approach onto a 6.3 mm substrate of 1018 cold-rolled steel with a laser spot diameter of 3 mm. Three 

layers of a thin-walled cylinder were produced using 106 µm type 431 stainless steel powder with a 

flow rate of 3.25 g/min. Stainless Steel 431 (UNS S43100) is a martensitic stainless steel with 
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composition shown in Table 4-3. Since the camera is mounted to the laser head, the relative position of 

the camera and the HAZ remains consistent during all layers of deposition.  

Table 4-3 Composition of type 431 stainless steel 

Element Fe Cr Ni C 

Weight % Balance 17 2 0.18 

    Each layer had a diameter of 24 mm, and the process parameters were a laser power of 1 kW and a 

scanning speed of 1.5 mm/s. Figure 4-9 shows the final cylinder which was produced to generate the 

data for this section. A cylindrical part was developed to ensure greater variation in the captured images 

than with a linear clad. 

 
Figure 4-9 Appearance of AM track used to generate temperature prediction 

While the above cylinder was manufactured the MOC sensor was used to capture frames with the 

vision camera set to an exposure time of 3500 µs. It is critical to note the exposure time during these 

experiments since this property is directly related to the amount of light captured by the camera sensor, 

which affects the measured intensity. This principle is based on Planck’s law, Eq. (4.4), which describes 

the relationship between a black body’s temperature and the magnitude of radiation that the black body 

is emitting [118], and is given by: 

 𝐵𝑣(𝑣, 𝑇) =
2ℎ𝑣3

𝑐2

1

exp (
ℎ𝑣

𝑘𝐵𝑇
) − 1

 (4.4) 

where, 𝐵𝑣 is the radiance of a body for a frequency of light, 𝑣, at absolute temperature, 𝑇, ℎ is the 

Planck constant, 𝑘𝐵 is the Boltzmann constant, and 𝑐 is the speed of light in the medium, which is 

assumed to be air in this research. Planck’s law shows when a body is at a given temperature, it will 

radiate a wide spectrum of light defined by Eq. (4.4), which is further demonstrated in  Figure 4-10a. 
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This can be compared to the responsivity of the camera sensor Figure 4-10b. Since the responsivity of 

the camera is not uniform across all wavelengths of light, an integral would need to be performed to 

derive a relationship between the pixel intensity and temperature. This would reduce the computational 

efficiency of the algorithm and therefore an 850 nm narrow bandpass filter is added to the optical path. 

Additionally, this reduces the variability of emissivity, which is also dependent on wavelength. 

Furthermore, since the infrared sensor has an 800 nm filter [106], the emissivity values of both cameras 

would be comparable, which is a similar principle used in two-color pyrometry. 

 
Figure 4-10 a) Visualization of Planck's law [118] b) Responsivity of A1312 CMOS sensor [107] 

The emissivity of the HAZ is rapidly changing due to oxidation, phase changes, rapid temperature 

changes, etc., which makes it impossible to know the exact temperature of this region [115, 116]. 

Therefore, for the purposes of this study, it was assumed that the captured infrared images are accurate 

enough to approximate a temperature distribution based on its calibration. Moreover, when measuring 

the relative thermal dynamics, such as cooling rate, the exact temperature of the region has less of an 

impact on the calculation since the temperature difference is more critical [44]. Hence, the infrared 

camera captured images with the emissivity and transmissivity values of one to ensure that these 

properties did not affect the temperature measurements to derive a relationship between visible light 

intensity and approximate temperature that is independent of these properties. With these radiation 

parameters the infrared camera has a calibrated temperature measurement range of 625 to 1900 °C, 

which is the temperature range considered for this section. During this experiment, a total of 2264 

frames were captured by each camera sensor, Figure 4-11 shows images from one timestep. 
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Figure 4-11 Sample images captured for temperature prediction from a) visible light  

camera and b) infrared camera 

As demonstrated in Figure 4-11 each timestep has an image captured with the visible light camera 

and a corresponding temperature distribution captured with the infrared camera. Hence, this data can 

be used to determine the relationship between the intensity of visible light and the temperature of that 

region of the HAZ. The image captured in Figure 4-11a is saturated, this is due to the intensity of light 

emitted from the HAZ and the camera settings, most notably the exposure time of 3500 µs. Since this 

camera features an HDR sensor, different camera settings would compensate for the saturation, but a 

constant exposure time was used in this study for the simplicity of the temperature prediction model. 

4.2.2 Temperature Prediction Algorithm 

Since the position of each camera is fixed and known based on the design of the housing described in 

Chapter 3 a function was derived to map the two images onto one another. Mapping the visible light 

image to the reference frame of the IR camera allows the images to be directly compared. This is 

demonstrated in Figure 4-12 which shows the transformation performed on the visible light image. 

 
Figure 4-12 Image transformation mapping the visible light image to the reference  

frame of the infrared image 
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The image transformation shown in Figure 4-12 allows the visible light image to be directly 

compared to the temperature distribution measured by the infrared camera. An affine transformation 

was used in this case since it includes operations like scaling, rotation, translation, and shearing, 

preserving collinearity and parallelism in the transformed image. Interpolation was utilized to 

determine the intensity values of the newly mapped pixels. It is also noteworthy that the resolution of 

the image has changed to ensure the size of both images is identical. By overlaying both images a 3-

dimensional matrix was formed, with the x and y dimensions of the matrix representing the size of the 

images. The z-axis had 2 elements which represent the intensity measured by the vision camera and the 

temperature distribution. Effectively, this matrix shows that for each pixel of the transformed vision 

image there is an intensity and corresponding temperature. Figure 4-13 shows the relationship between 

the intensity and temperature for the frame shown in Figure 4-11, where each data point of the scatter 

plot represents one pixel. Graphically demonstrating this relationship shows that a function was used 

to find the regression approximation of temperature based on the intensity measurements. Therefore, at 

each timestep this relationship was plotted, and a function was fit to approximate the temperature. This 

process was repeated for all 2264 timesteps and the average coefficients were calculated to create the 

piecewise regression model which is plotted below in red. While creating the regression models, a 

RANSAC model was used to reduce the influence of outliers. 

  
Figure 4-13 Relationship between visible light intensity and temperature 

 It is clear from the regression function in Figure 4-13 that there are 3 distinct regions used to 

approximate the temperature. These regions are determined by the performance of the visible light 
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camera sensor and Planck’s law. To understand how Planck’s law influences the intensity of light based 

on temperature, the radiance was plotted against temperature as in Figure 4-14 by using Eq. (4.4) with 

a wavelength of 850 nm, the bandpass filter used on the visible light camera, as explained in Section 

3.4. 

 
Figure 4-14 Temperature vs. Radiance, λ=850nm 

The performance of the visible light sensor, produced by Photonfocus, is based on a proprietary 

function, known as LinLog, which increases the dynamic range of their camera sensors [107]. The 

LinLog technology from Photonfocus allows a logarithmic compression of high light intensities inside 

the pixel. At low intensities each pixel shows a linear response, while at high intensities the response 

changes to logarithmic compression. A diagram of the performance of this algorithm is provided in 

Figure 4-15. 

 
Figure 4-15 LinLog response curve to increase the dynamic range of CMOS camera sensor 



 

 63 

Understanding the graphs in Figure 4-14 and Figure 4-15 explains the functions used to approximate 

the temperature based on camera intensity. Planck’s law shows that intensity increases exponentially 

with temperature for the range that is studied in this research. At higher intensity values the response 

curve of the camera sensor is logarithmically related to the intensity of light. Hence, at higher intensities 

the function to map intensity to temperature is linear since the logarithm function and exponential 

function are inverses. However, for lower intensity regions, the camera sensor has a linear response, 

resulting in a logarithmic function being used to approximate temperatures, as it is the inverse of the 

exponential relationship shown in Figure 4-14. Finally, at intensities close to zero a constant 

temperature is assumed. This is related to the black level of the camera, which is the average image 

value at no light intensity.  

Transforming the visible light images to the IR reference frame and then applying the piecewise 

function plotted in Figure 4-13 results in two temperature profiles with the same FOV. One profile from 

the IR camera, and the other from manipulating the visible light image. These images were directly 

compared and the MAPE was computed for all 2294 frames, resulting in a MAPE of 6.27% over the 

entire dataset. 

4.2.3 Utilizing Pyrometer Measurements to Calibrate Temperature Distribution 

To derive the previously obtained function, it was assumed that light emitted from the HAZ is captured 

by both camera sensors with perfect efficiency. Where the temperature measurements were captured 

from the Optris PI08M camera at 800 nm and the visible light images were captured with the 

Photonfocus D1312 sensor at 850nm as described in Section 3.4. The plot in Figure 4-13 represents the 

ratio between these wavelengths as captured by their respective sensor. However, radiation properties, 

such as transmissivity and emissivity affect the temperature measurements and should be accounted 

for. Furthermore, this method is not sufficiently accurate to be considered a robust calibration method. 

This motivates the addition of a pyrometer to be used to provide calibrated temperature measurements 

of a small region of the melt pool which are then used to scale the previously observed temperature 

distribution. 

To account for the effect of the radiation parameters (emissivity and transmissivity) the experiment 

was repeated in which laser deposition of metal based on the AM layer-by-layer approach was applied 

onto a 6.3 mm substrate of 1018 cold-rolled steel with a laser spot diameter of 3 mm. Three layers of a 

thin-walled cylinder were produced using 106 µm type 431 stainless steel powder with a flow rate of 
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3.25 g/min. Each layer had a diameter of 24 mm, and the process parameters were a laser power of 1 

kW and a scanning speed of 1.5 mm/s. In this experiment, the IR camera captured images with an 

emissivity value of 0.2 since this resulted in a maximum temperature in the HAZ of 1474 °C which is 

approximately the melting point of 431 stainless steel [119].  

To account for the radiation parameters in the visible light temperature prediction, Planck’s law is 

implemented to determine the relationship between the predicted temperatures from the 850 nm camera 

sensor and the actual temperatures of the HAZ. When working with short wavelengths of light, the 

Wien approximation, Eq. (4.5), can be used to improve the computational efficiency of implementing 

Planck’s law. 

 𝐼(𝑣, 𝑇) =
2ℎ𝑣3

𝑐2
exp (−

ℎ𝑣

𝑘𝐵𝑇
)  (4.5) 

Where 𝐼 is the amount of energy emitted per unit surface area per unit time for a frequency of light, 

𝑣, at absolute temperature, 𝑇. Calculating the percent error between Planck’s law and the Wien 

approximation with a wavelength of 850 nm over the temperature range of 625 to 1900 °C results in an 

average percent error of 0.00733%. Since the accuracy of the infrared camera is reported to be 1% 

[106], the implementation of this approximation is found to be reasonable. Thus, to improve the 

computational time of the radiation efficiency approximation the Wien approximation is used for all 

future calculations. The Wien approximation can be further modified into Eq. (4.6) by accounting for 

the radiation efficiency: 

 𝐼(𝑣, 𝑇) = 𝜑(𝑣, 𝑇)
2ℎ𝑣3

𝑐2
exp (−

ℎ𝑣

𝑘𝐵𝑇
)  (4.6) 

where 𝜑, the radiation efficiency, is defined as the product of emissivity, 𝜖, and transmissivity, 𝜏, since 

these terms reduce the amount of light captured by the sensor: 

 𝜑(𝑣, 𝑇) = 𝜖(𝑣, 𝑇) × 𝜏(𝑣, 𝑇). (4.7) 

To account for the radiation efficiency, suppose that the true temperature of a region is known, then the 

approximate temperature calculated in Section 4.2.2 can be related to the true temperature with: 

 
2ℎ𝑣3

𝑐2
exp (−

ℎ𝑣

𝑘𝐵𝑇𝑎𝑝𝑝𝑟𝑜𝑥
) =  𝜑(𝑣, 𝑇)

2ℎ𝑣3

𝑐2
exp (−

ℎ𝑣

𝑘𝐵𝑇𝑟𝑒𝑎𝑙
) . (4.8) 

Where 𝑇𝑎𝑝𝑝𝑟𝑜𝑥 is the absolute temperature of some region based on the intensity measurements of the 

visible light camera and 𝑇𝑟𝑒𝑎𝑙 is the real temperature of that region. Only the radiation efficiency at 
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850nm, 𝜑850, must be considered because of the narrow bandpass filter in the optical path; hence, Eq. 

(4.8) becomes: 

 exp (−
ℎ𝑣850

𝑘𝐵𝑇𝑎𝑝𝑝𝑟𝑜𝑥
) =  𝜑850 exp (−

ℎ𝑣850

𝑘𝐵𝑇𝑟𝑒𝑎𝑙
). (4.9) 

Finally, isolating for the radiation efficiency yields the following: 

 𝜑850 = exp (
ℎ𝑣850

𝑘𝐵
) × exp (

1

𝑇𝑟𝑒𝑎𝑙
−

1

𝑇𝑎𝑝𝑝𝑟𝑜𝑥
). (4.10) 

Utilizing a small region of the infrared camera measurements and approximating that as the area of 

a pyrometer can be used to provide calibrated measurements, representing 𝑇𝑟𝑒𝑎𝑙. Since the 

transformation matrix between the two camera sensors is known, it is trivial to find the corresponding 

region of the vision camera image. Figure 4-16a shows a temperature profile found from the infrared 

camera sensor, captured with an emissivity of 0.1 and transmissivity of 1, and Figure 4-16b shows the 

vision image captured simultaneously.  

 
Figure 4-16 Simultaneously captured images to validate pyrometry calibration method a) 

temperature distribution from infrared camera with 𝝋 = 𝟎. 𝟏 b) vision camera image 

Implementing the algorithm derived in Section 4.2.2 results in the temperature distribution shown in 

Figure 4-17 from the image Figure 4-16b. Where the corresponding location of the pyrometer is shown 

in Figure 4-17. The location of the pyrometer was selected to be the center of the melt pool since the 

center is the only reliable location in the cylindrical tool path. However, in other tool paths it may be 

optimal to position the pyrometer in a different location. 
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Figure 4-17 Implementation of temperature prediction algorithm 

To determine the radiation efficiency, a region of the infrared image is selected to act as an 

approximated pyrometer, which is outlined in Figure 4-16a. Using the image transformation, the 

corresponding region can be found in the vision image coordinate system, which is outlined in Figure 

4-17. 𝑇𝑟𝑒𝑎𝑙 is assumed to be the average temperature of this region as calculated by the calibrated 

infrared image, which would perform similarly to a pyrometer. Therefore, 𝑇𝑎𝑝𝑝𝑟𝑜𝑥 is the average 

temperature of the corresponding region of the vision image after the temperature prediction algorithm 

is applied. With these values, Eq. (4.7) is then implemented to determine the radiation efficiency, a 

calculation that can be used at every timestep to monitor how the radiant properties are changing during 

the process, assuming the pyrometer measurements are accurate. For the specific timestep shown in 

Figure 4-16 these results are summarized in Table 4-4 

Table 4-4 Radiation property comparison between temperature measurement and prediction 

Variable Name Value 

𝑇𝑟𝑒𝑎𝑙 1573.3 °C 

𝑇𝑎𝑝𝑝𝑟𝑜𝑥 1226.5 °C 

𝜑850 0.11998 

Rearranging Eq. (4.9) allows for 𝑇𝑛𝑒𝑤 to be isolated, which is the temperature prediction from the 

vision camera image scaled based on the radiation efficiency 𝜑850: 

 
𝑇𝑛𝑒𝑤 =

1

𝑘𝐵
ℎ𝑣850

ln(𝜑850) +
1

𝑇𝑎𝑝𝑝𝑟𝑜𝑥

 
(4.11) 

Inputting Figure 4-17 into Eq. (4.11) yields the new temperature distribution below. 
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Figure 4-18 Temperature distribution scaled by calibrated pyrometry measurements 

Examining Figure 4-18, 𝑇𝑛𝑒𝑤 has an average temperature of 1573.9 °C over the area used to 

approximate the location of the pyrometer, which is outlined in the figure.  

To validate the temperature prediction algorithm, the predicted temperature distribution, as shown in 

Figure 4-18 is transformed to the reference frame of the IR camera. The difference between the images 

was then computed to determine the error in the prediction algorithm. A visual representation of the 

error between the measured and predicted temperatures for this frame can be seen in Figure 4-19. 

 
Figure 4-19 Error between measured and predicted temperature distribution 

Figure 4-19 corresponds to a MAPE of 6.47%, calculating the error against this entire data set reveals 

the performance of the temperature prediction algorithm, which is a MAPE of 6.71%. 

The phase changes of stainless steel, which influence the material properties, are dependent on the 

solidification of the clad. Hence, the most critical temperatures to monitor are below 1400 °C since this 

would correspond to solid region of the HAZ. At lower temperatures, the light radiated from the HAZ 

is insignificant compared to the light reflected from higher temperature regions. This is due to the 
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performance of the camera sensor; therefore, measured temperatures below 800 °C are likely caused 

by reflected light and not radiation. The portion of the HAZ that is within the range 800 to 1400 °C is 

highlighted in green below in Figure 4-20. 

 
Figure 4-20 HAZ with the 800 to 1400 °C temperature region highlighted 

    Analyzing this temperature range results in a MAPE of 1.01% at this current timestep and a MAPE 

of for the entire dataset. A summary comparing the performance of temperature prediction for the entire 

image and the temperature range from 800 to 1400 °C is displayed in Table 4-5. 

Table 4-5 MAPE of temperature prediction for type 431 stainless steel 

 Entire Image 800 to 1400 °C 

Current Timestep 6.47 1.01 

Entire Dataset 6.71 1.05 

    The difference in performance of the different temperature ranges demonstrates that the temperature 

prediction algorithm is less capable of calculating the extreme temperatures of the HAZ but is accurate 

at the intermediate temperature values. At higher temperatures, a higher deviation may be caused by 

the rapid changes in emissivity and the amount of oxidation present as the material solidifies. While 

the deviation at lower temperatures may be caused by the limitations of the camera sensor, such as the 

lens flare that is visible in the IR sensor, as shown in Figure 4-16a. Lens flare occurs when light enters 

the lens at an angle that is outside the desired path, resulting in reflections, internal scattering and 

unwanted artifacts. In this case, these reflections are caused by the brightness of the melt pool, in 

contrast to the dark surrounding area. 
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4.2.4 Estimating Temperature Distribution of Different Materials 

To verify that the temperature prediction algorithm is capable of measuring temperatures of different 

materials, LDED experiments were conducted with Inconel 625 powder. Inconel Alloy 625 (UNS 

N06625) is a nickel-based superalloy that possesses high strength properties and resistance to elevated 

temperatures, with composition shown in Table 4-6. Since 431 stainless steel is an iron-based alloy and 

Inconel 625 is a nickel-based alloy, demonstrating that the temperature prediction is accurate for these 

different materials shows that the algorithm is invariant to material properties. 

Table 4-6 Composition of Inconel 625 

Element Weight % 

Ni 58.0 min. 

Cr 20.0 - 23.0 

Fe 5.0 max. 

Mo 8.0 - 10.0 

Nb (+ Ta) 3.15 - 4.15 

C 0.10 max. 

Mn 0.50 max. 

Si 0.50 max. 

P 0.015 max. 

S 0.015 max. 

Al 0.40 max. 

Ti 0.40 max. 

Co 1.0 max. 

    During these experiments, data was acquired during laser deposition of metal based on the AM layer-

by-layer approach onto a 6.3 mm substrate of 1018 cold-rolled steel with a laser spot diameter of 3 mm. 

Three layers of a thin-walled cylinder were produced using 60 µm Inconel 625 powder with a flow rate 

of 3.5 g/min. Each layer had a diameter of 24 mm, and the process parameters were a laser power of 1 

kW and a scanning speed of 1.5 mm/s. A cylindrical part was developed to ensure greater variation in 

the captured images than with a linear clad and is consistent with the experiments conducted with type 

431 stainless steel powder. Inconel 625 was selected as a different material to test since it is a nickel-

based alloy and therefore has different material properties than the previously tested 431 stainless steel 

powder, while still having a melting point of approximately 1300 °C, which is within the measurement 

range of the MOC sensor. During this experiment the emissivity of the IR camera was set to 0.15 to 

adjust the temperatures to the desired range. 
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Figure 4-21 Visible light image captured during LDED with Inconel 625 and transformed to 

predict temperature 

    Comparing the temperature distribution captured with the IR camera and the predicted temperatures 

from the visible light with Inconel 625 powder results in a MAPE of 2.91% over the entire image and 

0.90% for temperatures from 800 to 1300 °C. Where 1300 °C was selected as the upper limit of this 

range since it is approximately the melting point of Inconel 625.  

4.2.5 Estimating Temperature Distribution with a Coaxial Field of View 

To demonstrate the capabilities of temperature prediction with a different optical setup, LDED 

experiments were conducted with Inconel 625 powder. During these experiments, data was acquired 

during laser deposition of metal based on the AM layer-by-layer approach onto a 6.3 mm substrate of 

1018 cold-rolled steel with a laser spot diameter of 3 mm. Three layers of a thin-walled cylinder were 

produced using 60 µm Inconel 625 powder with a flow rate of 3.5 g/min. Each layer had a diameter of 

24 mm, and the process parameters were a laser power of 1 kW and a scanning speed of 1.5 mm/s. 

Figure 4-22 shows the MOC sensor attached to the LMP apparatus in the ALFa laboratory positioned 

with a coaxial FOV. With this setup the lens was changed to a 125mm focal length achromatic lens to 

compensate for the different optical path. Again, in this experiment a cylindrical laser path was chosen 

to be consistent with the previous runs. The emissivity value of the IR camera was set to 0.15, just as 

in the previous experiment and the transmissivity was set to 0.5 to account for the laser mirror, with 

transmission properties shown previously in Figure 3-10.  
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Figure 4-22 MOC sensor positioned in the ALFa laboratory with a coaxial field of view 

 
Figure 4-23 Visible light image captured coaxially during LDED with Inconel 625 and 

transformed to predict temperature 

    Figure 4-23 shows the original visible light image and the temperature distribution found after 

applying the transformation for one frame of the coaxial Inconel 625 data. Comparing the temperature 

distribution captured with the IR camera and the predicted temperatures from the visible light with 

Inconel 625 powder results in a MAPE of 3.13% over the entire image and 0.75% for temperatures 

from 800 to 1300 °C.  
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4.3 Summary 

This chapter discussed two algorithms used to estimate the temperature of the HAZ during thermal 

processes in real time with an uncalibrated CMOS camera and a pyrometer. The first algorithm utilizes 

a discrete difference model of the HAZ derived from the generalized heat conduction equation. The 

model approximates the HAZ as a nodal network where conduction between each node is calculated 

based on assumed material properties. Data from the CMOS images and process parameters (the laser 

power and scanning speed) were used as inputs to a gradient boosted trees ML algorithm to estimate 

the temperature of the outer most nodes of the HAZ. While the pyrometer measurement at the center 

of the melt pool was another boundary condition used to solve for the intermediate temperatures of the 

HAZ. This model was able to estimate temperatures with a MAPE of 11.3%. However, many 

approximations were made to create the model used in this calculation and since the material properties 

and input energy are used in the calculations, this model cannot be used liberally in thermal processes. 

    To improve the temperature predictions, an HDR CMOS camera was used to capture the intensity of 

a larger area of the HAZ without oversaturating the sensor. With the higher dynamic range, a dataset 

was developed during LAM that featured images captured with a CMOS camera and IR camera. This 

allowed a regression model to fit the intensity values captured by the CMOS camera to the 

corresponding temperature measurements. Moreover, using the temperature of the center of the melt 

pool captured by the IR camera simulated the performance of a pyrometer fixed to that location. 

Integrating these real-time pyrometer measurements to the temperature distribution found by the 

regression model allowed for the temperatures distribution to be adjusted based on the calibrated 

measurements from the pyrometer. Therefore, this created a model that estimated temperature that is 

invariant to material properties and input energy. Furthermore, this model was validated with both 431 

stainless steel and Inconel 625 to prove its effectiveness at predicting the temperature distribution of 

materials with different thermal characteristics and with lateral and coaxial FOVs to demonstrate the 

effectiveness with different optics. Ultimately the temperature predictions resulted in a MAPE of less 

than 7% when compared to temperatures measured with an IR camera. Moreover, the error of 

temperature measurements in the critical transformation ranges was shown to be < 2%, which is more 

accurate than the models described in Section 2.3.2, which reported approximately 3% error.  
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Chapter 5 

Imaging Based Geometry Measurements 

Geometry is an important feature in thermal processes, which directly impacts the quality, functionality, 

and performance of the final part. Deviations in geometry can lead to dimensional inaccuracies, 

structural weakness, thermal warpage, and other defects that may affect the integrity of the component. 

Moreover, monitoring the geometry provides valuable feedback for process optimization by identifying 

areas of improvement and determining if process parameters should be adjusted. Therefore, monitoring 

and controlling the geometry throughout the process is essential in ensuring the final product meets the 

required specifications. The geometry monitoring methodologies described in this chapter serve as the 

foundation upon which geometry control and quality assurance tools can be implemented. 

5.1 Single-Track Deposition Geometry 

In thermal processes, the geometry of the deposited material (clad) is directly related to the quality of 

the final part. Unlike subtractive manufacturing techniques, the geometry is susceptible to process 

variation and cannot be directly controlled. Consequently, these products must be verified after 

manufacturing to determine if the geometry is within specifications. To enhance quality assurance in 

LDED, there is a need for an in-situ monitoring system capable of real-time measurement of clad 

geometry. Therefore, this methodology describes how the MOC system was used to measure the 

geometry of the clad in real-time during LDED. 

5.1.1 Geometry Prediction Algorithm 

In manufacturing a single clad, the geometry is defined by the height and width of the single track. A 

lateral orientation of the MOC sensor allows for the height and width of the deposited material to be 

measured, however these features cannot be observed directly, as shown in Figure 5-1. Only the 

measurement d shown in the image can be directly observed, therefore, the exact geometry of the clad 

must be calculated based on this observed measurement and assumptions regarding the shape of the 

deposition. Figure 5-1 also demonstrates the position of the camera relative to the deposition, where 

the displacement between the laser spot and the camera remains constant and the direction of deposition 

must be perpendicular to the page.  
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Figure 5-1 Schematic of the camera field of view, in this figure the scanning direction is 

perpendicular to the page and the camera has a side view of the melt pool. 

The assumptions necessary to determine the geometry of the clad are: 

1. The center location of the laser is always known, since the camera is fixed to the laser head the 

location of the center of the laser is fixed in the camera’s FOV. The MOC sensor should be 

mounted at a fixed location relative to the thermal processing machine and calibrated to ensure 

the center of the heat source is known within the FOV. 

2. The clad is symmetric about the laser axis and since the location of the center of the laser is 

known, and the bottom of the clad is found via image thresholding, w/2 can be determined from 

the location of the camera. Assuming ideal powder flow and a symmetric laser power 

distribution, then the clad should form symmetrically as well since this algorithm is for single-

track depositions. 

The slope of the tangent of the upper edge of the clad is parallel to the angle of the center axis of 

the camera’s FOV. Visually, this is represented in Figure 5-1 

3. Figure 5-1 as  + α ≈ , which is valid because the camera is positioned approximately 250mm 

from the melt pool and the melt pool is approximately 2mm wide, the angle α ≈ 0.3 

4. Two measurements are observable, the distance d and w/2, which are further discussed below. 

5. The general shape of the clad is a circular arc, which was shown experimentally in [120]. While 

in the liquid phase, the surface tension of the melt pool conforms to this shape to reduce the 

surface area. If there is sufficient power to melt the powder, then the cross-section of the 

deposition should approach a circular arc. 
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6. The direction of deposition is always perpendicular to the center axis of the camera’s FOV. 

This is also shown in Figure 5-1, where the direction of travel is perpendicular to the page. 

    The critical measurements of d and w/2 are extracted from both the vision camera and IR camera, 

since each sensor has a different spectral response, different features can be observed. Moreover, 

utilizing both measurements would reduce the influence of outliers and errors observed by one sensor. 

Figure 5-2 shows an image from the same time frame of LDED captured by each camera, the IR camera 

captures a larger dynamic range, while the vision camera has a higher resolution. The melt pool below 

has an area of approximately 18842 pixels in the vision image and 5102 pixels in the IR image. 

 
Figure 5-2 Typical images captured during LDED, with labels corresponding to the 

measurements needed to calculate the geometry of the clad 

    In Figure 5-3 below, the order of image processing steps is shown to demonstrate how the 

measurement for distance 𝑑 is extracted from the vision camera image.  

 
Figure 5-3 Image processing order of operations. (a) raw image, (b) box filter, 

(c) image thresholding, (d) remove artifacts, and (e) measure the distance d 
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    Figure 5-3 depicts images captured by the vision camera; however, the same order of operations is 

conducted on the IR images as well and the results are averaged to improve performance. The first step 

of image processing is shown in Figure 5-3b, which depicts a box filter applied to reduce the noise. 

Applying a box filter reduces the noise captured by the camera sensors and reduces the impact of 

outliers of pixel intensity. Figure 5-3c demonstrates the effect of thresholding the image, where a 

technique devised by Ranefall thresholds objects based on their size [121].  The final image processing 

step is shown in Figure 5-3d, where any undesired artifacts, which may be caused by spatter or internal 

reflections, are removed from the image since the largest object is assumed to be the true melt pool. 

Finally, applying these processes allows for the top and bottom edges of the melt pool to be observed 

as shown in Figure 5-3e. Where the distance between these lines is 𝑑 and was converted from pixels 

into millimeters based on the camera’s working distance and optics. 

    The cross-section of the deposition is shown in Figure 5-4, where the clad is outlined in blue and is 

approximated by a circular cross section as in [120] and the green line corresponds to the distance d. 

The laser, which is highlighted in red is assumed to be at the middle of the deposition, because of the 

symmetric assumption and the x-axis of the diagram corresponds to the surface of the substrate. P1 is 

the location where the slope of the clad is equal to the angle of the MOC system and P2 corresponds to 

where the edge of the clad meets the substrate. Therefore, with the assumed shape of the deposition, 

the distance d found from the process outlined in Figure 5-3, and the angle of the MOC sensor, , 

known, the points P1 and P2 can be found to determine the approximate cross-section of the clad. 

 
Figure 5-4 Assumed cross-section of the deposition 

P1 
P2 

d 

b 

(𝑦 +  𝑏)2  +  𝑥2  =  𝑟2 

w/2 
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    Since the location of the laser center is known, the width of the clad can be measured directly based 

on the angle of the camera, 𝜃, and the distance, 𝑑𝑤, shown in the schematic diagram Figure 5-5. 

Additionally, Figure 5-6 shows a sample of how the distance, 𝑑𝑤, is measured from a captured frame. 

Moreover, the working distance of the camera and the optics allow this measurement to be converted 

from pixels into millimeters, which is more appropriate for real time melt pool measurements. 

 
Figure 5-5 Schematic diagram showing width of the melt pool relative to the center position of 

the laser 

 
Figure 5-6 Width of the melt pool relative to the center position of the laser 



 

 78 

    Therefore, the relationship between this measured distance (𝑑𝑤), the camera angle, and the width of 

the melt pool is: 

𝑤

2
=

𝑑𝑤

𝑠𝑖𝑛𝜃
 (5.1) 

This relationship is also related to the location of P2, shown in Figure 5-4, which is given as: 

𝑃2 (
𝑤

2
, 0) (5.2) 

    To determine the other variables, the equation shown in Figure 5-4 was rearranged into a function, 

such that all x values in its domain correspond to one y value: 

𝑦 = +√𝑟2 − 𝑥2 − 𝑏 (5.3) 

where x is the independent variable, y is the dependent variable, r is the radius of the circle, and b is 

the y-coordinate of the center of the circle. The coordinates of P2, shown in Eq. (5.2), and the general 

equation of a circle can be used to form the following relationship between b and r: 

𝑏 = √𝑟2 − (
𝑤

2
)

2

 (5.4) 

    P1 was analyzed to determine another, independent, equation that also relates the values of b and r. 

Thus, with two independent equations these values were computed. The tangent line of point P1 must 

be equal to angle of the camera, since P1 is the highest observable point of the melt pool, as shown in 

Figure 5-1. Hence, to determine the coordinates of this point, the derivative of Eq. (5.4) must be found, 

which is given by: 

𝑑𝑦

𝑑𝑥
= −

𝑥

√𝑟2 − 𝑥2
 (5.5) 

    Eq. (5.5) is related to the angle of the camera, with the following relationship:  

−
𝑥

√𝑟2 − 𝑥2
= 𝑡𝑎𝑛𝜃 (5.6) 

    Rearranging to find the x-coordinate of P1 results in the following equation: 
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𝑥 = √
𝑟2

1 + tan2 𝜃
 (5.7) 

    Substituting the x-coordinate in Eq. (5.7) into the general equation of the circle, Eq. (5.3), yields the 

y-coordinate of P1. Therefore, the coordinates of point P1, shown in Figure 5-4 are given by: 

P1 (√
𝑟2

1+tan2 𝜃
, √

𝑟2 tan2 𝜃

1+tan2 𝜃
− 𝑏) (5.8) 

    With the locations of P1 and P2 known, Pythagorean theorem was implemented to relate these 

parameters to the distance d, which was directly measured from the camera. 

√[(
𝑤

2
+ √

𝑟2

1 + tan2 𝜃
)

2

+ (√
𝑟2 tan2 𝜃

1 + tan2 𝜃
− 𝑏)

2

] = 𝑑 (5.9) 

    Finally, with the equation of the cross-section of the clad found with the above relationships, the 

height of the clad can be calculated with the following equation: 

ℎ = 𝑟 − 𝑏 (5.10) 

    These equations can be used at any timestep to calculate the corresponding height and width of the 

clad by assuming the general shape of the cross-section to be a circle and using measurements directly 

captured with the camera. However, with this methodology, there are boundary conditions shown in 

Figure 5-7 that must be considered as well, to demonstrate the limitations of this geometry prediction. 
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Figure 5-7 Clad cross-section boundary conditions (a) maximum height, (b) intermediate 

height, (c) minimum height, and (d) height too small to measure 

Assuming a constant width, Figure 5-7 demonstrates four cases that must be considered when 

implementing this prediction. The orange circle represents the circular cross-section of the clad, the 

gray rectangle is the substrate, and the blue point is the point where the slope is parallel to the camera 

angle (P2 from Figure 5-4). The maximum height observable corresponds to when the center of the 

circular cross-section coincides with the surface of the substrate as shown in Figure 5-7a, in this case, 

ℎ = 𝑟 =
𝑤

2
. (5.11) 

Figure 5-7c represents the minimum measurable height; this occurs when the point on the circular arc 

that is tangent to the camera is coincident to the surface of the substrate. The intermediate case Figure 

5-7b is between these boundary conditions and is when the height can be computed directly. The height 

in the last case, Figure 5-7d, is not observable because the point where the tangent slope of the circular 

cross-section that is parallel to the center axis of the camera’s FOV is below the surface of the substrate, 

in this case the height of the substrate is assumed to be the same as in (c), the lowest measurable height. 
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5.1.2 Evaluation of Single-Track Geometry Prediction 

Nine experiments were conducted with various combinations of laser power and scanning speed to 

ensure that the geometry measurements remain accurate for all reasonable clad geometries during 

LDED. The experiments were conducted on a substrate of 6.3 mm 1018 cold-rolled steel with a laser 

spot diameter of 3 mm using 150 µm 316L stainless steel powder at a feed rate of 3g/min. Alloy 316L 

(UNS S31603) is a chromium-nickel molybdenum austenitic stainless steel with composition shown in 

Table 5-1. 

Table 5-1 Composition of 316L stainless steel 

Element Fe C Si Mn P S Cr Ni N Mo 

Weight 

% 
Balance 0.03 1.0 2.0 0.045 0.016 

16.5 -

18.5 

10.0 -

13.0 
0.1 

2.0 -

2.5 

    The process parameters for this set of experiments are outlined in Table 5-2 below. 

Table 5-2 Details of experiments used to validate geometry measurements 

Experiment Number Laser Power (W) Scanning Speed (mm/min) 

1 950 (const.) 110 (const.) 

2 850 – 1050 (ramp) 110 (const.) 

3 850 – 950 – 1050 (step) 110 (const.) 

4 950 (const.) 140 – 80 (ramp) 

5 950 (const.) 140 – 110 – 80 (step) 

6 850 – 1050 (ramp) 110 (const.) 

7 850 – 950 – 1050 (step) 110 (const.) 

8 950 (const.) 140 – 80 (ramp) 

9 950 (const.) 140 – 110 – 80 (step) 

    Figure 5-8 demonstrates the performance of the geometry predictions, which are calculate using the 

methodology shown in Section 5.1.1, against the geometry measurements obtained through macro 

imaging of the deposition after manufacturing for experiment 1 in Table 5-2. Note the significant 

deviation in clad height despite the constant process parameters. The variation in geometry is also 

visible in the photograph taken of the clad after the process shown in Figure 5-9. 
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Figure 5-8 Demonstration of measured and calculated geometry for experiment 1 

 
Figure 5-9 Photograph of the clad from experiment 1 

    Figure 5-10 show real-time data regarding the speed step experiment 5 outlined in Table 5-2 and 

Figure 5-11 shows a corresponding image of the clad. Note that the changes in height are visible in 

Figure 5-11 and the length of each section is not equal due to the changing speed, as the time for each 

section was kept constant. 

 
Figure 5-10 Predicted and measured geometry against process parameters for experiment 5 
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Figure 5-11 Photograph of the clad from experiment 5 

    Plotting the percent error of the predicted geometry is shown in Figure 5-12. The error of the height 

and width were shown to follow a normal distribution with a mean of 0.67% and standard deviation of 

4.26% for the width calculation and mean of 3.06% and standard deviation of 8.49% for the height 

calculation. The MAPE for the features are 3.48% for the width and 6.58% for the height, respectively. 

Moreover, since there is more variation in the height calculation the R-squared value for the height was 

calculated to be 0.944, which indicates that the calculated height is strongly correlated to the measured 

height and is visualized in Figure 5-12c. 

 

Figure 5-12 Error distribution of calculated geometry a) width error b) height error c) 

visualization of height estimation r-squared 

5.2 Geometry Prediction of Thin-Walled Components Using Machine Learning 

The previous geometry prediction is dependent on the shape of the clad and is limited to single-track 

experiments, which is relevant in welding and some laser cladding applications. However, AM requires 

multiple layers to be considered to have accurate geometry measurements during the entire process. In 

thin-walled components, where multiple layers are built directly on previous layers, the shape of the 

clad for each layer is different since it is influenced by the geometry of the previous layers. The 

difference in appearance of the clad captured with the visible-light sensor based on the layer is 

highlighted in Figure 5-13. 

a) c) b) 
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Figure 5-13 Visible light image captured in a) first layer, b) second layer, and c) third layer 

    This makes the previous approach difficult since assuming the shape of the clad breaks down for 

each layer. Therefore, an ML approach was used to compensate for the different appearance of each 

layer in thin-walled components. A convolutional neural network (CNN) was created to predict the 

height and width of the clad during thin-walled LDED in real-time using images captured by a vision 

camera and infrared camera. Training a CNN to solve this challenge removed the need to determine a 

direct relationship between the captured images and clad geometry which may differ based on the 

LDED system and materials used. Furthermore, a CNN is an appropriate choice for this application due 

to their efficiency at processing images and CNNs have already been used in literature to monitor 

various features in thermal processes. 

5.2.1 Thin-Walled Geometry Prediction Algorithm 

To predict the geometry (height and width) the CNN uses both the visible light and IR images captured 

with the MOC sensor and process parameters as inputs. Figure 5-14a shows a typical image of the clad 

captured with the visible-light sensor. Since the clad is only visible in a section of the image it is 

reasonable to crop the images to remove the background information, which has no indication of the 

geometry of the clad. Removing this background information also reduces the size of the dataset, which 

improves computational efficiency without sacrificing performance. 

    To reduce the size of the images the procedure shown in Figure 5-14 was followed. First, the image 

was thresholded to determine the approximate location of the center of the clad, which is shown in red 

in  Figure 5-14b. After thresholding, the largest object in the frame (which should be the clad) is isolated 

to remove artifacts caused by spatter and other hazards. Based on this location, the image could be 

cropped to a reduced size of 254 × 254 pixels. Finally, to further reduce the size, the images were 

scaled to 128 × 128 pixels by averaging intensity values. 
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Figure 5-14 Series of pre-processing steps conducted on the vision images 

    The same procedure outlined in Figure 5-14 was used to reduce the size of the infrared images, except 

for scaling the images, since IR images were captured at a lower resolution. Therefore, once the location 

of the clad was approximated, the images were cropped directly into 128 × 128 as shown in Figure 

5-15. Both images were also normalized to ensure that the intensity values of the pixels were at the 

same scale as the process parameters to improve the performance of the ML algorithm. 

 
Figure 5-15 Series of pre-processing steps conducted on the IR images 

    The developed CNN was designed to predict the clad height and width from the 128 × 128 visible-

light and IR images and process inputs of a laser cladding process. The process inputs used to augment 

the prediction are the laser power, scanning speed, and layer number, since these parameters all 

influence the geometry of the deposited material. The CNN was trained to minimize the mean squared 

error (MSE) between the predicted and actual clad geometry. The architecture of the CNN is shown in 

Figure 5-16. 

     This CNN architecture is made of two deep network branches, in which the IR images are the input 

for the first branch and the visible-light images are the input of the second branch. Each branch consists 

of four blocks of two conv layers with batch normalization and relu activation, and a maxpooling layer. 

After these four blocks, the branch output is flattened into a 1-dimensional array. After that, both 

branches are combined with the process laser power, process scanning speed, and the layer number. 

This combined layer is fed through two fully connected layers followed by a linear activation. The 

linear activation outputs the prediction of the clad height and width. 
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Figure 5-16: CNN architecture used to predict the clad with and clad height. 

    An important consideration when initializing the CNN is the loss function. The loss function 

calculates the prediction error, and this prediction error is used to update the weights of the CNN during 

training. Because the developed CNN is used for regression, the mean squared error (MSE) is used as 

a loss function. The MSE is the mean of the squared differences between the predicted and actual 

values, which is calculated by: 

𝑀𝑆𝐸 =
1

𝑝
∑(�̂�𝑖 − 𝑦𝑖)

2

𝑝

𝑖=1

 (5.12) 

where 𝑝 is the number of data samples, 𝑖 is the sample’s index, �̂� is a vector with the predicted clad 

height and width, and 𝑦 is a vector with the actual clad height and width. To evaluate the performance 

of the developed CNN quantitatively, the mean absolute percentage error (MAPE) is calculated. MAPE 

is a measure of average error between the LDED process measurements and CNN predictions. 

Additionally, the MAPE is easy to understand because the error is calculated in terms of percentages. 

The MAPE is calculated by: 
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𝑀𝐴𝑃𝐸 =
1

𝑝
∑ |

�̂�𝑖 − 𝑦𝑖

�̂�𝑖
|

𝑝

𝑖=1

 (5.13) 

where again, 𝑝 is the number of data samples, 𝑖 is the sample’s index, �̂� is a vector with the predicted 

clad height and width, and 𝑦 is a vector with the actual clad height and width. 

5.2.2 Thin-Walled Geometry Prediction Performance 

To create a CNN a dataset must be created which includes the desired inputs to the algorithm and the 

correct outputs. For this research, the desired inputs of the system are IR images, visible-light images, 

scanning speed, laser power, and layer number. Using these inputs, the CNN was trained to estimate 

the clad height and width. To create the dataset, 6 experiments were conducted in total, which are 

outlined in Table 5-3. Each experiment features 5 layers of a single 80mm track with a 0.5mm increase 

in the z-direction between each layer. A fixture was used to secure the substrate to ensure the tracks are 

aligned directly above the previous layer. Figure 5-17 shows the clad formed in experiment 1 to 

demonstrate the print path of the experiments. 

 

 
Figure 5-17: Clad created from first layer of experiment 1 

    During these experiments, images were captured using both camera sensors, and the process 

parameters, laser power, and scanning speed, were recorded by the system. This data was then used to 

form the dataset. Once the completed dataset was created data from experiments 2 to 6 were shuffled 

and split into 60% - training, 20% - validation, and 20% - testing. These subsets of the data are used to 

train and test the CNN. 
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Table 5-3: Details of experiments used to create the dataset used for training, testing, and 

validating the CNN 

Experiment Number Laser Power (W) Scanning Speed (mm/s) 

1 950 1.67 

2 950 1.67 

3 950 2.0 

4 950 1.33 

5 850 1.67 

6 1050 1.67 

     Experiment 1 was used to demonstrate the performance of the CNN against a dataset that was not 

involved in training. Experiments 1 and 2 have the same process parameters to ensure that the data from 

experiment 1 was not seen by the CNN, but similar data was used in training.  

    To create the outputs for the dataset, the true geometry must be known, so the CNN is trained with 

the correct information. The height and width of the clad are measured after the process using macro-

imaging, which allows a zoomed-in image of the clad to be taken. These images were then segmented 

to differentiate the clad from the background and knowing the scale of the image the geometry can be 

extracted. A visualization of the segmentation is illustrated in Figure 5-18a where the clad is highlighted 

in yellow. In Figure 5-18b the segmentation of the second layer is shown, where since the height of the 

first layer was measured, the difference was calculated to determine the height that was added during 

this pass. 

 
Figure 5-18 Macro imaging and segmentation used to measure the real clad geometry. a) first 

layer of deposition, with clad highlighted in yellow and substrate in red. b) second layer of 

deposition with the height of the first layer highlighted in yellow to demonstrate the difference, 

which is the added material. 

    Hence, the true geometry was measured for each layer, and a fixture on the CNC ensured that the 

substrate had the same starting location for all subsequent layers. With the true geometry measured, the 
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framerate of the images being recorded in real-time was used to align the real-time captured data to the 

true geometry measurements.  

    After training the CNN for 200 epochs, the performance of the CNN was analyzed on the original 

dataset. The developed CNN resulted in an MSE of less than 0.0006 and MAPE of less than 2.05%. 

These values show that the CNN established a highly accurate correlation between the images with 

process inputs and the clad dimensions. To further analyze the overall accuracy of the CNN on the 

original dataset, the clad geometry predictions were compared to the actual clad width and clad height 

values. This comparison is shown in Figure 5-19 and shows that the CNN fits to the data well. With 

small deviations between the actual values, during multi-track LDED, and the CNN predictions. The 

CNN features an average computational time of approximately 0.037 seconds per timestep, allowing 

for the geometry to be predicted at a frequency of 27Hz. It should be noted that the actual and predicted 

measurements are both present on the below chart, but since the deviation is small, the difference is 

difficult to see. 

 
Figure 5-19: CNN predictions compared with the actual measurements when using the original 

dataset. Note that for the combined data set comprised of the training, validation, and test sets 

the predictions are sufficient such that the actual measurements are barely visible on this 

graph. 
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    To further quantify the performance of the CNN on the original dataset, the coefficient of 

determination (𝑅2) between the predicted and actual clad width and clad height is calculated. The 

coefficient of determination is a quantitative indicator of the CNN accuracy and is computed with: 

𝑅2 = 1 −
∑ (𝑦𝑖 − �̂�𝑖)

2𝑝
𝑖=1

∑ (𝑦𝑖 − �̅�)2𝑝
𝑖=1

 (5.14) 

where 𝑝 is the number of data samples, 𝑖 is the sample’s index, �̂� is a vector with the predicted clad 

height and width, 𝑦 is a vector with the actual clad height and width, �̅� represents the mean measured 

clad height and width. The calculated clad width 𝑅2 value is 0.981 and the calculated clad height 

𝑅2 value is 0.969, which shows there is a very good correlation between the predictions and the actual 

values of the clad geometry.  The 𝑅2 is visualized in Figure 5-20, which compared the data (blue dots) 

to the regression line (black). As shown in this figure, the CNN fits the data well. However, this figure 

shows that there are a few outliers, which could be caused by noise in the data or overfitting of the 

CNN.  

 
Figure 5-20: Coefficient of determination between the actual and predicted geometry, generated 

from the test set. 

    To demonstrate the approximate real-time performance, the data from experiment 1 was entered into 

the trained CNN to compare the actual measurements against the predictions. As mentioned previously, 

experiment 1 from Table 5-3 was not used in the training, validation, or test sets and therefore 

demonstrates the performance of the CNN against unseen data. When only considering experiment 1, 
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the MSE corresponded to approximately 0.016, while the MAPE was approximately 12.41%. This 

performance is quantified in Figure 5-21, where the calculated clad width 𝑅2 value is 0.205 and the 

calculated clad height 𝑅2 value is 0.486.  

 
Figure 5-21: Coefficient of determination between the actual and predicted geometry, generated 

from the unseen set. 

    In Figure 5-21, the coefficient of determination is lower because the width of the clad is strongly 

correlated to the laser spot diameter, which was not considered in this algorithm, while the height is 

strongly dependant on the laser scanning speed. To better quantify the data. the graph shown in Figure 

5-22 features the height predictions of all 5 layers added to show the accumulated error. This figure 

demonstrates that despite the relatively low coefficient of determination the CNN was able to predict 

the height of the clad in a dataset not included in training or validation. 
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Figure 5-22: Height prediction for each layer in experiment 1 to demonstrate the accumulated 

error. 

    The data summarized in  Figure 5-22 indicates that cumulative errors are not a significant concern 

when using this CNN. Demonstrating the cumulative height predictions of experiment 2, shows even 

less accumulation of error, as seen in Figure 5-23. However, it should be noted that approximately 60% 

of this data was included in the training set and 20% in the validation set, as mentioned previously. 

 
Figure 5-23: Height prediction for each layer in experiment 2 to demonstrate the accumulated 

error. 
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5.3 Multi-Track Geometry Prediction with Machine Learning 

A limitation of the previous height prediction algorithm is that it neglects the scenario in which clads 

are deposited adjacent to one another. Moreover, it was found that the width of the clad is most 

significantly controlled by the laser spot diameter, while the height has more variation. Therefore, an 

updated ML algorithm is discussed in this section with the potential to monitor the height in multi-layer 

LAM. Additionally, only stainless-steel alloys were used to develop and validate the previous geometry 

prediction algorithms. Therefore, experiments were conducted with Inconel 625 powder as the 

feedstock experiment to demonstrate that this methodology is suitable for a range of materials with 

different properties. 

5.3.1 Design of Experiments 

The MOC sensor described in Chapter 3 was utilized to capture data during LAM to create the dataset 

used to train, validate, and test the geometry prediction. Experiments were conducted using a substrate 

of 9.5 mm 1018 hot-rolled steel with a laser spot diameter of 3 mm. This set of experiments used to 

validate the geometry predictions featured two different feedstocks, 106 µm type 431 stainless steel 

powder with a flow rate of 3.25 g/min or 60 µm Inconel 625 powder with a flow rate of 3.5 g/min. The 

experiments were further divided into two tool paths, one in which 6 layers were used to create a thin-

walled component, and the other toolpath featured adjacent layers to create a cuboid (rectangular 

prism). Figure 5-24 shows schematically the different geometries used to create the necessary dataset 

for multi-track geometry measurements. 

 
Figure 5-24 Experiments conducted for multi-track geometry measurements with the tool path 

a) thin wall and b) cuboid 
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    The diagrams in Figure 5-24 show that both the thin-wall and cuboid parts featured 6 layers to ensure 

the dataset does not have a bias to one particular tool path. The layers are labelled in the diagrams 

according to their order of manufacture. Furthermore, the MOC sensor was positioned to always have 

the melt pool unobstructed in the FOV. Table 5-4 describes the scanning speed, feedstock material, and 

part geometry of all the experiments used to create this dataset.  

Table 5-4 Process parameters for multi-track geometry measurement dataset 

Experiment Number Scanning Speed Material Part Geometry 

1 1.0 mm/s 431 stainless-steel Thin wall 

2 2.0 mm/s 431 stainless-steel Thin wall 

3 3.0 mm/s 431 stainless-steel Thin wall 

4 1.0 mm/s 431 stainless-steel Cuboid 

5 2.0 mm/s 431 stainless-steel Cuboid 

6 3.0 mm/s 431 stainless-steel Cuboid 

7 1.0 mm/s Inconel 625 Thin wall 

8 2.0 mm/s Inconel 625 Thin wall 

9 3.0 mm/s Inconel 625 Thin wall 

10 1.0 mm/s Inconel 625 Cuboid 

11 2.0 mm/s Inconel 625 Cuboid 

12 3.0 mm/s Inconel 625 Cuboid 

While Table 5-4 describes the scanning speed of each experiment, the laser power was set to a 

constant 1 kW, since the scanning speed has a more significant influence on the height of the clad. Each 

experiment consisted of 6 deposition layers, as highlighted in Figure 5-24, with a length of 50 mm. The 

z-coordinate was adjusted between each track based on the height of the previous experiment, and the 

displacement in the x-coordinate for the cuboid tracks was 1.2 mm since this would correspond to 60% 

overlap for a 3mm laser spot, which is cited as the optimal overlap for adjacent clads in DED [122]. 

Therefore, images were captured over a total of 72 tracks to create this dataset. Pictures captured after 

the last deposition of experiments labelled 1, 4, 7, and 10 are featured in Figure 5-25. 
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Figure 5-25 Images captured after the final deposition of a) experiment 1 b) experiment 4 c) 

experiment 7 and d) experiment 10 

    The height of each deposition was measured using macro-imaging of the clad between each track 

with the same method described in Section 5.2.2. Additionally, a jig was used to guarantee the substrate 

was placed at the same reference position after the height was measured, ensuring all tracks were 

deposited at the correct locations. Finally, since the experiments featured different scanning speeds, 

more images were captured during the experiments with slower speeds. To prevent the ML algorithm 

from becoming biased towards the experiments that featured more data, the dataset was limited to 500 

frames of each track, therefore the total dataset featured 36000 frames, comprised of 500 frames of the 

72 tracks. 

5.3.2 Multi-Track Geometry Prediction Algorithm 

The CNN described in Section 5.2.1 was updated to create a new algorithm capable of measuring 

geometry in multi-track experiments that was invariant to process parameters and materials. A CNN 

was still used a suitable ML algorithm for this task because CNNs are efficient at processing images 

and their use in thermal processing as discussed in Chapter 2. Thus, the input parameters to the CNN 
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were modified to only utilize features that could be extracted from images. Moreover, since 

methodology was discussed in Chapter 4 to predict temperature measurements with the visible light 

camera, IR images were excluded from this algorithm.  

    Before implementing the CNN, the images captured from the CMOS camera are processed to extract 

key features related to the height of the clad. These features are referred to as the apparent height, 𝑑, 

which is a distance measurable directly from the camera, and the area of the melt pool. Additionally, 

the image is cropped to remove the unnecessary pixels surrounding the melt pool that are too dark to 

convey any useful information. The images are then scaled to a size of 64 × 64 pixels, having a constant 

size allows the CNN to process the images more efficiently since each iteration has the same sized 

image. The first step in image processing is to threshold the image, this allows for the area of the melt 

pool to be measured as shown in Figure 5-26. The distance of the MOC sensor from the melt pool and 

the focal point of its lens allows the area to be converted from squared pixels to squared millimeters.  

 
Figure 5-26 Thresholding the image to determine the melt pool area 

    Once the image was thresholded, the apparent height, 𝑑, can be measured in the same methodology 

described in Section 5.1.1. Figure 5-27 summarizes how this distance is measured from the thresholded 

image as well. Since the location of the laser spot is known, the apparent height is calculated based on 

the solidified region of the clad; which excludes some of the light at the center of the laser spot, as 

shown in Figure 5-27b. 
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Figure 5-27 a) Diagram illustrating the distance, d, also referred to as the apparent height. b) 

The apparent height, d, as extracted from the thresholded image. 

    The area of the melt pool was used to crop and scale the originally captured image, which was 

reduced to 64 × 64 pixels, as shown below in Figure 5-28.  Once the size of the image was reduced, the 

image was normalized so every pixel had an intensity from 0 – 1, this ensures that the intensity values 

are in the same scale as the other features, which prevents the CNN from being disproportionately 

weighing these features. Therefore, the features used to predict the height were the melt pool area, the 

apparent height, 𝑑, and the normalized image. Using these features, a CNN was created with the 

architecture shown in Figure 5-29. It is shown that the CNN predicted height measurements from the 

captured image and features extracted from the image as well, so predictions are not biased by process 

parameters. 

 
Figure 5-28 Image processing from the original image to a 64 × 64 pixel image of only the melt 

pool 
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Figure 5-29 CNN architecture used for real-time height prediction of multi-track thermal 

processes 

    The CNN for multi-track height prediction was trained using MSE, Eq. (5.12), as its loss function 

with the dataset described in Section 5.3.1 divided such that 50% of the data was used as the training 

set, 30% as the validation set, and the remaining 20% as the test set. A validation set is used to reduce 

the impact of overfitting the data to the training set. The CNN is trained with the training set, but the 

accuracy is measured against the validation set, which is data the model has not seen before. Therefore, 

the model’s accuracy as measured against the validation set is more similar to the expected performance 

of the model. The model was trained with a batch size of 256 for 100 epochs, where the MSE and mean 

absolute error (MAE) were calculated after each epoch. The MAE is calculated by: 

𝑀𝐴𝐸 =
1

𝑝
∑|�̂�𝑖 − 𝑦𝑖|

𝑝

𝑖=1

 (5.15) 

where 𝑝 is the number of data samples, 𝑖 is the sample’s index, �̂� is a vector with the predicted clad 

height and width, and 𝑦 is a vector with the actual clad height and width. Once training was completed, 

the coefficient of determination was calculated with Eq. (5.14) to determine the performance of the 

CNN against the test set. Against the test set, the coefficient of determination was found to be 0.983 as 

shown in Figure 5-30. 
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Figure 5-30 Coefficient of determination between the actual and predicted height of the test set 

5.4 Summary 

Initially, the geometry (height and width) of the clad was monitored during LAM in real-time using a 

model-based approach. In this approach the cross-section of the clad was assumed to be a circular arc, 

which is formed from the surface tension of the melt pool. This approximation, and observable features 

captured with real-time imaging allowed for the height and width of the clad to be calculated at every 

time step. Furthermore, this algorithm was found to be sufficient in measuring the height and width in 

real-time with a MAPE of 6.58% and 3.48%. However, the approximate shape of the clad assumes a 

flat substrate; therefore, this algorithm is limited to single-track depositions. 

    The single-track limitation motivated the shift towards using ML to estimate the geometry of the clad 

in real-time. Utilizing ML allows for the geometry of the clad to be predicted without any assumptions 

of the shape of the cross-section of the clad. Therefore, using a training dataset that featured a sufficient 

amount of data with various combinations of process parameters a CNN was created to estimate the 

height and width of the clad in real time. The CNN used both visible-light and IR images captured 

during the process, as well as process parameters such as laser power, scanning speed, and layer number 

to determine the height and width of the clad in real-time. After training, the CNN was able to predict 

the geometry of the clad with a MAPE of 12.4%.  

    To utilize ML more effectively, another CNN was developed to predict the height of the clad in real 

time using only features from the visible-light camera sensor. While the width was not directly 
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measured with this algorithm, the width is strongly correlated to the laser spot size, and therefore, 

monitoring height was deemed more critical. The motivation behind implementing this change was to 

monitor the height in scenarios where process parameters may not be within the scope of the training 

set. Moreover, this dataset featured both thin-walled and overlapping adjacent tracks with 431 stainless 

steel and Inconel 625 to ensure the CNN was trained with multiple different cases.  
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Chapter 6 

Results and Discussion 

This chapter discusses the performance of the developed monitoring system in measuring geometry and 

material properties of thermal processes in real-time. The framework for monitoring material properties 

with thermal dynamics is outlined, with a detailed description of how the thermal dynamics are 

extracted from captured image. How thermal dynamics impact the final material properties is explored 

for multiple materials to demonstrate the flexibility of this approach. Different processes are explored 

as well with LHT experiments conducted in open-loop and with closed-loop control utilizing thermal 

dynamics measurements. The effectiveness of geometry monitoring and control during LDED is 

explored based on the techniques described in Chapter 5. Finally, the effectiveness of monitoring 

geometry and thermal dynamics in GMAW is explored to exhibit monitoring of thermal processes with 

a different heat source. 

6.1 Prediction of Material Properties Using Thermal Dynamics 

Thermal dynamics have a significant influence on the microstructure and material properties of metals. 

In thermal processes, the concentrated heat source rapidly heats and cools the metal, with some 

processes creating a melt pool, all these effects influence material properties. When the melt pool cools 

and solidifies, its microstructure is formed. The cooling rate and thermal gradients during solidification 

impact the nucleation and growth of crystals, which determine the grain structure of the metal. Slower 

cooling rates generally promote the formation of larger grains, while faster cooling rates result in finer 

grain structures. Heating and cooling processes can also induce phase transformations in metals, such 

as the transition from austenite to ferrite or martensite. These phase transformations affect the 

microstructure, resulting in changes in grain size, crystallographic structure, and the presence of 

different phases within the metal. Thermal processes can also trigger recrystallization and grain growth 

in metals. Recrystallization replaces the deformed grains with new strain-free grains, while grain 

growth leads to an increase in grain size. Therefore, understanding the thermal dynamics and their 

influence on microstructure is crucial for controlling and optimizing thermal processes. 

6.1.1 Thermal Dynamics Measurements 

The temperature distribution is used to measure the thermal dynamics of the HAZ in real-time. Figure 

6-1 shows typical temperature distributions captured during LHT and LDED. 



 

 102 

 
Figure 6-1 Typical temperature distribution for a) LHT and b) LDED 

    Note that the temperature distributions in Figure 6-1 are shown with the images cropped to remove 

excess data and a box filter applied to reduce noise. LHT experiments were used to derive and validate 

thermal dynamics measurements to remove the effect of powder flow from the experiments and since 

the temperature distribution is simpler; though these properties are present in other thermal processes 

and are calculated in the same way.  

    It has been shown in [43] - [51] that cooling rate or solidification time can be measured to predict 

the microstructure of an LMP part. Cooling rate is defined as the rate for the temperature of the HAZ 

to reduce from the peak temperature to a critical, lower temperature where a phase change occurs. The 

phase change temperature is selected to be within a measurable range and corresponds to a phase change 

in the working material. As an example, for 1018 cold rolled steel that temperature can be set to 727C 

since that corresponds to a phase change [105]. Therefore, the cooling rate can be defined as: 

∆�̇�  =  
𝑇𝑃𝑒𝑎𝑘  − 𝑇𝑃ℎ𝑎𝑠𝑒  

𝑡𝑠𝑜𝑙𝑖𝑑𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛
 (6.1) 

where the cooling rate, ∆�̇� is calculated by the difference between the peak temperature 𝑇𝑃𝑒𝑎𝑘 and the 

temperature in which a phase change occurs 𝑇𝑃ℎ𝑎𝑠𝑒, divided by the time taken to cool from the peak 

temperature to the phase change temperature, 𝑡𝑠𝑜𝑙𝑖𝑑𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛. Furthermore, solidification time can be 

defined generally using the formula: 

𝑡𝑠𝑜𝑙𝑖𝑑𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛  =  𝑡𝑃ℎ𝑎𝑠𝑒  −  𝑡𝑃𝑒𝑎𝑘 (6.2) 

where 𝑡𝑃ℎ𝑎𝑠𝑒 refers to the time that the HAZ reaches 𝑇𝑃ℎ𝑎𝑠𝑒 and 𝑡𝑃𝑒𝑎𝑘 is the time at which the HAZ 

has a temperature of 𝑇𝑃𝑒𝑎𝑘. 

    Since the thermal distribution is dependent on the framerate of the camera sensor, the continuous 

formulae, Eq. (6.1) and (6.2), must be modified to accommodate the discrete measurements of the 

b) a) 
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equipment. To calculate the cooling rate, the value and location of the peak temperature for each frame 

are saved; then, based on the framerate of the camera sensor and the scanning speed of the CNC, that 

pixel is tracked in all future frames until its temperature is less than or equal to 𝑇𝑃ℎ𝑎𝑠𝑒. In Figure 6-2 a 

set of frames from the IR camera are shown which demonstrate pixel tracking, with the tracked pixel 

highlighted in green. Since the framerate of the camera and scanning speed of the laser are known, the 

pixels are tracked by calculating its displacement between captured frames. In this example, images 

were captured with the MOC sensor mounted with a lateral FOV and the scanning direction is to the 

right. 

 
Figure 6-2 Visualization of pixel tracking, where the tracked pixel is highlighted in green 

    Figure 6-2 visualizes the tracked pixel, which is highlighted in green, the subscript refers to the frame 

of the camera. Here the cooling rate calculation starts at some frame i and is tracked for n frames, until 

the pixel reaches the desired temperature. Using this discretization, the thermal dynamics can be 

approximated with the following formulae,  

𝑡𝑠𝑜𝑙𝑖𝑑𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛  =  𝑛𝑓 (6.3) 

∆�̇�   =  
𝑇𝑃𝑒𝑎𝑘  − 𝑇𝑃ℎ𝑎𝑠𝑒  

𝑛𝑓
 (6.4) 

where 𝑛 is the number of frames taken for the center pixel to cool from 𝑇𝑃𝑒𝑎𝑘 to 𝑇𝑃ℎ𝑎𝑠𝑒 and  𝑓 refers 

to the framerate of the temperature distribution measurements. Alternatively, if we assume the process 

is at steady state, we can calculate the solidification time using only the temperature distribution of the 

current timestep, which is computationally faster and removes the delay of waiting multiple frames for 

the pixel to cool. This assumption is based on the quasi-stationary condition, which states that if the 

substrate is sufficiently large compared to the heat transfer field, then the distribution of the heat source 

becomes independent of time [123]. Assuming that the quasi-stationary condition is valid, the new 

solidification time and cooling rate formulae are: 

𝑡𝑖 

…  

𝑡𝑖+𝑛 𝑡𝑖+1 
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𝑡𝑠𝑜𝑙.,𝑠𝑠  =  
∆𝑥

𝑣
 (6.5) 

∆�̇�𝑆𝑆   =  
(𝑇𝑃𝑒𝑎𝑘  − 𝑇𝑃ℎ𝑎𝑠𝑒)𝑣  

∆𝑥
 (6.6) 

where ∆𝑥 is the distance between the peak temperature location and the location of the HAZ with a 

temperature equal to the set point as seen in Figure 6-3 and 𝑣 is the laser scanning speed. 

 

Figure 6-3 Visual representation of ∆𝒙, used to calculate the cooling rate 

    Literature has shown that cooling rate is closely tied to material properties of parts produced in 

thermal processes. However, a similar calculation can be performed to compute the heating rate in real 

time as well, which offers more insight into the thermal dynamics of the process. Therefore, the heating 

rate can be calculated with 

∆�̇�ℎ𝑒𝑎𝑡   =  
(𝑇𝑃𝑒𝑎𝑘  − 𝑇𝑃ℎ𝑎𝑠𝑒)𝑣  

∆𝑥2
 (6.7) 

where the distance ∆𝑥2 is the distance between the peak temperature and the first pixel to reach the 

phase transformation temperature in front of the laser’s path.  Figure 6-4 shows ∆𝑥2 when the scanning 

direction is to the right; hence, the heating rate is using the distance in front of the laser’s path. 

 
Figure 6-4 Visual representation of ∆𝒙𝟐, used to calculate the heating rate 

∆𝑥 
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    Though the thermal dynamics measurements were described with LHT experiments with images 

captured from a lateral FOV. The same calculation can be conducted with a coaxial field of view 

assuming the center location of the laser spot and direction of travel are still known. Similarly, this 

methodology can also be expanded to LAM, GMAW, and other thermal processes assuming the 

location of the melt pool’s center is known, and within the FOV of the MOC sensor, and scanning speed 

and direction are known. 

6.1.2 Correlation of Thermal Dynamics to 431 Stainless Steel Material Properties 

 A series of experiments were conducted to validate the cooling rate calculations described in the 

previous section as an effective metric for microstructure monitoring. Eight experiments were 

conducted, which are depicted in Figure 6-5. This set of experiments were performed on substrates of 

6.3 mm thick 1018 cold-rolled steel with a laser spot diameter of 3mm using 150 µm 431 stainless steel 

powder at a feed rate of 3g/min. All eight, 75 mm long tracks feature a constant laser power of 1kW, 

while a constant scanning speed between 1.0 – 4.5 mm/s as highlighted in Table 6-1. Between each 

track the specimen was allowed to cool to room temperature to eliminate the effect of heat accumulation 

on the final microstructure. 

 
Figure 6-5 Single track LDED experiments to correlate cooling rate to microstructure of 431 

stainless steel 

The scanning speeds of this set of experiments and the corresponding average cooling rate and 

hardness measurements are reported in Table 6-1. Where the hardness was measured by averaging at 

least 5 indentations at the center of the deposition with a Clemex microhardness tester using a load of 
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1 kg. The cooling rate was measured for each track using data collected in real-time with the MOC 

sensor module. The cooling rate calculation was described in Section 6.1.1 with temperatures predicted 

as described in Section 4.2. In this experiment, the cooling rate was measured from the temperature at 

the center of the melt pool to 900 °C. 

Table 6-1 Correlation of cooling rate and material properties of LDED 431 stainless steel 

Track 

Label 

Scanning 

Speed 

Average 

Cooling Rate 

Average 

Hardness (HV) 

Hardness (HV) 

Standard Deviation 

a 1.0 mm/s 93.6 °C/s 504 20.7 

b 1.5 mm/s 179.3 °C/s 513 11.3 

c 2.0 mm/s 265.2 °C/s 525 13.1 

d 2.5 mm/s 327.8 °C/s 576 14.5 

e 3.0 mm/s 390.6 °C/s 547 18.5 

f 3.5 mm/s 477.1 °C/s 567 9.6 

g 4.0 mm/s 559.7 °C/s 571 20.5 

h 4.5 mm/s 598.5 °C/s 605 30.6 

    The average cooling rate for each experiment was noted in Table 6-1, while the real-time cooling 

rate throughout the track is reported in Figure 6-6. At the beginning of the deposition, the cooling rate 

spikes because the substrate is at ambient temperature, but quickly the process reaches steady-state due 

to the accumulated heat. Additionally, a Butterworth filter was used to reduce the high frequency noise 

while having as flat of a response as possible in the passband.  

 

Figure 6-6 Cooling rate of 431 stainless steel at various scanning speeds 
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The material properties of the clads were determined after manufacturing. The center of the specimen 

was cut to analyze the microstructure and material properties and polished with 0.05 µm Alumina 

powder to allow for the microhardness to be measured and for microscopy to capture the microstructure 

of each track. The cut specimens are visible in Figure 6-7 with images of the corresponding microscopy 

images are shown in Figure 6-8. Etching was performed with Kalling’s reagent number 2 to make the 

microstructure more visible, where the reagent was added to the surface of the polished specimen for 5 

seconds. The composition of Kalling’s reagent number 2 is shown in Table 6-2.  

 
Figure 6-7 Cut and polished specimens with 431 stainless steel depositions 

Table 6-2 Chemical composition of Kalling's Reagent No. 2 

Chemical Ethyl Alcohol 
Copper (II) 

Chloride 

Hydrogen 

Chloride 

Methyl 

Alcohol 

Isopropyl 

Alcohol 

% Present 85 – 95 0.5 - 5 2 - 7 1 - 5 1 - 5 

 

 
Figure 6-8 Microstructure of 431 stainless steel created with various cooling rates with 20x 

magnification 

    Figure 6-8 shows the microstructure of the 431 stainless steel depositions captured with 20x 

magnification. However, since the martensite packets were small 100x magnification images are shown 

below in Figure 6-10. The microstructures shown in Figure 6-10 feature a mostly martensitic 
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appearance with very little austenite between the laths, which is to be expected with a 400 series 

stainless steel. Another observation of the microstructure is the direction of cell growth between the top 

and center of the deposition, which is exaggerated in the 4.5 mm/s depositions, since the higher speed 

corresponds to the lowest height and fastest cooling rate. The difference in microstructure throughout 

the clad is visible in Figure 6-9 where the top of the clad features cell growth that is parallel to the 

direction of travel (which was perpendicular to the page). Meanwhile, the martensite packets are 

perpendicular to travel in the middle of the clad, this is because the cell growth follows the direction of 

heat flow. Where cells at the top of the clad are influenced by the laser and accumulation of heat, while 

cells at the bottom of the clad are influenced by heat conducting into the substrate. 

 
Figure 6-9 Microstructure of 431 stainless steel deposition with scanning speed of 4.5 mm/s a) 

top of the clad b) bottom of the clad 
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Figure 6-10 Microstructure of 431 stainless steel created with corresponding cooling rates 100x 

magnification 
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    The relationship between scanning speed and calculated cooling rate of Inconel 625 is summarized 

in Figure 6-11. The cooling rate calculation Eq. (6.6) shows that scanning speed and cooling rate are 

proportional, which is confirmed in the below graph. 

 
Figure 6-11 Relationship between scanning speed and cooling rate in 431 stainless steel 

 
Figure 6-12 Relationship between cooling rate and Vickers hardness in 431 stainless steel 

    Figure 6-12 shows the relationship between the measured Vickers hardness and calculated cooling 

rate for the stainless steel clads. Where the solid line refers to the mean hardness values and the 

highlighted region is the standard deviation of hardness measurements. It is also evident that there is a 

proportional relationship between the calculated cooling rate and Vickers hardness of the deposition. 

This is due to the spacing of the martensite laths, at higher cooling rates the martensite forms tighter 
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packets, which results in higher hardness. However, there is an outlier at approximately 300 °C/s, the 

unexpected hardness may be caused by the cooling material passing through a specific location of the 

phase diagram, resulting in a higher density of second-phase particles than in the other cooling paths. 

Examining the Schaeffler diagram in Figure 6-13 shows that the stable phase for 431 stainless steel is 

a mixture of martensite, austenite and ferrite, the specific proportion of these phases would influence 

the final microstructure and hardness of the depositions highlighted in Table 6-1. 

 
Figure 6-13 Schaeffler diagram for weld metal, where 431 stainless steel is highlighted in red 

[124] 

    To better understand the proportions of these phases, the phase diagram in Figure 6-14 demonstrates 

the evolutions of phases as the melt pool solidifies. Initially austenite forms in the solidifying metal, 

followed by δ-ferrite in a small region when the liquid phase is still present, which is circled in the 

diagram below. Once the liquid is entirely solidified, the composition becomes a combination of 

austinite and α-ferrite, where martensite forms as the metal continues to cool. During the experiment 

with a scanning speed of 2.5mm/s the cooling rate of approximately 300 °C/s may result in the metal 

spending more time in the circled region compared to the other cooling rates. Therefore, resulting in a 

higher concentration of ferrite, which led to a higher hardness compared to the rest of the trend. 



 

 112 

 
Figure 6-14 Equilibrium phase diagram for stainless steel, where 431 stainless steel is 

highlighted in red [125] 

6.1.3 Correlation of Thermal Dynamics to Inconel 625 Material Properties 

To demonstrate the effectiveness of using cooling rate as a metric for microstructure monitoring of 

other materials, eight experiments were conducted with Inconel 625 powder. This set of experiments 

were performed on substrates of 6.3 mm thick 1018 cold-rolled steel with a laser spot diameter of 3mm 

using 60 µm Inconel 625 powder at a feed rate of 3.5 g/min. All eight tracks feature a constant laser 

power of 1kW, while the scanning speed varied as highlighted in Table 6-3. Just as with the 431 

stainless steel, the specimen was allowed to cool to room temperature between each track to eliminate 

the effect of heat accumulation on the final microstructure. 
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Figure 6-15 Single track LDED experiments to correlate cooling rate to microstructure of  

Inconel 625 

    A similar analysis was performed as the 431 stainless steel alloy described previously. The cooling 

rate was measured for each track using data collected in real-time with the MOC sensor module, with 

a Butterworth filter to reduce noise. Again, the cooling rate calculation was described in Section 6.1.1 

with temperatures predicted as described in Section 4.2. In this experiment, the cooling rate was 

measured from the temperature at the center of the melt pool to 900 °C. For Inconel 625, the hardness 

was measured by averaging at least 5 indentations at the center of the deposition with a Clemex 

microhardness tester using a load of 500 g. 

Table 6-3 Correlation of cooling rate and material properties of LDED Inconel 625 

Track 

Label 

Scanning 

Speed 

Average 

Cooling Rate 

Average 

Hardness (HV) 

Hardness (HV) 

Standard Deviation 

a 1.0 mm/s 64.4 °C/s 227 8.3 

b 1.5 mm/s 140.2 °C/s 233 7.1 

c 2.0 mm/s 246.3 °C/s 245 8.5 

d 2.5 mm/s 290.9 °C/s 247 7.7 

e 3.0 mm/s 333.3 °C/s 252 4.7 

f  3.5 mm/s 395.2 °C/s 251 3.8 

g 4.0 mm/s 438.6 °C/s 252 6.8 

h 4.5 mm/s 489.1 °C/s 249 5.9 

    The average cooling rate for each experiment was noted in Table 6-3, while the real-time cooling 

rate throughout the track is shown in Figure 6-16. The cooling rate spikes at the beginning of the 
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deposition because the substrate is at ambient temperature, but quickly the process reaches steady-state 

due to the accumulated heat.  

 
Figure 6-16 Cooling rate of Inconel 625 at various scanning speeds 

The specimen was cut at approximately the center of the track to analyze the microstructure and 

material properties and polished with 0.05 µm Alumina powder to allow for the microhardness to be 

measured and for microscopy to capture the microstructure of each track. The cut specimens are visible 

in Figure 6-17 with images of the corresponding microscopy are shown in Figure 6-18. Etching was 

performed with Glyceregia to make the microstructure more visible, where the reagent was added to 

the surface of the polished specimen for 10 minutes. The composition of Glyceregia is shown below in 

Table 6-4. Since Figure 6-17 shows a small dilution zone, it was assumed that the substrate had a 

minimal impact on the microstructure of the deposition, though they are dissimilar metals.  

 
Figure 6-17 Cut and polished specimens with Inconel 625 depositions 
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Table 6-4 Composition of Glyceregia 

Chemical Glycerol HCl HNO3 

Volumetric Amount 15 ml 10 ml 5 ml 

  

 
Figure 6-18 Microstructure of Inconel 625 created with various cooling rates with 20x 

magnification 

    Higher magnification images were captured to better demonstrate the changing microstructure in 

Figure 6-19. The samples with slower scanning speed correspond to lower cooling rates, and these 

feature equiaxed grains due to the slower dendrite growth. Dendrites in face centered cubic (FCC) 

nickel alloys, such as Inconel 625, grow fastest along the directions most closely aligned to the 

maximum temperature gradient [126]. Therefore, at slower scanning speeds, the dendrites are limited 

in their growth by the low thermal gradient due to the excessive heat. While the dendrites in the faster 

scanning speed samples are columnar due to the substrate acting as a heat sink. Note that the 

microstructure images displayed in Figure 6-18 and Figure 6-19 were captured at approximately the 

center of the deposition. 
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Figure 6-19 Microstructure of Inconel 625 created with corresponding cooling rates 50x 

magnification 
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    The relationship between scanning speed and calculated cooling rate of Inconel 625 is summarized 

in Figure 6-20. The cooling rate calculation Eq. (6.6) shows that scanning speed and cooling rate are 

proportional, which is confirmed in this graph. Figure 6-21 demonstrates the relationship between the 

calculated cooling rate and measured Vickers hardness. Where the solid line refers to the mean hardness 

values and the highlighted region is the standard deviation of hardness measurements. The hardness 

increases linearly with cooling rate until approximately 300 °C/s, where the hardness appears to remain 

constant. The asymptote in the hardness is likely caused by the columnar dendrites approaching a steady 

state nucleation, where the dendrites will all form to be the same size at cooling rates above 

approximately 300 °C/s. 

 
Figure 6-20 Relationship between scanning speed and cooling rate in Inconel 625 

 
Figure 6-21 Relationship between cooling rate and Vickers hardness in Inconel 625 
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6.2 Monitoring of Laser Heat Treatment 

LHT experiments were conducted to validate the MOC sensor’s ability to monitor and control thermal 

dynamics. This set of experiments were performed on substrates of 6.3 mm thick 1018 cold-rolled steel 

with a laser spot diameter of 3mm. Prior to the experiment, the substrate was washed with ethanol and 

quenched in acetone for 10 seconds. The cleaning and quenching ensured there was no debris or 

accumulated heat that would alter the results. The scanning speed and laser power were different for 

each experiment to validate the measurements for various conditions and are shown in the 

accompanying graphs for each experiment. 

6.2.1 Real-Time Monitoring of Laser Heat Treatment 

Initial LHT experiments were conducted in open loop, where the scanning speed and laser power were 

set according to four cases. These four cases were: laser power ramp, laser power step, scanning speed 

ramp, and scanning speed step. In the two former cases the scanning speed was constant, while the laser 

power was constant in the two latter cases. The solidification time is shown compared to the process 

parameters in Figure 6-22 below. 

 
Figure 6-22 Real-time open loop solidification time and process parameters 
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    As shown in the experiments in Figure 6-22 the solidification time is closely correlated to the process 

parameters. However, these represent ideal scenarios since the substrate was cleaned between each 

track and cooled to room temperature as described above. If the accumulated heat was considered, then 

the difference in solidification time, and therefore, the material properties would be more evident. 

Figure 6-23 below shows five adjacent tracks that were created consecutively with no cleaning or 

cooling between tracks. All tracks were created with a constant scanning speed of 3 mm/s and a constant 

laser power of 350W, with approximately 10 s between tracks. 

 
Figure 6-23 Consecutive open loop experiments (A1-A5) 

    Through visual inspection, the material differences are evident, as seen in the surface quality shown 

in Figure 6-23. Graphing the solidification time with the process parameters in Figure 6-24 

demonstrates that despite constant process parameters, the solidification time of each track differs.  

 

Figure 6-24 Real-time solidification time of five consecutive tracks on the same substrate with 

constant process parameters 

A5 

A4 

A3 

A2 

A1 
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    In Table 6-5, the mean solidification of each track is shown to quantify the effect of the accumulated 

heat during LHT. This further supports the importance of real-time monitoring, so the changing material 

properties are known during manufacturing. Moreover, pairing these measurements with closed loop 

control would reduce the deviation and improve consistency in LHT. 

Table 6-5 Mean solidification time for open loop tracks (B1-B5) 

Track A1 A2 A3 A4 A5 

Mean Solidification Time (s) 0.384 0.426 0.466 0.487 0.509 
 

6.2.2 Closed-Loop Control of Laser Heat Treatment 

A proportional-integral (PI) controller was used to demonstrate the potential for using the MOC sensor 

measurements to correct errors. Here the scanning speed of the laser was controlled, since speed is 

inversely proportional to the solidification time, while the laser power remained in open loop. Figure 

6-25 and Figure 6-26 show the effectiveness of PI control, with 𝑘𝑝 =  −1500 and 𝑘𝑖 =  0.002. In the 

following figures, the left graph shows the solidification time while the right graph displays process 

parameters. The PI controller was tuned using the Ziegler-Nichols method.  

 
Figure 6-25 Closed loop control with changing solidification time set point 

    Figure 6-25 validates the effectiveness of using PI control with the measurements acquired from the 

MOC sensor to control the desired solidification time in real-time. Figure 6-26 demonstrates the ability 

for the PI controller to correct for disturbances in the process parameters, which are simulated by the 

changing laser power.  
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Figure 6-26 Closed loop solidification time control with changing laser power to simulate 

process disturbances 

    The control shown in Figure 6-25 and Figure 6-26 demonstrates the effectiveness of using the 

measurements from the MOC sensor to control the material properties. The variation in the scanning 

speed, shown in the right graph of the figures illustrates the controller correcting for the difference 

between actual and desired solidification time. Control can also be used to correct for the accumulated 

heat affect, which was shown to be a problem for consecutive tracks in the previous section. Each track 

was made with a set point of 0.4s for the solidification time and a constant laser power of 350W, with 

approximately 10 s between tracks, results are shown in Figure 6-27. 

 
Figure 6-27 Consecutive closed loop tracks (B1-B5) 

    Visually, the tracks shown in Figure 6-27 appear to have a similar surface finish, which contrasts 

with the surface finish of the open loop tracks in Figure 6-23. The solidification time is plotted in Figure 

6-28, where the solidification time is similar to the set point for all tracks. Thus, the solidification time 

measured from the MOC sensor demonstrates that the consistent solidification time measurements 

correlate to a similar surface finish. 

B5 

B4 

B3 

B2 

B1 
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Figure 6-28 Real-time solidification time of five consecutive tracks on the same substrate with 

closed-loop control 

    Table 6-6 shows the mean solidification time for each of the tracks and the mean scanning speed, 

indicating that the speed is increased between tracks to accommodate for the accumulated heat affect. 

This is supported by the open loop solidification times in Table 6-5 and the general formula for steady 

state solidification time shown in Section 6.1. Previously, the solidification time was shown to increase 

between each track with constant parameters, and since steady state solidification time is inversely 

proportional to scanning speed, the speed should increase to correct for this deviation. Since this is 

shown empirically, it demonstrates the potential of using the MOC sensor measurements for material 

property prediction and control. 

Table 6-6 Mean solidification time for closed loop tracks (D1-D5) 

Track B1 B2 B3 B4 B5 

Mean Solidification Time (s) 0.397 0.401 0.402 0.403 0.403 

Mean Scanning Speed (mm/min) 173.03 187.38 197.50 204.11 204.62 

    The MOC appears to predict the material properties of parts produced with thermal processes by 

monitoring the solidification time as demonstrated in [43] - [51]. Initially, it was shown that 

solidification time is influenced by the process parameters.  Furthermore, under constant parameters, 
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the solidification time is affected by accumulated heat in the substrate since thermal processes feature 

concentrated high energy sources, such as a laser in LHT. The accumulated heat affect is demonstrated 

in the surface of the substrate in Figure 6-23 and in the process data graphed in Figure 6-24. Hence, 

monitoring the solidification time with an IR sensor is shown to be an effective method to predict the 

material properties of thermal processing parts. The measured solidification time can also be used to 

control the material properties of the final part, which further legitimizes the calculation. The surface 

of the substrate in Figure 6-27 indicates that the material properties are consistent across all the tracks 

and the experimental data in Figure 6-28 shows the corresponding solidification time to further support 

the calculations. Therefore, solidification time, as measured by the MOC sensor, is determined to be 

suitable in measuring the solidification time, which is essential for predicting and controlling the 

material properties of a part created through thermal processes. 

6.3 Monitoring of Laser Directed Energy Deposition 

LDED experiments were conducted to validate the MOC sensor’s ability to monitor and control 

geometry. This set of experiments validated real-time height and width measurements with single-track 

geometry. Measurements from the MOC sensor were integrated with PI control to demonstrate the 

potential for using this system with closed-loop control. Multi-layer performance of height monitoring 

has been validated as well, with 431 stainless steel powder and Inconel 625. 

6.3.1 Single-Track Geometry Monitoring 

Similar to LHT, LDED experiments were conducted in open loop, where the scanning speed and laser 

power were set according to four cases. These four cases were: laser power ramp, laser power step, 

scanning speed ramp, and scanning speed step. In the two former cases the scanning speed was constant, 

while the laser power was constant in the two latter cases. The height and width measurements from 

the MOC sensor are shown in the left graph of Figure 6-29, with the solidification time shown in the 

middle, and the process parameters in the right graphs. This set of experiments were performed on 

substrates of 6.3 mm thick 1018 cold-rolled steel with a laser spot diameter of 3mm. Prior to the 

experiment, the substrate was washed with ethanol and quenched in acetone for 10 seconds. The 

cleaning and quenching ensured there was no debris or accumulated heat that would alter the results. 
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Figure 6-29 Real-time open loop geometry measurements and process parameters 

    In Figure 6-29 the scanning speed is shown to have a large influence on the measured height, while 

changes in the laser power have a smaller effect. Since the height appears to be inversely correlated to 

the scanning speed and the height variation shown in Figure 5-8 it may be effective to correct the height 

errors by controlling the scanning speed. The relationship between the height and scanning speed may 

be that a slower speed allows more time for the added material to fuse to the substrate, resulting in a 

larger clad. Furthermore, it is shown that the width remains consistent at approximately 3mm across all 

the experiments, this indicates that the width of the clad is mostly influenced by the laser diameter. 

Therefore, it is most critical to monitor and control the height during LMP to ensure the consistency of 

parts; though, as shown in Section 5.1, the MOC system can monitor the height and width in real-time. 

6.3.2 Single-Track Geometry Closed-Loop Control 

    To demonstrate the effectiveness of using the MOC sensor measurements, the open loop experiments 

were modified to include closed loop control. In this section, only single-input single-output (SISO) 

control is considered, and since there is more deviation in the height, that is chosen as the controlled 

parameter. A PI controller was added to the system to control scanning speed, since speed was found 

to have a greater effect on the height of the clad, while the laser power remained in open loop. PI control 



 

 125 

was implemented with 𝑘𝑝 =  −300 and 𝑘𝑖 =  0.001, as found with the Ziegler-Nichols method, to 

control the desired height and correct process disturbances. Since only the height is being controlled 

Figure 6-30 shows the measured and desired height on the left, solidification time in the middle graphs, 

and process parameters to the right. 

 
Figure 6-30 Closed loop control with changing height set point 

    The PI controller’s performance regarding a set point for the height is shown in Figure 6-30, where 

the height was set to linearly increase from 0.55mm to 0.75mm and a step change from 0.55mm to 

0.7mm to 0.85mm. There is noticeable deviation between the desired height and measured height, 

which indicates that the controller gains should be tuned to optimize performance. The solidification 

time calculations shown in the graph appear to be inversely proportional to the scanning speed, which 

validates the solidification time monitoring for LDED, since only LHT was shown previously. Again, 

control can also be used to correct process disturbances when the set point is constant. These results are 

shown in the experiments graphed in Figure 6-31 where the height was set to a constant 0.65mm and 

disturbances were introduced by changing the laser power.  

 
Figure 6-31 Closed loop height control with changing laser power to simulate process 

disturbances 
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    The height controlled against process disturbances indicates significant overshoot in the beginning 

of the process, which confirms that the controller gains need to be tuned. However, once the overshoot 

is corrected the controller can reduce the effect of changing laser power. These results show that with 

further tuning the height can be controlled during LMP with the MOC sensor’s calculations described 

in Section 5.1. Since the variation in closed loop geometry measurements is significantly higher than 

the variation of open loop measurements, indicating that poorly optimized control is the cause of this 

noise in this data and not the MOC sensor calculations. Therefore, geometry prediction by the MOC 

sensor, is determined to be suitable for fabricating more reliable parts through thermal processes, 

though the PI controller’s performance is not ideal. 

6.3.3 Multi-Track Geometry Prediction Performance 

To validate the performance of the geometry prediction algorithm described in Section 5.3, four 

experiments were conducted using intermediate values from the dataset used to train, validate, and test 

the CNN. This set of experiments were conducted with a constant laser power of 1 kW, Table 6-7 

describes the other process parameters, where the distinction between thin-walled and cuboid part 

geometry was described in Section 5.3.1. Each experiment featured 6 tracks, where each track was 50 

mm long.  

Table 6-7 Experiments conducted to validate the multi-track geometry prediction CNN 

Experiment Number Scanning Speed Material Part Geometry 

1 2.0 mm/s 431 stainless-steel Thin wall 

2 2.0 mm/s 431 stainless-steel Cuboid 

3 2.0 mm/s Inconel 625 Thin wall 

4 2.0 mm/s Inconel 625 Cuboid 

This dataset features 4 experiments with 6 tracks each, so there were 24 tracks to analyze in total. 

Running the CNN with this entire dataset results in an MSE of 0.0063 and a MAE of 0.0555, where 

each timestep was computed with an average time of 13 ms. The MAPE, which is a more intuitive 

metric of performance, was found to be 10.25% for this dataset. This performance is summarized in 

Figure 6-32 where all 24 tracks are shown sequentially to consolidate the data. 
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Figure 6-32 Multi-track height prediction performance 

    Figure 6-32 demonstrates that the predicted height values follow the same trend as the macro-

imaging measurements used to validate this algorithm. Also note that the data points that approach zero 

represent the beginning of each track where the clad is forming and therefore does not have a height. 

To visualize the performance of multiple tracks, the thin-walled experiments are highlighted in Figure 

6-33 and Figure 6-34. The 431 stainless steel has a MAPE of 6.13%, while the Inconel 625 has a MAPE 

of 3.64%. These figures also demonstrate that this algorithm is robust enough to monitor the height of 

multiple layers with minimal accumulation of error. These experiments were selected from the test set, 

however, the process parameters used in these experiments were also used in the training and validation 

sets. 

 
Figure 6-33 Predicted and Actual Height of a 6-layer thin-walled specimen of 431 Stainless Steel 
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Figure 6-34 Predicted and Actual Height of a 6-layer thin-walled specimen of Inconel 625 

    Furthermore, applying a Butterworth filter removes some of the high frequency noise as shown in 

Figure 6-35 and Figure 6-36. Where the corresponding MAPE values for 431 stainless steel and Inconel 

625 are 4.89% and 2.71% respectively. 

 
Figure 6-35 Predicted and Actual Height of a 6-layer thin-walled specimen of 431 stainless steel 

with Butterworth filter 



 

 129 

 
Figure 6-36 Predicted and Actual Height of a 6-layer thin-walled specimen of Inconel 625 with 

Butterworth filter 

    Therefore, the height prediction was shown to have a MAPE of 10.25% with a CNN that only uses 

data extracted from visible-light images for the prediction. Moreover, this algorithm was shown to be 

robust enough to monitor different materials and different part geometries, featuring both thin-walled 

sections and cuboids that feature overlapping tracks. This CNN has also been shown to be suitable for 

in-situ monitoring since the computation takes an average of 12 ms. Finally, the integration of a 

Butterworth filter also improves the accuracy of height predictions, except at the beginning of the melt 

pool, where the filter dampens the initial height predictions. However, using extra frames in this region 

may reduce the dampening effect caused by the Butterworth filter. 

6.4 Real-Time Monitoring of Gas Metal Arc Welding 

A major goal of this research is to build a system versatile enough to be used in different processes; 

therefore, GMAW was used to demonstrate the potential of monitoring a thermal process with 

parameters. GMAW uses an electric arc as the concentrated energy source, as opposed to the previously 

explored laser. Another notable difference in these processes is the form factor of the added material. 

Previously, powder-based feedstock was considered, while in this section wire-fed processes are 

explored. Therefore, validation of the MOC sensor in monitoring key features during GMAW 

demonstrates the robustness of the tools developed in this research. 
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6.4.1 Comparison of Double Cooled Wire and Gas Metal Arc Welding 

Results shown here involve an electrode wire and base metal with chemistries consistent with plain 

carbon steel; a standard pulsed GMAW program in a Lincoln PowerWave R500 welding power source 

for all the welds, in conjunction with a Fanuc robotic arm, and performed at CAMJ. The shielding gas 

used was 100% Argon with ultra-high purity at the flow of 19 L/min. The welding electrical parameters 

were selected such that the wire feed rate was at 7.6 m/min, while the travel speed was at 13.5 mm/s 

for the various experiments conducted, the contact tip to workpiece distance (CTWD) was kept at 19 

mm. GMAW experiments were conducted using a standard torch at straight position, and compared to 

one modified with two cold wires added to the arc as well which leaded the arc during welding, referred 

to as double cold wire (DCW-GMAW) [127].  

    The auxiliary wires were fed at 40 % of the mass deposited through the electrode wire, 6.3 m/min. 

Therefore, in total 20.2 m/min were deposited during welding.  Voltage was set to 28V during welding, 

the nominal heat input was targeted to be approximately 665 J/min. The welds were deposited in hot-

rolled plain carbon steel (AISI 1020), the wire electrode was 1.2 mm ER70S-6, and the cold wires were 

0.9 mm ER70S-6 as well. 

    The experimental setup is shown below in Figure 6-37, demonstrating the relative position between 

the MOC sensor and the HAZ. The MOC sensor was used to observe the HAZ during welding at rates 

of at least 20 frames per second, allowing one to observe the geometry using the higher resolution 

visible light sensor, and the thermal dynamics of the process in real-time with the IR sensor. Therefore, 

the quality of the weld can be determined in real-time through processing these images to extract the 

most notable properties. 
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Figure 6-37 Experimental setup featuring the position of the MOC system relative to the weld 

bead. Since the sensor and electrode are mounted to the same arm the relative position of the 

camera to the heat affected zone is the consistent throughout the process 

In real-time, the MOC System predicted width of the weld bead using images captured with the 

visible light camera. Thresholding was used to differentiate the weld bead from the surrounding 

background. Then, since the relative position of MOC system is known, the width was calculated by 

transforming the image onto the global coordinate system. 

The difference in temperature at two locations can be taken as shown in Figure 6-38. The temperature 

decreases further from the arc because the heat is transferred away from the hottest region as described 

by thermodynamics. The temperatures of two points, one closer to the arc and one farther from it can 

be used to calculate the cooling rate, which is assumed to be dependent on the heat conducting through 

the material. Therefore, the temperature distribution allows for the cooling rate to be calculated based 

on Eq. (6.6) 
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Figure 6-38 Areas of interest demonstrated key temperatures that can be used to calculate the 

cooling rate of the process 

    Two sets of experiments were conducted, one run with two cold wires added as well, and one run 

with only the electrode wire. Using these runs with different parameters allowed the results to be 

compared to highlight the difference in these processes. The measured cooling rates for both processes 

are compared in Figure 6-39. 

 
Figure 6-39 Real-time cooling rate comparison during GMAW (orange) and DCW (blue) 

There is a notable difference between the cooling rate measured through GMAW and DCW-GMAW. 

The noise shown in the cooling rate measurements is due to the randomness of plasma moving in the 

arc which changes the illumination of the melt pool, and therefore, the temperature measurements as 

well. Though both experiments feature noise, the average cooling rate shows significant difference with 

an average cooling rate of 70.83 °C/s for GMAW and 50.01 °C/s for DCW-GMAW. The variance in 
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the signal may be caused by the temperature at the two locations being too close. To achieve more 

consistent measurements the temperature distribution captured from the infrared sensor must be 

improved. Applying filters and selecting the correct camera settings to reduce the influence of 

emissivity may result in more accurate temperature distribution measurements, to reduce the variance 

in the cooling rate calculation. The microstructures for each experiment are shown in Figure 6-40, 

which demonstrates that the different welding processes will lead to different microstructures which 

are corresponding to the differences in cooling rate. These microstructures as expected are ferritic with 

the DCW-GMAW showing a more refined microstructural pattern consistent with a higher cooling rate. 

Moreover, primary ferrite (PF(G)) fraction at the grain boundaries was reduced with is also consistent 

with an increase in cooling rate in DCW-GMAW [44]. 

 
Figure 6-40 a) Microstructure produced during GMAW with an average cooling rate of 70.83 

°C/s. b) Microstructure produced during DCW with an average cooling rate of 50.01 °C/s. The 

different cooling rates correspond to different microstructure and therefore, different material 

properties 

The images captured to predict the geometry of the process are shown in Figure 6-41. The arc is 

shown to have sufficient brightness to saturate both imaging sensors where the electrode interacts with 

the base metal. However, the weld bead is clearly visible with both sensors after the arc while the metal 

is still heated. Therefore, this location was monitored to estimate the width of the weld bead in real-

time, based on the size of the bead visible in the image and the position of the MOC sensor. This is 

similar in experimental setup to weld bead height measurement highlighted by Xia et al. [128]. 
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Figure 6-41 a) Images captured during GMAW with the infrared light sensor, since the arc is 

too bright at the melt pool, the geometry of the heat affected zone is more clearly visible 

approximately 10.21mm behind the arc. b) Images captured during GMAW with the visible 

light sensor, since the arc is too bright at the heat affected zone, the geometry of the heat 

affected zone is more clearly visible approximately 9.08mm behind the arc. 

To validate the geometry measurements, bead width was measured with the high-resolution images 

shown in Figure 6-42, where the scale of 6mm is shown in the bottom right. The scale is used to 

determine the width of the weld bead at all locations during the track. Moreover, since the frame rate 

of the camera and travelling speed are known the measured width can be synchronized to the 

corresponding real-time images at every time step. 

 
Figure 6-42 a) Aerial view of the weld bead produced during GMAW taken after the 

experiment to measure its width. b) Aerial view of the weld bead produced during DCW-

GMAW taken after the experiment to measure its width. 

At each time step, the width is predicted by projecting the view of the camera based on its position 

relative to the HAZ. The measured width is compared to the predicted width from the infrared images 

and vision images such as in Figure 6-41. The outliers in the geometry predictions are likely caused by 
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poorly optimized camera settings. Selecting more appropriate camera settings or changing the image 

processing may reduce the effect of these outliers and improve the geometry prediction. 

 
Figure 6-43 a) Comparison of measured and predicted width during GMAW. b) Comparison of 

measured and predicted width during DCW. Note that the blue line represents the measured 

width, orange line is the width prediction using infrared light, and green predictions are 

generated from visible light images. 

From the results presented here, it is clear that observing the melt pool with both visible and infrared 

camera sensors has the benefit of monitoring both the geometry (e.g. bead width) and cooling rate in 

real time. Vision camera sensors have a higher resolution which allows for more accurate geometry 

prediction, while the infrared camera can provide the temperature distribution of the HAZ which is 

used to predict the microstructure. Both sensors sharing the same field of view allows the system to be 

more compact, easy to set up, and ensures that the relative position to the arc is consistent throughout 

the track. 

These tests show the great potential to use simultaneous monitoring in both the IR and visible light 

spectrums to simultaneous monitor the geometry and cooling rate in real time. Though there is noise in 

the current signals, modifying the sensor settings and improving the image processing will reduce the 

noise and improve the real-time predictions. The results shown here are merely to provide some insights 

gained from recent work, and an indication of future directions viable in this field.   

6.4.2 Hybrid Laser Arc Welding Monitoring 

To validate the MOC sensor on different thermal processes, real-time cooling rate monitoring was 

performed on hybrid arc processes as well. These experiments were conducted with the setup described 

in Section 0 using 1.1 mm diameter copper coated MIG wire as the feedstock, added with a feed rate 

of 150 inches per minute (63.5 mm/s) with the other process parameters detailed in Table 6-8. The 
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voltage modes were run using preset parameters from the original equipment manufacturer (OEM) 

Lincoln Electric. Figure 6-44 demonstrates one frame captured during the Rapid Arc process described 

below to illustrate the quality of images captured with the MOC sensor. Just as in Section 6.1, the 

visible-light image is used to estimate the temperature distribution to calculate the cooling rate.  

Table 6-8 Hybrid arc welding process parameters 

Laser Power Voltage Voltage Mode Scanning Speed 
Average Cooling 

Rate 

4 kW 12 V Pulse 4.23 mm/s 77.8 

0 kW 12 V Constant 6.35 mm/s 147.1 

2 kW 12 V Constant 6.35 mm/s 133.9 

2 kW 20 V Low Fume Pulse 8.47 mm/s 206.0 

2 kW 20 V Rapid Arc 8.47 mm/s 201.5 

 
Figure 6-44 Visible-light image captured during Rapid Arc hybrid welding 

    The average cooling rate of each experiment is noted in Table 6-8, while the real-time cooling rate 

is graphed in Figure 6-45. The length of each track is determined by setting a start and end position 

before deposition, resulting in a different length for each track. Therefore, the length of each track is 

omitted from the below diagram. The calculated cooling rate is within the range of cooling rates 

observed for stainless steel in Section 6.1.2, which is to be expected since the feedstock wire is an iron-

based alloy as well. Analyzing the average cooling rate shows that experiments which feature more 

input energy have a lower average cooling rate, which is reasonable because the added energy will pre-

heat the material and reduce the efficiency of heat conduction away from the melt pool. Additionally, 

since the cooling rate calculation is localized, the added heat to the melt pool would increase the 

solidification time, which also contributes to the higher cooling rate calculation. Since the cooling rate 
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was shown to correlate to material properties in Section 6.3.1, the MOC sensor appears to be sufficient 

in monitoring the material properties of GMAW and hybrid processes, in addition to LDED. 

 
Figure 6-45 Real-time cooling rate of hybrid welding 

6.5 Summary 

This chapter describes how the temperature measurements captured from the MOC sensor were used 

to calculate thermal dynamics, namely the heating and cooling rates. Moreover, experiments were 

conducted featuring these measurements captured in real time and the corresponding microstructure 

and material properties of both 431 stainless steel and Inconel 625. These experiments were conducted 

with iron-based and nickel-based alloys to demonstrate that the methodology is general enough to work 

with materials that have different properties. Furthermore, since the temperatures used in these 

calculations were based on the predictions outlined in Section 4.2, it was shown that these temperature 

predictions are suitable for real-time microstructure measurements in thermal processes. 

Real-time measurements are critical for control algorithms; hence, it was shown that these 

measurements are sufficient to be used with PI controllers to correct deviations in LAM and LHT. SISO 

control has been achieved with measurements from the MOC sensor, where the cooling rate was 

controlled in LHT by adjusting the scanning speed to correct for the accumulated heat effect. During 

LAM, a PI controller was used to correct the height calculated with the MOC sensor by adjusting the 
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scanning speed. In both examples, step and ramp input laser profiles were implemented during the track 

to validate the effectiveness at compensating for process disturbances. It was found that the PI 

controllers could correct these disturbances by adjusting the scanning speed to keep the controlled 

variable at the set point. Moreover, the height prediction CNN was also demonstrated to be robust 

enough to monitor different part geometry and materials while computing each step at an average time 

of 12 ms. 

Finally, this chapter demonstrated the versatility of the MOC sensor, by showing real-time 

measurements captured in GMAW. Thus, the objective to create a monitoring system that can be used 

on a variety of thermal processes has been achieved in this work. The MOC sensor was used to monitor 

data during LAM, LHT, GMAW, and hybrid (laser and arc) welding processes. During GMAW, the 

cooling rate was calculated, and the geometry was monitored in the form of width measurements, which 

is critical to ensure the quality of the weld bead. Cooling rate calculations were also conducted with 

hybrid welding using various voltage parameters to further demonstrate the versatility of the MOC 

sensor’s measurements.  
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Chapter 7 

Conclusions and Future Work 

7.1 Conclusions 

In this research, a monitoring system capable of estimating geometry and material properties during 

thermal processes was developed. Conclusions and contributions of this work are summarized in the 

following:  

• The MOC sensor was developed to be used as a monitoring system for various thermal 

processes and materials. The unit features a visible light and IR camera sensors to capture high 

resolution images for geometry predictions and the temperature distributions for material 

properties prediction. The system was designed with a single optical path to ensure the images 

of both sensors are comparable and is especially made for the conditions of thermal processes 

with considerations for the relevant hazards and process conditions. 

• In single-track experiments, it has been shown that the height and width of the deposition can 

be monitored by estimating the shape of the clad. Assuming that the cross-section of the melt 

pool has a circular shape, the height and width of the clad can be estimated from the captured 

images. 

• ML has been implemented to predict the height and width of the deposition in LDED. Since 

the appearance of the melt pool is influenced by the geometry of previous layers, it is complex 

to assume the shape of the melt pool in these cases. Hence, ML was utilized to predict the 

height and width of the deposition without prior knowledge of the general shape of the 

deposition. This algorithm has been shown to predict the height with a MAPE of 12.4%. 

Moreover, this allows for geometric defects to be detected. 

• A more cost-effective version of the MOC sensor was created by replacing the IR camera 

sensor with a pyrometer. It has been shown that visible light images can be augmented with 

pyrometer measurements to estimate the temperature distribution of the HAZ. Initially, it was 

shown that visible light images and gradient boosted trees could be used to calculate the 

approximate temperature around the heat affected zone. Simultaneously, a pyrometer was used 

to determine the peak temperature at the middle of the melt pool. Finally, a model based on the 
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generalized heat conduction equation was used to calculate the intermediate temperatures to 

estimate the distribution over the entire HAZ. 

• Utilizing Planck’s law allows for the vision camera to estimate the temperature distribution of 

the HAZ. This improves the temperature prediction by removing the need to have process 

simplifications when using the generalized heat conduction thermal model. Moreover, this 

allows the temperature predictions to be invariant to the energy source and material properties, 

where these parameters were essential in the model-based approach. 

• Visible light-based temperature predictions were then further optimized by using calibrated 

pyrometer measurements to tune the emissivity of the thermal distribution. Comparing the 

estimated temperature distribution to the corresponding pyrometer measurement allows for 

emissivity to be calculated from the difference to improve the accuracy of the prediction. 

• It has been shown that monitoring thermal dynamics with this system is sufficient in estimating 

the material properties of the final products. Therefore, this tool can be used to indirectly 

monitor and eventually control material properties for more consistent products built with 

thermal processes. 

• The measurements from the MOC sensor have been used in conjunction with a PI controller to 

validate that the system can be used for closed loop control. The potential for integration with 

a control algorithm is significant since it allows for the opportunity to be used in correcting 

errors and not just in error detection. 

• It has been shown that monitoring can be utilized with multiple different materials. With 

geometry and thermal dynamics monitored with different steel and nickel-based alloys. 

Moreover, the form factor of the feedstock was changed with different experiments, having 

both powder-fed and wire-fed processes monitored in this research. This shows the potential to 

address one of the major objectives of this research which is to develop the monitor system to 

be invariant to the feedstock material. 

• Monitoring has been implemented in LHT, LDED, and GMAW, which demonstrates the 

flexibility of using this research to monitor multiple thermal processes. This shows the potential 

to address one of the major objectives of this research which is to develop the monitor system 

to be invariant to the energy source.  
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In summary, through theoretical and experimental studies, a robust monitoring system was developed 

with the capability of estimating geometry of different tool paths for different materials and processes. 

Moreover, the material properties are estimated in real-time by analyzing thermal dynamics of the HAZ. 

Thermal dynamics can also be predicted in a more cost-effective way by augmenting visible light 

images with pyrometry measurements. Finally, these measurements can be used with control to 

improve the consistency of parts produced through thermal processes. 

7.2 Future Work 

In order to improve the performance and capabilities of monitoring system described in this work, the 

following suggestions are provided to advance this research: 

• It has been shown that geometry and material properties can be monitored with 431 stainless 

steel powder, 316L stainless steel powder, and Inconel 625 powder. As well as steel wire 

and in both laser process and arc welding. However, other commonly used materials and 

processes can be explored to further optimize the measurement algorithms and improve the 

robustness of the MOC sensor. Different variations of AM and welding can be explored as 

well to prove the robustness of the system devised in this work. 

• Currently, the cooling rate has been studied to determine the material properties of the final 

product. However, since the temperature distribution of a large region of the HAZ is 

measured, other thermal dynamics can be measured. Average thermal gradient and heating 

rate may have significant correlation to the material properties and can be used in addition 

to or instead of the cooling rate calculations. 

• Literature has shown that images have been used with ML to predict porosity in thermal 

processes. Since this research has already extensively discussed the use of imaging to extract 

features and ML to augment those measurements, there is room to use this combination for 

porosity measurements. Other defects may be detectable using this combination of sensors 

as well. ML algorithms can also be improved by utilizing other features in their models, such 

as material properties, input energy, and powder feed rate. This additional process insight 

may improve the ML predictions or allow for other features to be predicted in real time. 

Investigating the performance in a higher domain shift and ensuring training is appropriate 

would also improve the implementation of ML in this work. 
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• The temperature of the HAZ is directly related to the intensity of light it radiates, which 

allows the temperature to be monitored with imaging. One of the benefits of using a visible 

light sensor for temperature measurements is the ability to change the camera settings 

allowing for variable image quality. Therefore, it may be possible to adjust the exposure time 

to change the temperature range that can be predicted with the visible light camera. However, 

a different validation tool would need to be implemented than the IR camera used in this 

work. Moreover, having a pyrometer positioned at the center of the melt pool and a CMOS 

camera capturing the entire HAZ may allow for emissivity invariant temperatures to be 

measured at the center of the melt pool. With both the pyrometer and CMOS camera 

capturing intensity of the center of the melt pool at different wavelengths the temperature 

can be estimated based on the ratio of light intensity. This measurement would be invariant 

to emissivity and the surrounding temperatures may be estimated based on the center 

temperature and intensity of the CMOS image, as outlined in this work. 
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