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Abstract

This thesis seeks to develop a general method for solving so-called quantum realizability
problems, which are questions of the following form: under which conditions does there exist
a quantum state exhibiting a given collection of properties? The approach adopted by this
thesis is to utilize mathematical techniques previously developed for the related problem
of property estimation which is concerned with learning or estimating the properties of an
unknown quantum state. Our primary result is to recognize a correspondence between (i)
property values which are realized by some quantum state, and (ii) property values which
are occasionally produced as estimates of a generic quantum state.

In Chapter 3, we review the concepts of stability and norm minimization from geometric
invariant theory and non-commutative optimization theory for the purposes of characterizing
the flow of a quantum state under the action of a reductive group. In particular, we discover
that most properties of quantum states are related to the gradient of this flow, also known
as the moment map. Afterwards, Chapter 4 demonstrates how to estimate the value of the
moment map of a quantum state by performing a covariant quantum measurement on a large
number of identical copies of the quantum state. These measurement schemes for estimating
the moment map of a quantum state arise naturally from the decomposition of a large tensor-
power representation into its irreducible sub-representations. Then, in Chapter 5, we prove
an exact correspondence between the realizability of a moment map value on one hand and
the asymptotic likelihood it is produced as an estimate on the other hand. In particular, by
composing these estimation schemes, we derive necessary and sufficient conditions for the
existence of a quantum state jointly realizing any finite collection of moment maps.

Finally, in Chapter 6 we apply these techniques to the quantum marginals problem which
aims to characterize precisely the relationships between the marginal density operators de-
scribing the various subsystems of a composite quantum system. We make progress toward
an analytic solution to the quantum marginals problem by deriving a complete hierarchy of
necessary inequality constraints.

iv



Acknowledgements

First I must thank my supervisor Robert Spekkens for his sustained support and patience.
Without reservation, Rob generously shared with me his time, knowledge and insight, and
for that I am truly indebted. I am thankful for Rob’s courage in gifting me with the freedom
to develop my own intuitions, pursue my own research ambitions and thus grow as an
independent researcher. It has been a privilege to work at the Perimeter Institute in Rob’s
research group.

Over the course of my time as a student of mathematics and physics, I had the tremendous
pleasure to meet and share ideas with a bounty of bright individuals. Foremost amoung them
is my colleague and dear friend Jack Davis. The discussions and adventures I have shared
with Jack have been invigorating and memorable. His influence on my approach to physics
and life is immeasurable. I also must express my graditude to Tomáš Gonda for his spiritual
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Chapter 1

Introduction

When provided with a description of some physical system, often called a model or a state,
together with a specified measurement or experiment to be performed upon that system,
the problem of predicting the result of that experiment is known as the forward problem.
The inverse problem, on the other hand, is to calculate or reconstruct, from the results of
the experiment, a description of the physical system that was measured. In either case, a
fundamental challenge to overcome is the universal fact that descriptions of physical systems
must, for both practical and fundamental reasons, be considered incomplete.

Within the context of quantum theory, a quantum state is a mathematical object which
encodes information about a system that is deemed sufficient to make predictions about
the statistical behaviour of any hypothetical experiment. Nevertheless, there are numerous
applications of quantum theory wherein only a fraction of this information is available or
actually required. In these situations, it oftens becomes computationally and conceptually
useful to derive or construct an effective theory which is merely concerned with the features
or properties of the quantum state that are relavent for the particular context, together with
a characterization of the relationships or constraints satisfied by those properties.

The purpose of this thesis is to describe a particular strategy for understanding the re-
lationships between the various properties of a quantum state that is based upon insights
from the representation theory of groups for the purposes of tomography and property es-
timatation. It will be shown that this technique asymptotically decides whether or not a
given collection of property values can be realized by any quantum state, and moreover,
can be used to approximately determine what proportion of quantum states exhibits those
property values. Although this approach is asymptotic in nature, meaning it only provides
an approximate understanding which becomes exact in the appropriate limiting cases, it is
rather universal in that it applies to a large class of properties that might be of interest.

To begin, Section 1.1 considers the subject of quantum tomography which seeks to learn
or estimate the properties of an unknown quantum state by performing a collective mea-
surement on many identical copies of that state. In particular, we emphasize the role played
by the representation theory of groups in the construction of quantum measurements whose
outcomes correspond to estimates of the invariant and covariant properties of the quantum
states they are performed on.

In Section 1.2, we turn our attention to the relational point of view which aims to
understand how the various properties of a quantum system relate to one another. Our
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primary focus is on the question of realizability which asks: given a finite collection of
properties, which values for those properties can be jointly realized by some quantum state?
In Section 1.2, we will briefly review a handful of problems in quantum information theory
which can be formulated as questions of this form, which we refer to as quantum realizability
problems.

The objective of this thesis, in the end, is to develop a method for solving quantum real-
izability problems by using insights from the theory of quantum tomography. In Section 1.3,
the overall structure of the thesis is outlined, along with a brief summary of the contents of
each chapter. Finally, Section 1.4 concludes with a demonstration of the central themes of
the thesis through the lense of a simple toy example.

1.1 Quantum estimation theory

A fundamental task in quantum information theory, referred to as quantum tomography,
is determination of the state or characteristics of a quantum system by means of repeated
experimentation [PR04; Hol11]. Following the foundational papers of Fano [Fan57], Hel-
strom [Hel69] and Vogel and Risken [VR89], the general paradigm is to consider the in-
dependent preparation of n identical copies of a quantum state along with a strategically
designed measurement procedure whose outcomes can then be used to produce an estimate
for either the values of some of its properties [Hol78], or more generally, the identity of the
entire quantum state [DPS03].

Generally speaking, there exists a myriad of factors one might wish to optimize for in the
context of quantum tomography, including various measures of estimation error [AKG19],
the number of copies needed to achieve a certain threshold of accuracy [MP95; Haa+16], the
optimal estimate for fixed finite n [MP95], the adaptability of a measurement scheme to pre-
vious data [Str16], the finiteness of measurement outcomes [DBE98], and/or the asymptotics
as n tends to infinity [Hay05; GM05; Key06].

Once a measurement protocol has been selected and performed, there are a variety of
strategies for converting the obtained measurement data into an estimate for identity of
the state that was measured, each of which exhibits its own advantages and disadvantages.
If the performed measurements are sufficiently varied as to form an operator basis for the
Hilbert space of the system, then the measurements are said to be tomographically complete,
and furthermore, it becomes possible to derive an estimate for the identity of the quantum
state from the empirical probabilities obtained by a process of linear inversion of the Born
rule. One of the major drawbacks of the linear inversion method is that the resulting matrix
need not be a valid quantum state; in particular, it may have negative eigenvalues and
thus may assign, via the Born rule, negative probabilities to future measurement events.
A particularly popular method which seeks to avoid the problem of negative eigenvalues
is known as maximum likelihood estimation. The principle underlying maximum likelihood
estimation is simply that the best estimate for the identity of an unknown quantum state
should be one which maximizes the probability of the observed measurement data [Hra97;
Hra+04]. Although the method of maximum likelihood estimation always produces a positive
semidefinite matrix as an estimate, it typically yields matrices which are rank-deficient in
the sense that they assign zero probability to certain unobserved events; as Blume-Kohout
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accurately argues, such a conclusion is theoretically unjustifiable after a finite number of
trials [Blu10].

To avoid both the problems of negative and zero eigenvalues, one turns their attention
to the Bayesian methods of quantum state estimation. The Bayesian approach to quantum
state estimation seeks to determine an a posteriori belief about the identity of the quantum
state based upon (i) statistical data obtained from a macroscopic measurement apparatus,
and (ii) an a priori belief about the identity of the quantum state being measured [Hel69;
Hol11; SBC01; Jon91; Buž+98]. In addition to the avoidance of zero and negative eigenval-
ues, the Bayesian approach to quantum tomography enables one to make statements about
confidence regions [CR12]. There are at least two issues that emerge when incorporating
prior knowledge about the identity of the quantum state in the context of quantum to-
mography. The first issue concerns the selection of a prior measure, while the second issue
concerns the interpretation of the notion of an “unknown” quantum state.

Over the years, a number of principles have been developed for the purposes of determin-
ing a prior measure, from Laplace’s principle of indifference which seeks to identify priors
which are considered, in some sense, uniform [Jef98] and later the principle of invariant
priors which proposes the invariance of a prior under the action of a group of symmetries as
a formalization of the notion of uniformity [Jon91; Har64; Jef98]. In the context of quantum
theory, there are at least two cases to consider when selecting a prior measure over the space
of states. If the state space is taken to be a homogeneous manifold upon which a compact
group acts transitively, such as a finite-dimensional complex projective space equipped with
a unitary group action, then the associated Haar measure, up to normalization, serves as
the unambiguous invariant prior measure [Jon91; hai33]. On the other hand, when the state
space is taken to include density operators, there exists no obvious symmetry group from
which an invariant prior can be derived, and thus the treatment of the state space as a com-
pact metric space permits an alternative notion of uniformity of the prior [Zyc+98; Bur69].
Alternatively, by appealing to the so-called purification postulate, one can propose priors
over the space of density operators which are induced from priors over their purifications
which are invariant with respect to the unambiguous Haar measure [Buž+98; TV99; ZS01].

Once a suitable prior has been chosen, there still remains an issue of interpretation; from
the epistemological point of view that a quantum state is a description of an agent’s knowl-
edge or belief about the outcomes of future measurement, the notion of taking many copies
of an “unknown” quantum state becomes oxymoronic [CFS02]. Fortunately, this concep-
tual issue is satisfactorily resolved by quantum generalizations of de Finetti’s theorem from
probability theory [FGP21]. While there are numerous de Finetti-type theorems in quantum
theory [HM76; CFS02; KR05; Chr+07; Mit07; Chi10; LW17] their unifying characteristic is
to build a formal bridge between (i) the operational notion of exchangability or symmetry of
an ensemble of states or measurements, and (ii) the algebraic notions of independence and
convexity. More generally, quantum de Finetti theorems serve as the basis for a quantum
theory of Bayesian inference [SBC01].

In practice, however, the number of measurements required to perform full quantum
state tomography becomes unfeasible for large quantum systems [Aar07; Aar18; CW20].
In addition, in many contexts, one is merely interested in determining those properties of
the quantum system which are functions of local, few-body observables [CW20; BBO20;
ZRM21], or in certifying whether or not the unknown quantum state satisfies a particular
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condition [MW13]. Consequently, a full reconstruction of the quantum state is often both
unfeasible and unnecessary, and thus one seeks alternative measurement schemes which are
optimized to produce only the information that is required [Bra+17; Aar18].

For example, suppose one is not interested in estimating the eigenvalues of an unknown
quantum state, but merely its spectrum of eigenvalues. In 2001, Keyl and Werner demon-
strated how the spectrum of a quantum state could be estimated from a projective mea-
surement of a large number of copies of an unknown quantum state without knowing its
corresponding eigenvectors [KW01]. Moreover, the authors demonstrated, for any given un-
known state, the corresponding distribution of estimates satisfies the large deviations princi-
ple which quantifies the asymptotic rate of decay of the probabilities of incorrect estimates.
In fact, Keyl and Werner’s paper on the topic of spectral estimation was perhaps the earliest
and largest influence on the philosophical and technical ideas underlying this thesis. Beyond
the obvious proposal of a projective measurement scheme for estimating the spectrum of a
quantum state, Keyl and Werner’s result can also be understood as establishing a strong
connection between the spectrum of a single quantum state and permutational symmetry
on its many copies.1In recent years, this strong connection between spectra and permuta-
tional symmetry has been firmly established as a powerful theoretical tool. In particular,
inequalities constraining the distribution of von Neumann entropies of a multipartite quan-
tum state can be derived from corresponding constraints on the distribution of permutational
symmetry [CM06; CŞW18].2

A few years later, Keyl generalized his large deviations approach to spectral estimation
to the topic of full quantum state estimation [Key06; OW16]. Since then, these insights
have been generalized further by Botero, Christandl, and Vrana [BCV21] and Franks and
Walter [FW20] to consider the problem of estimating the moment map of an unknown
quantum state. Loosely speaking, given a non-compact continuous Lie group, G, and a
representation, pΦ,Hq, of that group acting on a Hilbert space H, the moment map evaluated
on a quantum state is a measure of how the norm of the state changes under the infinitesimal
action of the group G. In particular, the moment map of a quantum state is simply its
assignment of expectation values to the Hermitian observables in the Lie algebra of G. From
this perspective, the problem of estimating the moment map of an unknown quantum state,
with respect to a given representation, is a generalization of the problem of full quantum state
estimation. In Refs. [BCV21; FW20], it was shown how to the moment map of an unknown
quantum state, with respect to a fixed representation, could be estimated by performing a
covariant measurement on n identical copies of that quantum state (in essentially the same
spirit as Refs. [Chi10; Hol78; Mar12]). In particular, these measurement schemes emerge
naturally from considering the nth tensor power representation along with its decomposition
into its irreducible subrepresentations.

In general, the study of group actions on vector spaces, or more generally algebraic va-

1If the connection between spectra and permutational symmetry seems surprising, notice that the purity,
Trpρ2q, of a density matrix, ρ, (interpreted as a measure of concentration of a spectrum), is equivalent to
a two-copy expectation value, TrpXswapρ

b2q, where Xswap is the operator which acts to permute the two
copies of the underlying Hilbert space.

2This correspondence between quantum entropic inequalities on one hand and representation theoretic
inequalities on the other can be seen as a quantum analogue of the seminal work of Chan and Yeung on the
correspondence between Shannon inequalities and finite group inequalities [CY02] (see also [LC07]).
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rieties, is the subject of geometric invariant theory [Woo10; Wal17; MN84; KN79; MFK94].
The connection between maximum likelihood estimation and concepts of stability from geo-
metric invariant theory, has been previously developed by Améndola et al. for both Gaussian
graphical models [Amé+21a] and discrete probabilistic models [Amé+21b]. Also note that
techniques from geometric invariant theory have also been applied to related topics in quan-
tum information theory including multipartite entanglement classification [Wal+13; Wer18;
BRV18], canonical forms of tensor networks states [Acu+22], and quantum generalizations
of the famous Brascamp-Lieb inequalities [BSW23; Gar+17; Ben+08].

1.2 Quantum realizability problems

A quantum realizability3 problem refers to any decision problem which aims to determine
whether or not there exists a quantum state which can simultaneously satisfy a given col-
lection of constraints. Throughout this thesis, we have elected to conceptualize these con-
straints as describing potential properties a quantum state may or may not possess, and as
such, a quantum realizability problem aims to characterize the relationships holding between
the properties of quantum states. Furthermore, different examples of quantum realizability
properties can be classified by considering the different collections of properties they per-
tain to. For the purposes of concreteness, next we endeavour to describe a small handful of
motivating examples of quantum realizability problems.

Uncertainty relations: First and foremost, there exists a general class of quantum
realizability problems which can be understood as a quantum generalization4 of the multi-
variate moment problem which aims to characterize the relationships between the various
statistical moments of multivariate probability distribution [KS13; Sto13]. For instance, as
a special case, Heisenberg’s famous uncertainty relation holding between the variances asso-
ciated to measurements of position and momentum observables [WZ14] can be understood
as a necessary condition for the realizability for given values of variances for position and
momentum. Similarly, Robertson’s uncertainty relation [Rob29], and later Schrödinger’s
improvement [AB99] can be understood as necessary conditions for the realizability of a
given collection of uncertainties and expectation values for a pair of observables and their
commutators. Furthermore, if all of the properties under consideration are the variances (or
equivalently uncertainties) associated to a given collection of observables, then the associ-
ated region of realizable uncertainties is known as the uncertainty region [Abb+16; BR19;
Zha+22].

Entanglement: In the study of quantum entanglement, there are a few decision prob-
lems which may be interpreted as examples of quantum realizability problems. First, consider
the problem of deciding whether or not a given bipartite quantum state is separable or en-
tangled, which was shown to be an NP-hard problem by Gurvits [Gur04]. Although the

3Note the particular choice to use the adjectives “realizable” and “unrealizable” throughout this
is merely our convention. Indeed, other authors have chosen alternative qualifying words, such
as admissible/inadmissible, feasible/unfeasible, satisfiable/unsatisfiable, consistent/inconsistent, compati-
ble/incompatible, or representable/unrepresentable.

4Here we are not referring to the seemingly related notion of a “quantum moment problem” as defined
by [DPS04], but instead to realizability problems involving properties, and thus constraints, which are
potentially polynomial functions of the underlying quantum state.
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separability problem is not an example of a quantum realizability problem, it is related to
an instance of a quantum realizability problem known as the symmetric extension prob-
lem [Che+14]. Given a positive integer k and bipartite quantum state ρAB, a pk` 1q-partite
quantum state, σAB1¨¨¨Bk , is said to be a k-symmetric extension of ρAB if it is (i) invariant
under any permutation of k subsystems labelled by B, and (ii) satisfies σAB1 “ ρAB. It can
be shown that a bipartite quantum state is separable if and only if it admits of a symmet-
ric extension for all positive integers k [DPS04]. From this perspective, any technique for
verifying the non-existence of a symmetric extension can be used to verify the presence of
bipartite entanglement.

A second example of a quantum realizability problem relating to entanglement is con-
cerned with the existence of special quantum states which have the property of being ab-
solutely maximally entangled [Hub17; Sco04; HC13]. A pure quantum state of n-qudits
has the property of being m-uniform if all of its m-partite reduced states are maximally
mixed. Furthermore, an m-uniform state is said to have the property of being absolutely
maximally entangled whenever m “ tn{2u. For example, the two-qubit Bell-states are ab-
solutely maximally entangled for n “ 2 and d “ 2. The problem of deciding whether an
absolutely maximally entangled state exists, for a given dimension d and number of qudits
n, is thus an example of a quantum realizability problem. The existence of absolutely max-
imally entangled states is known to be directly related to the existence of quantum error
correcting codes [Hub17; Sco04; Yu+21] as well as quantum secret-sharing schemes [HC13].
Unfortunately, despite recent progress concerning small dimensions and/or small numbers
of qudits [HGS17; GW10], the existence of absolutely maximally entangled states, in full
generality, remains an open problem.

Distributed quantum entropies: Another example of a quantum realizability prob-
lem is concerned with the allocation or distribution of von Neumann entropy throughout
composite quantum systems [Pip03; LW05; Maj18]. Recall that the von Neumann entropy
of a density operator, originally introduced in 1927 by von Neumann [Weh78; BŻ17], can
be interpreted as a kind of quantum analogue to Gibb’s entropy from statistical mechanics
or Shannon’s entropy from communication theory. Furthermore, Shannon’s entropy, using
Shannon’s noiseless source coding theorem from communications theory, serves as a measure
of the fundamental limit to data compressibility and thus as a measure of intrinsic infor-
mation content [Sha48]. That there happens to be universal constraints on arrangement of
entropies in composite systems, such as positivity, subadditivity, strong subadditivity and
weak montonicity [AL70], is well-known [Pip03; Maj18; Pet03]. The particular problem of
deciding which allocations of von Neumann entropy are realizable by a quantum state is
therefore an example of a quantum realizability problem wherein the realizable region, or
rather its topological closure, is known to be a convex cone called the entropy cone [Pip03].
Nevertheless, despite being an active research question [Pip03; Kim20; Hay+04; Rus07] with
many recent breakthroughs [LW05; Cad+14; CDW23], the joint realizability of a given col-
lection of von Neumann entropies and their inequalities for n-partite quantum systems when
n ě 4 remains an unresolved problem and a major open problem in quantum information
theory.

Quantum marginal problems: The quantum marginal problem is the quantum ana-
logue of a problem from probability theory, called the classical marginal problem. The clas-
sical marginal problem aims to characterize the relationships between the various marginal
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distributions of a multivariate probability measure [FC12; Vor62; Mal88], and is intimately
related to the derivation of entropic inequalities, obstructions in sheaf theory, and causal
modelling [FC12; LSW11; AB11; FW18]. One of the earliest incarnations of the quantum
marginal problem dates back to the late 1950s and early 1960s when, for the purposes of
simplifying calculations of atomic and molecular structure, quantum chemists became inter-
ested in characterizing the possible reduced density matrices of a system of N interacting
fermions [Cou60; Col63]. This version of the problem, known as the N -representability
problem, has a long history [CY00; Col01; LTC+13; BD72; Rus07; Kly09] that continues to
evolve [Maz12b; Maz12a; Kly06; Cas+21]. The quantum marginal problem aims to deter-
mine which collections of marginal quantum states, describing the configurations of differing
quantum subsystems, can be understood as arising from some joint quantum state, describ-
ing the whole quantum system [TV15; Kla17; Hub17]. Variations of the quantum marginal
problem arise when additional restrictions are placed on the form of the joint quantum
state, e.g., by requiring the joint state to be fermionic [CY00; SGC13], bosonic [WMN10],
Gaussian [Eis+08; Vla15], separable [NBA21], or having symmetric eigenvectors [AFT20].
In general, the quantum marginal problem has been shown to be a QMA-complete prob-
lem [Liu06; LCV07; WMN10; Boo12]. Using insights from representation theory and geomet-
ric invariant theory [BS00; Hec82], in the mid 2000s, Klyachko and Shumovsky completely
solved the quantum marginal problem for disjoint subsystems [Kly04; KS06], which general-
ized earlier solutions for the case of a small number of low-dimensional subsystems [HSS03;
Hig03; Bra03]. In particular, it was shown that the space of possible single-body quantum
marginals, which depends only on the single-body spectra, forms a convex polytope, and
thus is characterized by a finite set of linear inequality constraints. By comparison, when
the quantum marginals pertain to overlapping subsystems, existing results are comparatively
more sporadic and typically weaker, being only applicable to low-dimensional systems, small
numbers of parties, or only yielding necessary but insufficient constraints [Che+14; CLL13;
BSS06; Hal07; Che+16; CŞW18; DLN20]. Nevertheless, numerical methods for fully solv-
ing the general quantum marginal problem exist in the form of hierarchies of semidefinite
programs [Yu+21], from which unrealizability witnesses can be extracted [Hal07].

Methods: Depending on the algebraic nature of the constraints under consideration,
there are a number of different techniques which may be used to solve a given quantum
realizability problem. For instance, semidefinite programming techniques can be readily be
used to solve quantum realizability problems that pertain to quantum states described by
a finite-dimensional density matrix subject to equality or inequality constraints which are
linear functions of the candidate density operator [VB96]. Moreover, when the properties
under consideration are polynomial functions of the underlying quantum state, it remains
possible to construct a hierarchy of semidefinite programs problems which can approximately
solve realizability problems which converge in some limit [BKM21; LGG21; LG22; NPA08].
Furthermore, when the properties under consideration are polynomial functions, techniques
from computational algebraic geometry [CLO13] for performing non-linear quantifier elimi-
nation, such as cylindrical algebraic decomposition [Jir95], can, at least in principle, be used
to analytically solve a given quantum realizability problem.

Alternatively, one can seek to characterize the relationships between properties of quan-
tum states by probabilistic means; given a prior probability distribution over the space of
quantum states, one can seek to derive the induced probability distribution over the space of
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property values. This approach has been adopted for the purposes of characterizing the in-
duced distribution of entanglement entropies of a bipartite pure state [Pag93], of expectation
values of a single observable [VZ13], of expectation values of multiple observables [Zha+22;
GŻ13], of the reduced states of a bipartite pure state [ZS01], of eigenvalues of the one-
body reduced states of a multipartite state [Chr+14] and of the marginals of a multipartite
state [DLN20].

The purpose of this thesis is to explore an alternative method for tackling quantum re-
alizability problems based upon the theory of property estimation outlined in Section 1.1.
When the dimension of the Hilbert space is known and fixed, this method produces asymp-
totic conditions which are necessary and sufficient for the realizability of a given collection
of properties of quantum states. Our primary application of this method is to the quantum
marginal problem, where, in Chapter 6, we derive necessary and sufficient conditions for
the realizability of any finite collection of candidate marginal quantum states. Although the
evaluation of these conditions proves to be computationally challenging in general, it is our
hope that, by building a conceptual bridge between property estimation theory and property
realizability, future research will produce stronger and more tractable conditions.

1.3 Organization

The chapters of this thesis are largely intended to be read in chronological order as each
chapter builds upon the insights gained from the previous chapter. The only two exceptions
to this pattern are Chapter 2, which provides some mathematical background, and Chapter 6,
which constitutes a standalone paper.

• (Chapter 2) Preliminaries: As this thesis relies heavily on the representation the-
ory of finite-dimensional groups from the perspective of quantum theory and quantum
measurements, we have elected to include a preliminary section to review the topics of
measure theory, quantum theory, group theory and representation theory. Our presen-
tation of representation theory focuses on the highest weight classifications of complex
semisimple Lie algebras, compact connected Lie groups and their complexifications
with the textbook by Hall as the main reference [Hal15]. Readers already familiar
with these topics who wish to skip this preliminary chapter are encouraged to review
a summary of our notational conventions in Section 2.5.

• (Chapter 3) Non-commutative optimization: This chapter is concerned with the
geometric and algebraic aspects of the orbit of a vector under the action of group rep-
resentation. Here we review the concepts of stability, capacity and norm minimization
as well as the Kempf-Ness theorem which provides a deep connection between extremal
surfaces of an orbit and the vanishing of the generalized gradient known as the moment
map. The key result of this chapter is the strong duality theorem (Theorem 3.3.20)
due to Franks and Walter [FW20], which, in later chapters, becomes the foundation for
characterizing the asymptotic probabilities of quantum measurements applied to large
ensembles of identical quantum states. The contents of this chapter are based partially
on (i) the non-algorithmic aspects of the theory of non-commutative optimization due
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to Bürgisser et al. [Bür+19], and (ii) the proof and interpretation of the strong duality
result as a semiclassical limit due to Franks and Walter [FW20].

• (Chapter 4) Estimation theory: In this chapter we turn our attention to the topic of
estimating various properties of quantum states. Given a fixed group representation, it
is shown that its decomposition into irreducible subrepresentations naturally generates
a covariant measurement which can be used to extract information about the covariant
properties of the states they are applied to. In particular, by suitably deforming the
strong duality result from Chapter 3, it is shown how the moment map of quantum state
can be estimated by performing these representation-induced covariant measurements
on a large number of independent copies of the state. As a special case, we recover
the quantum state estimation result due to Keyl and Werner [KW01]. The contents of
this chapter are based heavily on the works of Franks and Walter [FW20] and Botero,
Christandl, and Vrana [BCV21].

• (Chapter 5) Realizability: The purpose of this chapter is to explore the connection
between estimating the properties of a quantum state and determining the relationship
between them. As such, this chapter relies on the moment map estimation result from
Chapter 4, especially the deformed strong duality result encountered in Section 4.3.
Our observation and guiding intuition is simple; a collection of candidate property
values is realizable by some quantum state if and only if a random quantum state
occasionally behaves as if it has those properties. From this principle, we recover
the well-known result that the set of moment map values which can be realized by
some quantum state forms a convex polytope known as the moment polytope. In
addition, we apply this principle to obtain an asymptotic characterization of the jointly
realizable region for a finite collection of moment maps, and demonstrate its potential
applicability to a few open questions in quantum theory. The contents of this chapter
represent partial progress toward generalizing the key ideas from Chapter 6, and are
unpublished.

• (Chapter 6) Quantum marginal problems: This chapter is based entirely on the
contents of my most recent paper, which makes partial progress on the aforementioned
quantum marginal problem [Fra22]. As such, none of the previous chapters serve as
prerequisites. Using simple principles of symmetry and operator positivity, we manage
to derive a countable family of inequalities, each of which is necessarily satisfied by
any realizable collection of quantum marginals. Additionally, we prove the sufficiency
of this family of inequalities: every unrealizable collection of quantum marginals will
violate at least one inequality belonging to the family.

1.4 A toy example

Here we present a toy example of a quantum realizability problem pertaining to a two-level
quantum system, otherwise known as a qubit. Although this toy example admits of a rather
straightforward solution, its purpose is to illustrate the variety of different approaches one
might take in a more complicated scenario. Recall that a pure qubit quantum state, ψ, can
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be faithfully described by,

|ψy “ cos

ˆ

θ

2

˙

|0y ` eiϕ sin

ˆ

θ

2

˙

|1y , (1.4.1)

for some θ P r0, πq and ϕ P r0, 2πq, or equivalently by a triple of coordinates, px, y, zq P R3,
lying on the surface of the Bloch sphere subject to the constraint x2 `y2 `z2 “ 1. Moreover,
the triple of coordinates px, y, zq which describe the state ψ correspond precisely to the triple
of expectation values pxXyψ , xY yψ , xZyψq where the observables X, Y and Z are the familiar
Pauli matrices.

Now suppose, for the sake of exploring a toy problem, that one is interested in charac-
terizing the relationship between just two of these observables, say the expectation values of
X and Z. For the sake of notational convenience, consider three functions, eX , eZ , and eXZ ,
of pure states ψ such that

eXpψq “ xXyψ , eZpψq “ xZyψ , eXZpψq “ pxXyψ , xZyψq. (1.4.2)

When given a state, ψ, calculating the X and Z expectation values, eXZpψq, is a straight-
forward task. The inverse problem, however, is less straightforward; given a pair of values
px, zq P R2, what is the corresponding pure state ψ such that px, zq “ eXZpψq? What makes
this inverse problem challenging is simply that sometimes no state exists, in which case
px, zq P R2 are said to be unrealizable. Additionally, even if the pair px, zq P R2 is realizable
as the X and Z expectation values of some state, the solution might not be unique.

A geometric approach: One strategy for describing the set of all possible X and Z
expectation values, known as the realizable region is to appeal to the geometry of the Bloch
sphere representation of qubit states. Since the coordinates, px, y, zq P R3, on the Bloch
sphere correspond precisely to the triple of expectation values pxXy , xY y , xZyqψ, one can
readily conclude that the pair px, zq P R2 is realizable as the pair of expectation values
eXZpψq “ pxXy , xZyqψ of some pure qubit state ψ if and only if px, zq lies inside the unit
disk:

Dψ : eXZpψq “ pxXy , xZyqψ “ px, zq ðñ x2 ` z2 ď 1. (1.4.3)

Geometrically, the function eXZ defined above can be viewed as an orthogonal projection
of the Bloch sphere onto the px, zq-plane in R2 (see Fig. 1.1). The geometric approach also
yields a characterization of the number of distinct solutions. Consider the set of all states
ψ with X expectation value eXpψq “ x, denoted by e´1X pxq. Analogously, consider the sets
e´1Z pxq and e´1XZpx, zq. In particular, there is a useful relationship between these subsets of
states:

e´1XZpx, zq “ e´1X pxq X e´1Z pzq. (1.4.4)

Geometrically, the sets e´1X pxq and e´1Z pzq are circular slices of the surface of the Bloch
sphere and the number of intersections of these circles determines the number of states such
that eXZpψq “ px, zq (see Fig. 1.2). The corresponding algebraic problem is to count the
number of distinct real solutions to the equation x2 ` y2 ` z2 “ 1 for fixed x and z. Since
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x y

z x2 ` y2 ` z2 “ 1
x2 ` z2 ď 1z

x

Figure 1.1: The realizable region for the xXyψ and xZyψ expectation values of a pure qubit
state arises from the orthogonal projection of the Bloch sphere onto the px, zq-plane. In
other words, there exists a pure state with expectation values px, zq “ pxXyψ , xZyψq P R2 if

and only if x2 ` z2 ď 1.

x y

z

(a) px, zq “ p34 ,
3
4q

x y

z

(b) px, zq “ p 1?
2
, 1?

2
q

x y

z

(c) px, zq “ p14 ,
1
4q

Figure 1.2: The intersection of e´1X pxq (blue) with e´1Z pzq (red) may have 0, 1 or 2 elements
depending on the value of x2 ` z2.
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Figure 1.3: A visualization of pushforward measure νXZ “ µ ˝ e´1XZ for uniform prior µ.

y “ ˘
?

1 ´ x2 ´ z2, the value of sign of 1 ´ x2 ´ z2 determines the cardinality of e´1XZpx, zq:

ˇ

ˇe´1XZpx, zq
ˇ

ˇ “

$

’

&

’

%

0 x2 ` z2 ą 1,

1 x2 ` z2 “ 1,

2 x2 ` z2 ă 1.

(1.4.5)

A measure theory approach: Another strategy for assessing the relationships between
X and Z expectation values is to measure the volume of states whose expectation values be-
long to some region, eXZpψq P ∆ Ă R2. Given a probability measure, µ, over the set of states
such as the uniform measure over the surface of the Bloch sphere, dµ “ p4πq´1 sin θ dθ dϕ,
the percentage of states, ψ, such that eXZpψq P ∆ is given by the pushforward measure,
νXZ :“ µ ˝ e´1XZ , of µ through eXZ :

νXZp∆q :“ µpe´1XZp∆qq. (1.4.6)

A direct calculation of the pushforward measure (Fig. 1.3) in this context reveals a probability
density of the form,

dνXZpx, zq :“

#

1
2π
?
1´x2´z2

dx dz x2 ` z2 ă 1,

0 x2 ` y2 ą 1.
(1.4.7)

Note that the support of the probability νXZ is, perhaps unsurprisingly, equal to realizable
region corresponding to the unit disk, x2 ` z2 ď 1. In other words, if ∆ Ă R2 lies entirely
outside of the unit disk, then νXZp∆q “ 0.

An estimation theory approach: The estimation-theoretic approach naturally arises
from acknowledging that expectation values are inherently statistical. To introduce the
idea, note that an equivalent way to formalize the aforementioned pushforward measure is
to reconceptualize the function eXZ , which maps each state ψ to its pair of expectation values
eXZpψq “ pxXyψ , xZyψq, as a deterministic probability kernel, denoted by KXZ , which maps
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each state ψ to the point measure δeXZpψq, concentrated at eXZpψq, such that for each region
∆ P R2,

KXZp∆|ψq :“ δeXZpψqp∆q “

#

1 eXZpψq P ∆,

0 eXZpψq R ∆.
(1.4.8)

In this manner, the pushforward measure can be re-expressed as integration over KXZp¨|ψq

with respect to the prior measure µ:

νXZp∆q “ pµ ˝ e´1XZqp∆q “

ż

ψ

KXZp∆|ψq dµpψq. (1.4.9)

The core idea of the estimation-theoretic approach is to approximate the pushforward mea-
sure νXZ by approximating the probability kernel KXZp∆|ψq, by performing a sufficiently
large collective measurement on n copies of the state ψ, i.e.,

KXZp∆|ψq « xψbn, EXZ
n p∆qψbny , (1.4.10)

where EXZ
n is a quantum measurement, referred to as an estimation scheme, whose outcomes,

when applied to ψbn, correspond to estimates for the value of eXZpψq. By doing so, one
obtains an approximation of the pushforward measure νXZ of the form

ν
pnq
XZp∆q :“

ż

ψ

dµpψq xψbn, EXZ
n p∆qψbny . (1.4.11)

Fortunately, examples of such sequences occur naturally in the context of estimating the
expectation value of an unknown quantum state ψ. Perhaps the most natural way to jointly
estimate both the X and Z expectation values of a state ψ is to partition the collection of
prepared copies of ψ into two portions of roughly equal size and then, respectively on each
portion, separately perform a projective measurement in the eigenbases of the observables X
and Z and then let the corresponding empirical mean values serve as estimates for the value
of eXZpψq “ pxXyψ , xZyψq. The resulting approximation for νXZp∆q is depicted in Fig. 1.4.

Realizability from occasionality: Although the probability measure, ν
pnq
XZ , based on an

estimation-theoretic approach converges to the exact pushforward measure νnXZ “ µ˝ e´1XZ in
the limit where n tends to infinity, for any finite n, there is always a chance to produce a pair
of estimates px, zq which are unrealizable. In other words, the positivity ν

pnq
XZptpx, zquq ą 0 is

insufficient evidence to conclude that the pair px, zq can be realized by some quantum state

ψ. Nevertheless, the sequence of measures based on estimation theory, ν
pnq
XZ , can still be used

to distinguish between realizability and unrealizability.
To see how this might be possible, consider the scenario where n “ 2m copies of a state

ψ are prepared and the eigenbasis measurements of X and Z are respectively performed
on m copies. Let the number of occurrences of spin-up, spin-down, spin-right and spin-left
respectively be denoted by kÒ, kÓ, kÑ and kÐ such that kÒ ` kÓ “ kÑ ` kÐ “ m.

On the one hand, the likelihood of only observing spin-up or spin-right outcomes, and
thus of producing the unrealizable estimate of eXZpψq « p`1,`1q, has the upper bound

ν
p2mq
XZ ptp`1,`1quq “ PrpkÒ “ kÑ “ mq ď

ˆ

3 ` 2
?

2

8

˙m

. (1.4.12)
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Figure 1.4: A sequence of approximations, ν
p2nq
XZ , of the pushforward measure νXZ in Fig. 1.3,

obtained from performing the X eigenbasis measurement n times followed by the Z eigenbasis
measurement n times on 2n copies of a fixed state ψ sampled uniformly.

Therefore, the probability that a state ψ would behave in manner which would lead an
experimenter to conclude ψ simultaneously satisfies both eXpψq “ xXyψ “ 1 and eZpψq “

xZyψ “ 1 decays to zero at an exponential rate with respect to the number of trials.
On the other hand, the likelihood of observing an equal number of spin-up and spin-

down outcomes followed by an equal number of spin-right and spin-left outcomes, and thus
of producing the realizable estimate of eXZpψq « p0, 0q, admits of lower-bound

ν
p2mq
XZ ptp0, 0quq “ PrpkÒ “ kÓ “ kÑ “ kÐ “

m

2
q ě

#

0 m is odd,
1
2m

m is even.
(1.4.13)

In contrast to the probability ν
pnq
XZptp`1,`1quq, the probability ν

p2mq
XZ ptp0, 0quq of producing

the estimate p0, 0q does not decay to zero at an exponential rate with respect to the number
of trials. Moreover, the lower-bound above can be interpreted as stating that the estimate
p0, 0q is occasionally produced.

A guiding principle: Although the toy example of a quantum realizability problem
presented in the section is somewhat contrived, its main purpose was to discover the follow-
ing guiding principle which has served as the basis for tackling the less contrived examples:

The sharp distinction between possibility and impossibility, or equivalently between real-
izability and unrealizability, can be faithfully captured by the comparatively fuzzy distinction
between occasionality and exceptionality.
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Chapter 2

Preliminaries

This thesis aims to explore and develop a few ideas at the intersection of quantum theory,
representation theory, and statistics. In order to support this exploration and development,
this chapter endeavours to provide the unfamiliar reader with enough background to under-
stand the results presented in subsequent chapters. For any reader already familiar with the
aforementioned topics, the purpose of this chapter is to establish notational conventions, and
moreover, to serve as a reminder of, and reference for, the following topics:

• Measure theory: measures & integration, probability theory & statistics, and types
of convergence (Section 2.1).

• Quantum theory: the concept of a quantum state, observables, and quantum mea-
surements (Section 2.2).

• Group theory: groups, subgroups, cosets, orbits, and group actions, with a focus on
matrix Lie groups (Section 2.3).

• Representation theory: finite-dimensional representations, compactness & unitar-
ity, reducibility & compositionality, roots & weights, complexification of Lie algebras,
and the theorem of highest weights (Section 2.4).

This chapter concludes with a series of tables in Section 2.5 which summarize most of
the commonly used notation throughout this thesis.

2.1 Measure theory

2.1.1 Measures

The purpose of this section is to provide a basic overview of all of the measure-theoretic
terminology used throughout this thesis.

We begin with the usual definition of a σ-algebra [Tao11, Definition 1.4.12].

Definition 2.1.1. A σ-algebra on a set X is a non-empty collection Σ of subsets of X
such that the following conditions hold.
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(i) (Empty set) H P Σ.

(ii) (Complements) If A P Σ, then XzA P Σ.

(iii) (Countable unions) If A1, A2, . . . P Σ, then A1 Y A2 Y ¨ ¨ ¨ P Σ.

The pair pX,Σq is referred to as a measurable space .

Definition 2.1.2. If X is a topological space, or rather pX, τq is a topological space with
topology τ , the Borel σ-algebra , Σ, is the smallest σ-algebra on X that contains τ . The
pair pX,Σq is referred to as a Borel space .

A topological space pX, τq for which there exists a metric d : X ˆ X Ñ r0,8q which (i)
induces the topology on X, and (ii) makes X both separable and complete as a metric space,
is called a Polish space . The Borel space pX,Σq associated to a Polish space is called a
standard Borel space .

Definition 2.1.3. Let pX,Σq be a measurable space. A function µ : Σ Ñ r´8,8s is called
a non-negative measure on X if it satisfies three conditions:

• positivity : for all ∆ P Σ, µp∆q ě 0,

• nullity : µpHq “ 0, and

• countable additivity : for all countable collections t∆j P ΣujPN, of pairwise disjoint sets
(meaning i ‰ j ùñ ∆i X ∆j “ H), µ satisfies

µ

˜

ď

jPN

∆j

¸

“
ÿ

jPN

µ p∆jq . (2.1.1)

If additionally, µpXq “ 1, then µ is called a probability measure on X.

Definition 2.1.4. Let pX,ΣpXqq and pY,ΣpY qq be measurable spaces. A function f : X Ñ

Y is said to be measurable if for all A P ΣpY q, f´1pAq P ΣpXq.

Remark 2.1.5. There are many equivalent ways of expressing the integration of a measur-
able real-valued function, f : X Ñ R, with respect to a probability measure µ : ΣpXq Ñ

r0, 1s. For example, all of the following expressions are equivalent:

Eµrf s “

ż

X

f dµ “

ż

xPX

fpxq dµpxq “

ż

xPX

fpxqµpdxq. (2.1.2)

Definition 2.1.6. A probability kernel from pY,ΣpY qq to pX,ΣpXqq is a map ξ : ΣpXq ˆ

Y Ñ r0, 1s such that

i) for each y P Y , the map ∆ ÞÑ ξp∆, yq is a probability measure on pX,ΣpXqq, and

ii) for each ∆ P ΣpXq, the map y ÞÑ ξp∆, yq is ΣpY q-measurable.

A probability kernel ξ : ΣpXq ˆ Y Ñ r0, 1s evaluated at p∆, yq P ΣpXq ˆ Y may be alterna-
tively written as ξp∆|yq or ξyp∆q.
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Remark 2.1.7. Associated to any measurable function f : S Ñ X is a deterministic Markov
kernel Kf : ΣpXq ˆ S Ñ r0, 1s defined for ∆ P ΣpXq as

Kf p∆, ρq “

#

1 fpρq P ∆,

0 fpρq R ∆.
(2.1.3)

Definition 2.1.8 (The Pushforward of a Measure). Let f : S Ñ X be a measurable function
between measurable spaces pS,ΣpSqq and pX,ΣpXqq. For each probability measure µ :
ΣpSq Ñ r0, 1s, there is an induced probability measure on X called the pushforward
measure of µ by f , denoted f˚µ, and defined for ∆ P ΣpXq as

pf˚µqp∆q :“ µpf´1p∆qq “ pµ ˝ f´1qp∆q “

ż

ρPS
Kf p∆, ρqµpdρq. (2.1.4)

2.1.2 Weak convergence

The purpose of this section is to define weak convergence of probability measures and then
state, and sometimes prove, a small handful of related results that are used in the main
text. Many of these definitions and results are taken directly from [DE11, Appendix A].
Throughout this section, X will denote a Polish space, PpXq will be the set of probability
measures on the standard Borel space pX,ΣpXqq, and CbpXq will be the space of bounded,
continuous functions from X to R.

The following pair of definitions can be found in [DE11, Appendix A.3].

Definition 2.1.9. A sequence pµnqnPN in PpXq converges weakly to µ in PpXq, denoted
µn ùñ µ, if for all bounded continuous functions g P CbpXq,

lim
nÑ8

ż

X

g dµn “

ż

X

g dµ. (2.1.5)

The notion of weak convergence can also be seen as a convergence with respect to a
topology on PpXq, namely the weak topology.

Definition 2.1.10. The weak topology is the topology on PpXq generated by open neigh-
borhoods around each γ P PpXq of the form

tµ P PpXq |

ˇ

ˇ

ˇ

ˇ

ż

X

gi dµ ´

ż

X

gi dγ

ˇ

ˇ

ˇ

ˇ

ă ϵ, i P t1, . . . , kuu (2.1.6)

where ϵ ą 0, k P N and gi P CbpXq.

There are a number of conditions that are equivalent to weak convergence; their equiva-
lence is known as the Portmanteau Theorem [DE11, Thm. A.3.4].

Theorem 2.1.11 (Portmanteau Theorem). Let pµnqnPN be a sequence in PpXq and let
µ P PpXq. The following are equivalent:

(i) µn ùñ µ.

17



(ii) limnÑ8

ş

X
g dµn “

ş

X
g dµ for all g bounded, uniformly continuous functions from X

to R.

(iii) lim supnÑ8 µnpCq ď µpCq for all closed C P ΣpXq.

(iv) lim infnÑ8 µnpOq ě µpOq for all open O P ΣpXq.

(v) limnÑ8 µnpAq “ µpAq for A P ΣpXq with µpBAq “ 0 where BA “ clAzintA is the
boundary of A.

Lemma 2.1.12. Let h : X Ñ Y be a continuous map between Polish spaces and let h˚ :
PpXq Ñ PpY q be the pushforward of probability measures, i.e., for µ P PpXq, and ∆ P

ΣpY q,
ph˚µqp∆q :“ µph´1p∆qq. (2.1.7)

Then h˚ is continuous with respect to the weak topologies on PpXq and PpY q.

Proof. Let g P CbpY q, and consider a sequence pµnqnPN in PpXq converging weakly to µ.
Then by the continuity of h, g ˝ h P CbpXq and thus ph˚µnqnPN converges weakly to h˚µ:

ż

Y

g dph˚µnq “

ż

X

pg ˝ hq dµn ùñ

ż

X

pg ˝ hq dµ “

ż

Y

g dph˚µq. (2.1.8)

The next series of results are concerned with sequences of probability measures pξynqnPN
indexed by y P Y where Y is some other Polish space. Under suitable conditions, point-wise
weak convergence of ξyn for each y P Y implies weak convergence of p

ş

Y
dµξynqnPN for some

probability measure µ P PpY q. Of course, in order the integration to make sense, the maps
y ÞÑ ξynp∆q must be measurable.

The following lemma appears as [DE11, Theorem A.5.8].

Lemma 2.1.13. Let µ : ΣpY q Ñ r0, 1s be a probability measure, let pξn : ΣpXq ˆ Y Ñ

r0, 1sqnPN be a sequence of probability kernels and ξ : ΣpXq ˆ Y Ñ r0, 1s a probability kernel.
Assume that, for each y P Y , the sequence pξynqnPN converges weakly to ξy. Then the sequence
of measures ξnpdx|yq b µpdyq converges weakly to ξpdx|yq b µpdyq.

ξnpdx|yq b µpdyq ùñ ξpdx|yq b µpdyq. (2.1.9)

Proof. Since Y and X are assumed to be Polish spaces, to prove the weak convergence
claimed above, by [DE11, Theorem A.3.14], it is sufficient to prove that the limit in Defi-
nition 2.1.9 holds for bounded, continuous functions g P CbpX ˆ Y q of the form gpx, yq “

spxqtpyq for s P CbpXq and t P CbpY q.

lim
nÑ8

ż

XˆY

spxqtpyqξnpdx|yq b µpdyq “ lim
nÑ8

ż

Y

ˆ
ż

X

spxqξnpdx|yq

˙

tpyqµpdyq (2.1.10)

Define qnpyq for y P Y as

qnpyq :“

ż

X

spxqξnpdx|yq, (2.1.11)
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and note that qnpyq is bounded point-wise for each y independently of n (since spxq is
bounded and ξn is a probability kernel). Therefore, the Lebesgue’s dominated convergence
theorem applies, and therefore

lim
nÑ8

ż

XˆY

spxqtpyqξnpdx|yq b µpdyq (2.1.12)

“

ż

Y

lim
nÑ8

ˆ
ż

X

spxqξnpdx|yq

˙

tpyqµpdyq (2.1.13)

“

ż

Y

ˆ
ż

X

spxqξpdx|yq

˙

tpyqµpdyq (2.1.14)

“

ż

XˆY

spxqtpyqξpdx|yq b µpdyq. (2.1.15)

Thus the theorem holds.

Corollary 2.1.14. Let everything be defined as in Lemma 2.1.13. For each n P N, define
the probability measure Ξn : ΣpXq Ñ r0, 1s for each ∆ P ΣpXq as

Ξnp∆q :“

ż

Y

ξynp∆qµpdyq, (2.1.16)

and similarly for Ξ : ΣpXq Ñ r0, 1s. Then pΞnqnPN converges weakly to Ξ, i.e. Ξn ùñ Ξ.

Corollary 2.1.15. Let everything be defined as in Lemma 2.1.13 and Corollary 2.1.14.
Assume there exists a measurable function f : Y Ñ X such that, for each y P Y , pξynqnPN
converges weakly to δfpyq, i.e. ξ

y
n ùñ δfpyq. Then pΞnqnPN converges weakly to the pushforward

measure f˚µ, i.e.
Ξn ùñ f˚µ (2.1.17)

Proof. First note that δfp¨qp¨q : ΣpXq ˆ Y Ñ r0,8s is indeed a probability kernel because
y ÞÑ δfpyqp∆q is ΣpY q-measurable for each fixed ∆ P ΣpXq. Then the corollary follows from
an application of Corollary 2.1.14:

Ξnpdxq “

ż

Y

ξnpdx|yqµpdyq ùñ

ż

Y

δfpyqpdxqµpdyq “ µpf´1pdxqq “ pf˚µqpdxq. (2.1.18)

We now turn our attention to the evaluation of a sequence of probability measures pµn :
ΣpXq Ñ r0, 1sqnPN along sequences of Borel sets p∆nqnPN that, in some sense, converge, or
zoom into, to a single point x P X.

Definition 2.1.16. Let X be a metric space. A sequence p∆n Ď XqnPN of subsets in X is
said to be nested if

@n P N : ∆n`1 Ď ∆n. (2.1.19)

A Cantor sequence is a nested sequence of non-empty, closed subsets which satisfy

lim
nÑ8

diamp∆nq “ 0, (2.1.20)

where diampSq is the diameter of S Ď X:

diampSq “ suptdpx, x1q | x, x1 P Su. (2.1.21)
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We refer to such sequences as Cantor sequences because of the following well-known
theorem, known as Cantor’s intersection theorem for complete metric spaces

Theorem 2.1.17 (Cantor’s Intersection Theorem). Let p∆n Ď XqnPN be a Cantor sequence
(see Definition 2.1.16) in complete metric space X. Then the intersection over all ∆n is
non-empty and contains exactly one point:

č

nPN

∆n “ txu (2.1.22)

for some x P X.

Proof. See [Rud53, Chap. 2].

In light of Theorem 2.1.17, a Cantor sequence p∆nqnPN such that
Ş8

nPN ∆n “ txu will also
be referred to a Cantor sequence converging to x. Also note that a Cantor sequence p∆nqnPN
converging to x also forms a neighborhood basis for x, in the sense that every neighborhood
N of x eventually contains ∆n for sufficiently large n.

Lemma 2.1.18 (Typicality). Let pµnqnPN be a sequence of probability measures converging
weakly to the Dirac measure, δx, concentrated at x P X. Then there exists a Cantor sequence
p∆nqnPN converging to x such that

lim
nÑ8

µnp∆nq “ 1. (2.1.23)

Proof. For ϵ ą 0, define
Bϵpxq “ tx1 P X | dpx1, xq ă ϵu. (2.1.24)

Since pµnqnPN converges weakly to the point measure δx at x, by condition (iii) of Theo-
rem 2.1.11, there exists a finite Nϵ P N such that,

@n ě Nϵ : µnpBϵpxqq ě δxpBϵpxqq ´ ϵ “ 1 ´ ϵ. (2.1.25)

Without loss of generality, we can assume that Nϵ is the minimum n P N such that
Eq. (2.1.25) holds. Note that ϵ ě ϵ1 implies Bϵpxq Ě Bϵ1pxq and thus Nϵ ď Nϵ1 . Next
define a sequence qpnq by

qpnq “ mintm´1
| m P N, n ě Nm´1u. (2.1.26)

If for any finite n1 P N, qpn1q does not exist (i.e., the minimum above does not exist), then
one can already conclude that the lemma holds because µnptxuq “ 1 for all n ě n1 (because
measures on Polish spaces are necessarily inner regular). Therefore, we may proceed with
the case where the minimum above always exists.

For each n, let ∆n be the closure of the smallest open ball around x with radius 1
m

for
some m P N that satisfies, for all n P N, the equation

µnp∆nq ě µnpBxpqpnqqq “ µnpBxpm´1
qq ě 1 ´

1

m
“ 1 ´ qpnq. (2.1.27)

Critically, since qpnq is non-increasing with respect to increasing n, we have ∆n`1 Ď ∆n and
furthermore limnÑ8 qpnq “ 0. As a consequence, Theorem 2.1.17 holds and thus

Ş

nPN ∆n “

txu and
lim
nÑ8

µnp∆nq “ 1 (2.1.28)

hold simultaneously.
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2.1.3 Moments & cumulants

Remark 2.1.19. Let R be an R-valued random variable. The following functions of t P R
encode statistical properties of R. These are

i) the moment generating function Mptq :“ ErexpptRqs,

ii) the (first) cumulant generating function Kptq :“ logErexpptRqs,

iii) the characteristic function φptq :“ ErexppitRqs,

iv) and the (second) cumulant generating function Hptq :“ logErexppitRqs.

Evidently these expressions are related by formal substitutions of the form t ÞÑ ˘it or
alternatively R ÞÑ ˘iR.

Definition 2.1.20. Let Mptq be the moment generating function of a real-valued random
variable R:

Mptq “ ErexpptRqs. (2.1.29)

The nth moment of the random variable R, denoted µn, is the derivative of M evaluated
at t “ 0:

µn :“ ErRn
s “ pB

n
tMqp0q. (2.1.30)

The cumulant generating function K is simply the logarithm of the moment generating
function. The nth cumulant of the random variable R, denoted κn, is analogously the
derivative of K evaluated at t “ 0:

κn :“ pB
n
t Kqp0q. (2.1.31)

Remark 2.1.21. The first three derivatives of the cumulant generating function K in rela-
tion to the derivatives of the moment generating function are

BtK “
BtM

M
, B

2
tK “

MB2
tM ´ pBtMq2

M2
,

B
3
tK “

M2B3
tM ´ 3MpB2

tMqpBtMq ` 2pBtMq3

M3
.

(2.1.32)

Evaluating everything at t “ 0 (where µ0 “ 1 and κ0 “ 0) reveals

κ1 “ µ1 “ ErRs, κ2 “ µ2 ´ µ2
1 “ ErR2

s ´ ErRs
2, (2.1.33)

κ3 “ µ3 ´ 3µ2µ1 ` 2µ3
1 “ ErR3

s ´ 3ErR2
sErRs ` 2ErRs

3, (2.1.34)

κ4 “ µ4 ´ 3µ2
2 ´ 4µ1µ3 ` 12µ2

1µ2 ´ 6µ4
1,

“ ErR4
s ´ 3ErR2

s
2

´ 4ErRsErR3
s ` 12ErRs

2ErR2
s ´ 6ErRs

2.
(2.1.35)
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2.1.4 Rate functions

The subject of large deviation theory aims to describe the asymptotic behaviour of sequences
of probability measures, pµn : ΣpXq Ñ r0, 1sqnPN over a shared measurable space pX,ΣpXqq

which, for sufficiently large n, assigns vanishingly small probability to certain events which
might be considered as a large deviation from the expected event. In particular, the probabil-
ities associated to these large deviations decay to zero as n tends to infinity at an exponential
rate. As the magnitude of this rate of decay depends on the degree of deviation, large de-
viation theory introduces the concept of a rate function which assigns, to each x P X, the
rate Ipxq P r0,8s.

Unless otherwise stated, the sample space X will always be considered to be a Polish
space (recall Definition 2.1.2) and thus the associated Borel measurable space, pX,ΣpXqq, is
a standard Borel space.

Definition 2.1.22 (Rate Functions). A function I : X Ñ r0,8s is called a rate function
if for all values of c P r0,8q, the lower level set , LIpcq, defined by

LIpcq :“ tx : Ipxq ď cu Ď X, (2.1.36)

is a compact subset of X.

Note that some references only require that the lower level sets of a rate function be
closed, or equivalently (by Lemma A.1.1), that a rate function is lower-semicontinuous. In
these references, a rate function with compact lower level sets is given the adjective good
[DZ10] or less commonly regular [LS87]. In this paper, all rate functions will be shown to
have compact lower level sets for the ease of exposition, thus following the convention of
[DE11]. In cases where the space X is itself compact (which is the case for many property
spaces of finite-dimensional quantum states), every closed subset is also compact and thus
the distinction becomes unnecessary to make.

In general, the compactness of the lower-level sets of a rate function ensures that the
infimum of a rate function, infxP∆ Ipxq, when taken over closed subsets ∆ Ď X, is always
attained by some element x P ∆.

2.1.5 Principles of large deviations

Just as there are multiple equivalent ways to formulate the notion of weak convergence
of sequences probability measures using the Portmanteau theorem (Theorem 2.1.11), as
noted by Dupuis and Ellis, there are multiple ways to formulate the central notions of large
deviation theory [DE11; LS87; DZ10; Den08]. For a physicist-friendly introduction to the
subject of large deviation theory and the foundational role it plays in statistical mechanics,
see [Tou11; Tou11].

The first notion of large deviation theory is the idea of a sequence of probability measures
being tightly concentrated over compact subsets.

Definition 2.1.23. Let pX,ΣpXqq be a standard Borel space. A sequence of probability
measures pµn : ΣpXq Ñ r0, 1sqnPN is said to be exponentially tight if for all r ă 8 there
exists a compact subset Kr P ΣpXq such that

lim
nÑ8

1

n
log µnpXzKrq ă ´r. (2.1.37)
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An exponentially tight sequence of probability measures has the property that for any
rate r ą 0, you can find a compact subset Kr P ΣpXq and a sufficiently large n P N such
that

µnpKrq ą 1 ´ expp´nr{2q. (2.1.38)

A stronger requirement1 than exponential tightness is the notion of the large deviation
principle [DZ10].

Definition 2.1.24 (Large Deviation Principle). Let pX,ΣpXqq be a standard Borel space.
A sequence of probability measures pµn : ΣpXq Ñ r0, 1sqnPN satisfies the large deviation
principle (LDP) with rate function I : X Ñ r0,8s if it satisfies

(i) the LDP upper bound : for each closed subset C P ΣpXq,

lim sup
nÑ8

1

n
log µnpCq ď ´ inf

xPC
Ipxq, and (2.1.39)

(ii) the LDP lower bound : for each open subset O P ΣpXq,

lim inf
nÑ8

1

n
log µnpOq ě ´ inf

xPO
Ipxq. (2.1.40)

Before continuing, it is worth noticing that if a sequence of probability measures pµn :
ΣpXq Ñ r0, 1sqnPN satisfies the Large deviation principle upper bound for some rate function
I : X Ñ r0,8s, then letting C “ X, we conclude that the minimum of I over all X is exactly
zero as µn (because µn is normalized and thus log µnpXq “ 0). Our first result is concerned
with the special case where the rate functions vanish at a single point in X.

Lemma 2.1.25. Let pX,ΣpXqq be a standard Borel space and let pµn : ΣpXq Ñ r0, 1sqnPN be
a sequence of probability measures satisfying the large deviation principle upper bound with
rate function I : X Ñ r0,8s. Assume that the rate function vanishes at a single point x P X.
Then the sequence pµnqnPN converges weakly to the Dirac measure, δx, concentrated at x.

Proof. Note that by the Portmanteau theorem Theorem 2.1.11, µn ùñ δx is equivalent to
the claim that for all closed subsets C Ď X,

lim sup
nÑ8

µnpCq ď δxpCq. (2.1.41)

If x P C, then δxpCq “ 1 and thus the above bound would hold simply because µn is a
probability measure. What remains to prove, therefore, is the case where x R C. When
x R C, δxpCq “ 0 and thus the limit above becomes equivalent to the following condition:

lim
nÑ8

µnpCq “ 0. (2.1.42)

1That satisfaction of the large deviation principle implies exponential tightness follows from our assump-
tions that (i) X is a Polish space and (ii) rate functions have compact lower-level sets [DZ10, Pg. 8].
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To prove this limit holds, note that the sequence pµnqnPN satisfies the large deviation principle
upper bound with rate function I : X Ñ r0,8s. Therefore, for all closed subsets C Ď X,

lim sup
nÑ8

1

n
log µnpCq ď ´IpCq, where IpCq :“ inf

xPC
Ipxq. (2.1.43)

Consequently, for any ϵ ą 0, there exists an N P N such that for all n ě N ,

1

n
log µnpCq ď ´IpCq ` ϵ. (2.1.44)

Since C is closed, and I has compact lower level sets, by the extreme value theorem, IpCq “

infxPC Ipxq is attained by some x˚ P C. Since I only vanishes at x and x R C, we can
conclude that IpCq ą 0 is strictly positive. Taking ϵ “ IpCq{2 ą 0 yields for all n ě N ,

µnpCq ď expp´nIpCq{2q. (2.1.45)

Therefore, taking the limit as n Ñ 8 yields Eq. (2.1.42) and therefore the lemma holds.

Once it has been established that a sequence of measures pµn : ΣpXq Ñ r0, 1sqnPN satisfies
the large deviation principle with rate function I : X Ñ r0,8s, the contraction principle
enables one to prove the large deviation principle holds sequences obtained through the
pushforward of a continuous function [DZ10, Theorem 4.2.1].

Proposition 2.1.26 (Contraction principle). Let X and Y be Hausdorff topological spaces
and g : X Ñ Y a continuous function. Consider a rate function I : X Ñ r0,8s and define
I 1 : Y Ñ r0,8s for each y P Y with g´1pyq non-empty by

I 1pyq “ inftIpxq | x P X, y “ gpxqu. (2.1.46)

and otherwise I 1pyq “ 8. Then I 1 is a rate function. Moreover, if pµnqnPN satisfies the LDP
with rate function I, then pµn ˝ g´1qnPN satisfies the LDP with rate function I 1.

2.2 Quantum theory

2.2.1 Quantum states

While the state of a system in quantum theory can, depending on the particular application,
be modeled by a variety of different mathematical objects, the notion of a Hilbert space, which
is a complete inner product space, plays a central role. Throughout this thesis, the only kind
of Hilbert space that will be considered will be a complex, finite-dimensional Hilbert space.

Definition 2.2.1. A complex finite-dimensional Hilbert space , denoted H, is a com-
plex vector space, H, of dimension d “ dimpHq ă 8, equipped with a sesquilinear inner
product x¨, ¨y : H ˆ H Ñ C which induces the norm ∥¨∥ : H Ñ Rě0 defined by

∥v∥ –
a

xv, vy. (2.2.1)
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Example 2.2.2. The canonical example of a complex d-dimensional Hilbert space is the
set Cd of all tuples pz1, . . . , zdq of d complex numbers, together with the standard basis
te1, . . . , edu where ej is the tuple of all zeros expect for a one in the jth position,

ej :“ p0, j´1. . ., 0, 1, 0, d´j. . ., 0q. (2.2.2)

The standard inner product, p¨, ¨q, is defined by

pv, wq “

d
ÿ

j“1

v˚jwj (2.2.3)

where z˚ denotes the complex conjugation of the complex number z.

Definition 2.2.3. A basis te1, . . . , edu Ă H of a d-dimensional complex Hilbert space is
orthogonal if

@i, j : xei, ejy “ 0, (2.2.4)

and orthonormal if, in addition to being orthogonal, it satisfies for all i, ∥ei∥ “
a

xei, eiy “

1.

Definition 2.2.4. Given a complex finite-dimensional Hilbert space, H, the set of linear
mappings from H to itself will be denoted by EndpHq. The ˚-involution or adjoint
on EndpHq is a linear map sending X P EndpHq to the unique linear map X˚ P EndpHq

satisfying for all v, w P H the equation

xX˚v, wy “ xv,Xwy . (2.2.5)

This map is an involution in the sense that pX˚q˚ “ X for all X P EndpHq.

Example 2.2.5. Given an orthonormal basis te1, . . . , edu for H, define the trace operation
as the linear map

Tr : EndpHq Ñ C, (2.2.6)

defined for all X P EndpHq by

TrpXq :“
d

ÿ

j“1

xej, Xejy . (2.2.7)

The Hilbert-Schmidt inner product is an inner product on EndpHq defined by

xX, Y yHS :“ TrpX˚Y q “

d
ÿ

j“1

xej, X
˚Y ejy “

d
ÿ

j“1

xXej, Y ejy . (2.2.8)

Equipping EndpHq with the Hilbert-Schmidt inner product makes it into a complex d2-
dimensional Hilbert space.

Definition 2.2.6. Let d P N be a positive integer and let H be a complex d-dimensional
Hilbert space with norm ∥¨∥. The unit sphere for H, denoted S2d´1, is the p2d ´ 1q

dimensional manifold of vectors v P H with unit norm:

S2d´1
“ tv P H | ∥v∥ “ 1u. (2.2.9)
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Definition 2.2.7. Let H be a complex finite-dimensional Hilbert space. A one-dimensional
subspace of H is called a ray . The projective space associated to H, denoted by PH, is
the set of rays in H:

PH :“ tψ Ď H | dimpψq “ 1u. (2.2.10)

Let the set of non-zero vectors in H be denoted by

Hˆ “ Hzt0u. (2.2.11)

Given a non-zero vector v P Hˆ, the unique ray spanned by complex scalar multiples of v is
written as

rvs :“ Cv “ tzv P H | z P Cu P PH. (2.2.12)

Remark 2.2.8. If the dimension of the complex Hilbert space H is d “ dimpHq P N, the
projective space associated to H, PH – PCd, is also sometimes denoted by CP d´1.

In this thesis, a pure quantum state will refer to a one-dimensional subspace ψ Ď H of
a complex finite-dimensional Hilbert space H. In this manner, the set of all pure quantum
states is identified with the projective space PH. Equivalently, one could consider pure
quantum states to be equivalence classes of unit vectors v P H related to each other through
multiplication by a complex phase eiθ for some θ P r0, 2πq. Another equivalent way to view
pure quantum states is through the injective map,

P : PH Ñ EndpHq (2.2.13)

from PH to EndpHq sending each ray ψ P PH to the unique operator Pψ P EndpHq that is
Hermitian (P ˚ψ “ Pψ), is idempotent/projective (P 2

ψ “ Pψ), and has ψ as its eigenspace with
eigenvalue one.

Alternatively, one can define Pψ by choosing from the ray ψ any non-zero element v P ψˆ
(recall that ψˆ “ ψzt0u) as a fudicial or representative element of the ray. Using this
representative element, together with an arbitrary operator X P EndpHq, we have

TrpPψXq “
xv,Xvy

xv, vy
. (2.2.14)

Traditionally, one picks the fudicial element v P ψˆ to have unit norm, i.e. xv, vy “ 1, so that
the above formula simplifies further to TrpPψXq “ xv,Xvy. The fundamental relationship
between rays, ψ P PH, and representation elements, v P ψˆ, captured by Eq. (2.2.14), will
be used heavily in Chapter 4.

Furthermore, if a linear operator X P EndpHq is invertible, then its kernel is empty and
therefore for any ray ψ P PH,

kerpXq X ψ ‰ 0. (2.2.15)

In this way, every invertible linear operator, X P EndpXq, lifts to an action on the projective
space, PH, such that X ¨ψ P PH is defined as the ray X ¨ψ “ rXvs where v is any non-zero
vector v P ψˆ.

A more general class of quantum states that go beyond pure quantum states are those
which can be described by density operators.
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Definition 2.2.9. Given a complex finite-dimensional Hilbert space, a density operator
is an operator ρ P EndpHq such that ρ is

• positive semidefinite: ρ˚ “ ρ and ρ ě 0, i.e.,

@v P H : xv, ρvy ě 0, (2.2.16)

• and normalized : meaning Trpρq “ 1.

The set of all density operators on H will be expressed as S, SpHq or SH, depending on the
context.

Evidently, a rank-one projector operator Pψ onto a ray ψ P PH, which models pure
quantum states, is an example of a density operator. Density operators which are not
projective correspond to mixed quantum states.

Occasionally, we will make use of a more abstract notion of a quantum state as a linear,
positive and normalized map from a C˚-algebra to C.

Definition 2.2.10. A Banach algebra A is an associative algebra that is complete as a
metric space induced by the norm ∥¨∥ : A Ñ Rě0 which is required to be submultiplicative:

@X, Y P A : ∥XY ∥ ď ∥X∥ ∥Y ∥ . (2.2.17)

A C˚ algebra is a Banach algebra A equipped with an map ˚ : A Ñ A such that

i) for all X P A, pX˚q˚ “ X,

ii) for all X, Y P A, pX ` Y q˚ “ X˚ ` Y ˚ and pXY q˚ “ Y ˚X˚,

iii) for all z P C and X P A, pλXq˚ “ λ˚X˚, and

iv) for all X P A, ∥X˚X∥ “ ∥X∥2.
Remark 2.2.11. A C˚ algebra A is said to be unital if the underlying algebra has a unit
element 1A P A such that

@X P A : 1AX “ X1A “ X. (2.2.18)

Henceforth it will be implicitly assumed that all C˚ algebras are unital.

Example 2.2.12. A particularly concrete example of a C˚-algebra is the algebra MatdpCq of
matrices on a complex d-dimensional normed vector space Cd where the involution X ÞÑ X˚

is the conjugate transpose of the matrix X P MatdpCq. To make MatdpCq into a C˚-algebra,
the norm ∥¨∥ : MatdpCq can be any submultiplicative norm. For instance, the Frobenius
norm (also known as the Hilbert Schmidt norm),

∥X∥F :“
a

trpX˚Xq, (2.2.19)

and the operator norm

∥X∥op :“ supt∥Xv∥ | v P V, ∥v∥ “ 1u, (2.2.20)

are two examples of submultiplicative norms. These two norms are related by the inequality
∥X∥op ď ∥X∥F which holds for any X P MatdpCq. Furthermore, if H is a d-dimensional
complex Hilbert space, then after fixing an orthonormal basis we have an isomorphism
EndpHq » MatdpCq as C˚-algebras.
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Definition 2.2.13. A state of a C˚-algebra A is a map φ : A Ñ C which is

i) linear : φpX ` Y q “ φpXq ` φpY q, for all X, Y P A,

ii) positive meaning φpX˚Xq ě 0, for all X P A, and

iii) normalized meaning φp1Aq “ 1 where 1A is the unit element of A (see Remark 2.2.11).

Example 2.2.14. The states of a C˚-algebra (Definition 2.2.13) generalize the aforemen-
tioned notions of pure (or mixed) states of a finite-dimensional Hilbert space. To see this
explicitly, let A “ EndpHq be the C˚-algebra of operators onto a complex finite-dimensional
Hilbert space H outlined in Example 2.2.12. Associated to any ray ψ P PH the exists a state
φψ : EndpHq Ñ C defined for X P EndpHq by

φψpXq “ TrpPψXq “
xv,Xvy

xv, vy
. (2.2.21)

More generally, associated to any density operator ρ P EndpHq there exists a state φρ :
EndpHq Ñ C defined for all X P EndpHq by

φρpXq “ TrpρXq. (2.2.22)

In either case, if φ : EndpHq Ñ C is a state, the following inequalities hold for all X P

EndpHq:
|φpXq| ď ∥X∥op ď ∥X∥F . (2.2.23)

Lemma 2.2.15. Let φ : A Ñ C be positive linear map on a C˚-algebra A. Furthermore, let
pX1, . . . , Xkq Ă A be a k-tuple of elements of A. Define the Gram matrix G P MatkpCq to
be the k ˆ k complex matrix with entries Gi,j P C defined by

Gi,j :“ φpX˚
i Xjq. (2.2.24)

Then G ě 0 is a positive semidefinite matrix, i.e., for all v “ pv1, . . . , vkq P Ck,

v˚Gv “
ÿ

i,j

v˚i φpX˚
i Xjqvj “ φpY ˚Y q ě 0. (2.2.25)

where Y :“
řk
j“1 vjXj P A.

Corollary 2.2.16. Let φ : A Ñ C be a positive functional of a C˚-algebra A. Then for all
X, Y P A,

|φpX˚Y q|
2

ď φpX˚XqφpY ˚Y q. (2.2.26)

Proof. Let Z “ X ` λY for some λ P C then

φpZ˚Zq “ φppX ` λY q
˚
pX ` λY qq “ φpX˚Xq ` |λ|

2 φpY ˚Y q ` 2RetλφpX˚Y qu. (2.2.27)

Without loss of generality, for any real r P R, one can pick λ such that λφpX˚Y q “

r |φpX˚Y q| P R. Then

0 ď φpZ˚Zq “ φpX˚Xq ` r2φpY ˚Y q ` 2r |φpX˚Y q| . (2.2.28)
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Since the right-hand side is a quadratic polynomial in r P R, the lower-bound above implies
its discriminant must be non-positive

p2 |φpX˚Y q|q
2

´ 4φpY ˚Y qφpX˚Xq ď 0, (2.2.29)

which proves the lemma. Alternatively, the lemma follows by noticing that the difference
φpX˚XqφpY ˚Y q ´ |φpX˚Y q|

2 is the determinant of the positive semidefinite matrix defined
in Lemma 2.2.15 for the case where k “ 2 and pX1, X2q “ pX, Y q.

2.2.2 Measurements

The most general form of quantum measurement that will considered in this thesis is that
of a positive-operator-valued measure, often abbreviated as POVM.

Definition 2.2.17. Let pX,Σq be a measurable space, and let EndpHq be the set of (nec-
essarily bounded) operators acting on a finite-dimensional complex Hilbert space H. Then
a function E : Σ Ñ BpHq is called a positive-operator-valued measure or POVM if it
satisfies

• positivity : for all ∆ P Σ, the operator Ep∆q is positive semidefinite,

@∆ P Σ : Ep∆q ě 0, (2.2.30)

• nullity : EpHq “ 0H where 0H is the zero operator on H,

• countable additivity : for all countable collections t∆j P ΣujPN, of pairwise disjoint sets,
E satisfies

E

˜

ď

jPN

∆j

¸

“
ÿ

jPN

E p∆jq , (2.2.31)

• normalization: EpXq “ 1H where 1H is the identity operator on H.

Remark 2.2.18. Note that a positive-operator-valued measure E : ΣpXq Ñ BpHq can be
viewed as a kind of state-dependent probability measure on X. More precisely, for each state
ρ P SpHq, the map ξρ : ΣpXq Ñ r0, 1s defined for ∆ P ΣpXq by

ξρp∆q “ TrpρEp∆qq (2.2.32)

is a probability measure on X in the sense of Definition 2.1.3.

Example 2.2.19. Associated to every Hermitian operator A acting on a complex finite-
dimensional complex Hilbert space H is a canonical positive-operator-valued measure over
the real numbers R (equipped with the standard Borel σ-algebra on R), denoted by EA :
ΣpRq Ñ BpHq. Let specpAq Ă R be the spectrum of A (i.e., the set of its eigenvalues), and
let

A “
ÿ

aPspecpAq

aPa (2.2.33)
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be the spectral decomposition A, where Pa is the orthogonal projection operator onto
eigenspace of A with eigenvalue a. Now for each interval ∆ Ă R in BpHq, EAp∆q is de-
fined by

EAp∆q “
ÿ

aP∆XspecpAq

Pa. (2.2.34)

Indeed, for any quantum state ρ P SpHq, the function sending a P specpAq to ppa|ρq P r0, 1s,
defined by

ppa|ρq “ TrpρPaq, (2.2.35)

is a discrete probability distribution over the spectrum of A.

Example 2.2.20. In most instances, a POVM E : ΣpXq Ñ BpHq over a standard measur-
able space pX,ΣpXqq can be constructed from a probability measure ν on X together with
a function g : X Ñ BpHq, sometimes called the positive-operator density . Specifically,
for ∆ P ΣpXq, the value of Ep∆q is expressed as

Ep∆q :“

ż

∆

g dνpxq “

ż

xP∆

gpxq dνpxq. (2.2.36)

Of course, in order for this construction to be well-defined, the function g : X Ñ BpHq needs
to satisfy a number of conditions. First and foremost, g must be measurable (so that the
integration above can be performed) and normalized such that EpXq “ 1H. Moreover, to
ensure the positivity condition holds, the function g : X Ñ BpHq must, at the very least,
be ν-almost everywhere positive meaning there exists a sufficiently large (possibly-empty)
subset N P ΣpXq with zero measure, νpNq “ 0, such that for all x P XzN , gpxq is a
positive-semidefinite operator.

2.3 Group theory

This section and the subsequent section (Section 2.4) reviews the essential ingredients of
group theory and representation theory respectively. The conceptual advantages offered by
acknowledging the import of representation theory into the development of quantum theory
can be dated back to 1930 and Weyl’s textbook on the subject [Wey50] (later translated).
Any reader interested in approaching the subject of quantum theory from the perspective
of group representation theory is recommended to read the accessible yet comprehensive
introductory textbook by Woit, Woit, and Bartolini [WWB17].

2.3.1 Groups

Definition 2.3.1. A group is a non-empty set G equipped with a binary operation, ¨ :
G ˆ G Ñ G, called the group multiplication which satisfies three conditions:

i) associativity : for all a, b, c P G, pa ¨ bq ¨ c “ a ¨ pb ¨ cq,

ii) identity element : there exists e P G such that e ¨ g “ g “ g ¨ e for all g P G, and

iii) invertibility : for all g P G, there exists a g´1 P G such that g ¨ g´1 “ g´1 ¨ g “ e.
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The cardinality of G, denoted |G|, is also called the order of the group.

Definition 2.3.2. A group homomorphism from G to G1 is a function α : G Ñ G1 such
that for all g1, g2 P G,

αpg1 ¨ g2q “ αpg1q ¨ αpg2q. (2.3.1)

If a group homomorphism, α : G Ñ G1, is invertible and its inverse α´1 : G1 Ñ G is also a
group homomorphism from G1 to G, then α is called a group isomorphism and G and G1

are said to be isomorphic.

Definition 2.3.3. A group H is said to be a subgroup of a group G, and written as H Ď G,
if there exists an injective group homomorphism α : H Ñ G from H to G. Typically, H
is identified as a subset in G through its image under α (in which case αphq “ h). A left
coset of a subgroup H in G is a set of the form

gH :“ tg ¨ αphq | h P Hu, (2.3.2)

for some g P G. Similarly, a right coset of a subgroup H in G is a set of the form

Hg :“ tαphq ¨ g | h P Hu, (2.3.3)

for some g P G.

Definition 2.3.4. Let X be a set. The symmetric group on X, denoted by SX , is the
set of all bijective functions mapping X to itself with group multiplication given by function
composition, i.e. f ¨ g :“ f ˝ g.

Remark 2.3.5. Consider two sets, X and Y , and their respective symmetric groups, SX and
SY . Note that SX and SY are isomorphic as groups if and only if X and Y are isomorphic
as sets meaning they have the same cardinality, |X| “ |Y |. The symmetric group over n
symbols , denoted by Sn, can be understood (up to isomorphism) as the symmetric group
over any set of cardinality n, e.g., the first n positive integers rns “ t1, . . . , nu.

Definition 2.3.6. Let G be a group, X be a set and SX the symmetric group on X. A
group action of G on X is a group homomorphism α : G Ñ SX from G to SX . The group
action of G of an element x P X is typically abbreviated, for g P G, by

g ¨ x :“ αpgqpxq. (2.3.4)

The orbit of an element x P X under the action of G, denoted by G ¨ x (or sometimes
αpGqpxq), is the subset

G ¨ x :“ tαpgqpxq P X | g P Gu. (2.3.5)

An element x P X is said to be invariant if its orbit is a singleton, i.e., G ¨ x “ txu.

Example 2.3.7. The set of all real numbers, R, equipped with the binary operation of
addition, ` : R ˆ R Ñ R, forms a group, called the real additive group where the identity
element is zero and the inverse of r P R is the negation ´r P R. The subset of all integers
Z “ t. . . ,´2,´1, 0,`1,`2, . . .u Ă R is a subgroup of the real additive group R. The set
of non-zero real numbers, denoted by Rˆ “ Rzt0u, equipped with the binary operation of
multiplication, ¨ : R ˆ R Ñ R, forms a group, called the real multiplicative group where
the identity element is one and the inverse of r P Rˆ is 1

r
P Rˆ. The finite subset Z2 “

t´1,`1u Ă Rˆ is a subgroup of Rˆ. In an analogous fashion, the complex additive group is
denoted C and the complex multiplicative group is denoted by Cˆ.
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2.3.2 Lie groups

There are many excellent textbook references for the subject of Lie group theory, e.g. [Wey46;
Sim96; OV12; Cvi08; Pro07; Lee01]. Our primary reference for the theory of matrix Lie
groups and their representations is the textbook by Hall [Hal15].

Example 2.3.8. Let F be the field of complex, real or rational numbers, i.e. F P tC,R,Qu.
The set of d ˆ d matrices with entries in F is denoted by MatdpFq. The general linear
group over F, denoted by GLpd,Fq Ă MatdpFq, is the group of invertible d ˆ d matrices
equipped with the binary operation of matrix multiplication, expressed using juxtaposition
(i.e. pg1, g2q ÞÑ g1g2), and identity element given by the identity matrix, denoted by either
e or I. Throughout this thesis, our main examples will be the real general linear group,
GLpd,Rq, and the complex general linear group, GLpd,Cq.

The set MatdpFq of d ˆ d matrices with entries in F will always be considered as a
topological space with respect to the standard topology on MatdpFq under the identification
MatdpFq – Fdˆd. The subset of invertible matrices, GLpd,Fq, and all of its subgroups will
always inherit its topology from the standard topology on MatdpFq. The following definitions
are concerned with topological properties of GLpd,Cq and its subgroups.

Definition 2.3.9. A linear group is a subgroup G of GLpd,Fq with binary operation given
by matrix multiplication.

The following definition of a matrix Lie group is [Hal15, Defn. 1.4].

Definition 2.3.10. A matrix Lie group G is a linear group that is a subgroup of
GLpd,Cq, meaning every sequence tgk P G | k P Nu of elements of G that converges to
an element of MatdpCq either converges to an matrix in G or to a non-invertible matrix in
MatdpCqzGLpd,Cq.

Example 2.3.11. The real general linear group GLpd,Rq and complex linear group GLpd,Cq

are both matrix Lie groups viewed as subgroups of GLpd,Cq. Furthermore, the subgroups
SLpd,Rq and SLpd,Cq of matrices with determinant one, known as the special linear groups,
are matrix Lie groups.

Example 2.3.12. The conjugate transpose is an operation on complex matrices X P

MatdpCq sending the complex matrix X with entries Xij P C to the complex matrix X˚

with entries pX˚qij “ X˚
ji. When restricted to the subgroup of real matrices MatdpRq, this

operation is known as the transpose of a matrix and is denoted by XT and has entries
pXT qij “ Xji. A complex matrix U P MatdpCq is unitary if U˚ “ U´1. Similarly, a real
matrix O P MatdpRq is orthogonal if O˚ “ O´1. The subset of all unitary matrices in
MatdpCq is a matrix Lie group called the unitary group Updq Ă GLpd,Cq and the subset
of all orthogonal matrices in MatdpRq is a matrix Lie group called the orthogonal group
Opdq Ă GLpd,Rq. The special unitary group is SUpdq “ Updq X SLpd,Cq and the special
orthogonal group is SOpdq “ Opdq X SLpd,Rq.

The following definition combines [Hal15, Defn. 1.8] and the first part of [Hal15, Defn.
1.9].
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Definition 2.3.13. A matrix Lie group G Ď GLpd,Cq is said to be compact if it is compact
as a subset of MatdpCq – Cdˆd. A matrix Lie group G Ď GLpd,Cq is said to be connected
if for any pair pg1, g2q P G, there exists a path from g1 to g2, which is a continuous function
mapping t P r0, 1s to gptq P G such that gp0q “ g1 and gp1q “ g2.

By the Heine-Borel theorem, a matrix Lie group is compact if and only if it is i) closed as
a subset of MatdpCq, meaning convergent sequences tgk P G | k P Nu of matrices converge to
an element of G, and ii) bounded, meaning there exists a finite C P Rě0 such that |gij| ă C
holds for all i, j P rds and g P G [Hal15]. Also note that for general topological spaces, there
is a distinction between the notions of connected and path-connected, but these notions are
ultimately equivalent for matrix Lie groups [Hal15, Pg. 17].

Example 2.3.14. The groups SUpdq,Updq, SOpdq, and Opdq (for all d P N) are compact
while the groups GLpd,Cq and SLpd,Cq (for d ą 1) are non-compact. The groups SUpdq,
Updq, SOpdq, GLpd,Cq and SLpd,Cq (for all d P N) are connected while Opdq is disconnected.

The advantage of restrictive our focus to matrix Lie groups, instead of the more general
notion of non-matrix Lie groups, is simply that the exponential map exp : MatdpCq Ñ

MatdpCq acting on complex matrices can be defined in a straight-forward manner and thus
the Lie algebra of a matrix Lie group is also straight-forward to define.

Definition 2.3.15. The exponential of a matrix X P MatdpCq, denoted by eX or exppXq

is the matrix defined by

exppXq :“
8
ÿ

n“0

Xn

n!
. (2.3.6)

Remark 2.3.16. A one-parameter subgroup of GLpd,Cq ([Hal15, Defn. 2.13]) is a
continuous group homomorphism A : R Ñ GLpd,Cq, meaning Aptq is a continuous function
of t, Ap0q “ I is the identity matrix and Apt1 ` t2q “ Apt1qApt2q for all t1, t2 P R. For
any complex matrix X P MatdpCq, the function Aptq “ expptXq defines a one-parameter
subgroup GLpd,Cq. Moreover, by [Hal15, Thm. 2.14] every one-parameter subgroup of
GLpd,Cq is of this form for a unique complex matrix X P MatdpCq.

2.3.3 Lie algebras

Definition 2.3.17. A Lie algebra is a vector space g over some field F (e.g., C or R)
equipped with a binary operation, r¨, ¨s : g ˆ g Ñ g, called the Lie bracket which satisfies:

• bilinearity : for all a, b P F and X, Y, Z P g,

raX ` bY, Zs “ arX,Zs ` brY, Zs,

rZ, aX ` bY s “ arZ,Xs ` brZ, Y s,
(2.3.7)

• alternativity : for all X P g,

rX,Xs “ 0, (2.3.8)
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• and the Jacobi identity : for all X, Y, Z P g,

rX, rY, Zs ` rY, rZ,Xss ` rZ, rX, Y ss “ 0. (2.3.9)

All of the Lie algebras in this thesis will be Lie algebras associated to a matrix Lie group.

Example 2.3.18. Let G Ď GLpd,Cq be a matrix Lie group. The Lie algebra associated
to G, denoted by g, is the subset of all matrices X P MatdpCq such that the image of the
one-parameter subgroup Aptq “ expptXq is contained within G. In this case, the Lie bracket
between the matrices X, Y P g is given by the commutator of matrices,

rX, Y s “ XY ´ Y X. (2.3.10)

Example 2.3.19. Perhaps the simplest non-trivial example of a Lie algebra is the Lie
algebra slp2,Cq of 2 ˆ 2 complex matrices with trace zero. A standard basis for slp2,Cq are
the matrices

H “

ˆ

1 0
0 ´1

˙

, X “

ˆ

0 1
0 0

˙

, Y “

ˆ

0 0
1 0

˙

, (2.3.11)

with commutation relations

rH,Xs “ 2X, rH, Y s “ 2Y, rX, Y s “ H. (2.3.12)

The Lie algebra slp2,Cq is the Lie algebra associated to the Lie group SLp2,Cq of invertible
2 ˆ 2 complex matrices with unit determinant.

Definition 2.3.20. Let h and g be Lie algebras over the same field F. A Lie algebra
homomorphism from h to g is a linear map L : h Ñ g such that for all X, Y P h,

LprX, Y sq “ rLpXq, LpY qs. (2.3.13)

If L is additionally injective, meaning kerpLq “ 0, then h is a Lie subalgebra of g. Often
Lie subalgebras are vector subspaces, i.e., h Ď g.

Example 2.3.21. Let g be a Lie algebra with Lie bracket r¨, ¨s. The center of g, denoted
by zpgq, is the subalgebra of elements X P g which commute with all of g, i.e.,

zpgq :“ tX P g | @Y P g, rX, Y s “ 0u. (2.3.14)

If the Lie bracket vanishes everywhere, then g “ zpgq and g is said to be an abelian Lie
algebra. The maximal abelian Lie subalgebra h of g is called the Cartan subalgebra of g.

Remark 2.3.22. If V is a d-dimensional inner product space over the field F with inner
product x¨, ¨y, let GLpVq Ă EndpVq denote the group of invertible linear maps acting on
GLpVq. Given an orthonormal basis te1, . . . , edu on V , we freely identify the group of in-
vertible linear operators on V , GLpVq, with the corresponding group of invertible matrices,
GLpd,Fq, by defining the matrix Mg P GLpd,Fq for g P GLpVq via

pMgqi,j “ xei, gejy . (2.3.15)

In turn, the Lie algebra of GLpVq, denoted by glpVq, becomes identified with the set of all
matrices glpd,Fq “ MatdpFq with Lie bracket given by the matrix commutator. In a similar
fashion, if the underlying field is the field of complex numbers, F “ C, let UpVq » Updq be
the group of unitary maps acting on V and if working over the real numbers, F “ R, let
OpVq » Opdq be the group of orthogonal maps acting on V .
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2.4 Representation theory

2.4.1 Group representations

The subject of representation theory, as a whole, is far too vast to provide a comprehensive
introduction here. Instead, the primary focus of this section will be to introduce the reader
to the representation theory of a rather special class of groups called reductive groups. The
landmark result covered here will be the theorem of highest weights which provides helps to
both classify and construct the representations of connected compact Lie groups. To begin
we consider the definition of a representation and the notion of reducibility.

Definition 2.4.1. A representation , Φ, of a group G on a vector space V over the field
F is a group homomorphism, Φ : G Ñ GLpVq, from the group G to the group of invertible
linear operators on V , GLpVq, meaning

@g1, g2 P G : Φpg1 ¨ g2q “ Φpg1qΦpg2q. (2.4.1)

Example 2.4.2. Let n P N be a positive integer and let Sn be the symmetric group of
permutations of order |Sn| “ n!. For each vector space, V , the tensor-permutation
representation of Sn on Vbn, denoted by

Tn : Sn Ñ GLpVbnq, (2.4.2)

is defined for each σ P Sn and n-tuple of vectors pv1, . . . , vnq P Vˆn, by

Tnpσqpv1 b ¨ ¨ ¨ b vnq “ vσp1q b ¨ ¨ ¨ b vσpnq, (2.4.3)

and extended linearly for all vectors in Vbn.

Example 2.4.3. Let Φ : G Ñ GLpVq be a representation of a group G on a vector space
V over the field F and let V˚ be the vector space dual to V consisting of F-valued linear
functions on V . The dual representation of G on V˚, denoted by Φ˚ : G Ñ GLpV˚q, is
defined for all v P V , g P G, and f P V˚ by

rΦ˚pgqpfqspvq :“ fpΦpg´1qvq. (2.4.4)

Example 2.4.4. Let G Ď GLpn,Cq be a matrix Lie group with Lie algebra g. The adjoint
representation of G is the representation Ad : G Ñ GLpgq defined for all X P g by

AdpgqpXq “ Bt“0pge
tXg´1q “ gXg´1. (2.4.5)

Definition 2.4.5. Let Φ : G Ñ GLpVq be a representation of G. A subspace W Ď V is
invariant if

@w P W , @g P G : Φpgqw P W . (2.4.6)

The trivial invariant subspaces of V are the zero subspace 0 Ď V and the vector space V
itself. A representation is said to be irreducible if the only invariant subspaces of V are
the trivial ones.
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Definition 2.4.6. Let Φ : G Ñ GLpVq and Φ1 : G Ñ GLpV 1q be representations of the
group G. A linear operator L : V Ñ V 1 is said to be a homomorphism from Φ to Φ1 (also
called an intertwining or equivariant map) if

@g P G : LΦpgq “ Φ1pgqL. (2.4.7)

If L is additionally invertible, then it is called an isomorphism as its inverse, L´1 : V 1 Ñ V ,
is a homomorphism from Φ1 to Φ.

Perhaps the most significant and widely applicable results in representation theory is
Schur’s lemma [Hal15; FH13].

Lemma 2.4.7 (Schur’s lemma). Let Φ : G Ñ GLpVq and Φ1 : G Ñ GLpV 1q be irreducible
representations of the group G over complex vector spaces and let L : V Ñ V 1 be an homo-
morphism from Φ to Φ1. Then either L is an isomorphism, or L is zero. Furthermore, if
V “ V 1, then L is proportional to the identity,

L “ α1V . (2.4.8)

for some α P C.

Proof. As L is a homomorphism from Φ to Φ1, its kernel,

kerpLq “ tv P V | Lv “ 0 P V 1u Ď V , (2.4.9)

by Definition 2.4.6, is an invariant subspace subspace of V (because v P kerpLq implies
LΦpgqv “ Φ1pgqLv “ 0 and thus Φpgqv P kerpLq). Since Φ is irreducible, kerpLq is either
zero, in which case L is invertible and thus an isomorphism, or all of V , in which case L is
zero.

Finally, if V “ V 1, then for any eigenvalue α P C of L, the homomorphism L ´ α1 has
non-empty kernel which means L ´ α1 must be zero and thus L “ α1 as claimed.

2.4.2 Lie algebra representations

It will also be useful to consider the representation theory of Lie algebras, which parallels
Definition 2.4.1.

Definition 2.4.8. Let g be a Lie algebra with Lie bracket r¨, ¨s : gˆ g Ñ g, and let glpVq be
the Lie algebra of linear maps on a vector space V . A representation of a Lie algebra
g on V is a Lie algebra homomorphism, L : g Ñ glpVq (Definition 2.3.20), meaning

@X, Y P g : LprX, Y sq “ rLpXq, LpY qs. (2.4.10)

Lemma 2.4.9. Let G be a Lie group with Lie algebra g and let Φ : G Ñ GLpVq be a
representation of G. Define ϕ : g Ñ glpVq for all X P g and v P V by

ϕpXqv “ Bt“0ΦpexpptXqqv. (2.4.11)

Then ϕ : g Ñ glpV q is a representation of the Lie algebra g called the induced represen-
tation.
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Definition 2.4.10. The adjoint representation of a Lie algebra g on itself,

ad : g Ñ glpgq, (2.4.12)

is the representation of g defined, for X, Y P g by

adpXqY “ rX, Y s. (2.4.13)

where r¨, ¨s is the Lie bracket for g.

That the adjoint representation of g satisfies the definition of a Lie algebra representa-
tion, Definition 2.4.8, follows directly from the Jacobi identity. Furthermore, if g is the Lie
algebra of some Lie group G, then the Lie algebra representation of g induced by the adjoint
representation of the Lie group G on g coincides with the above definition. For matrix Lie
groups, G, this correspondence is especially easy to verify.

Example 2.4.11. Let Ad : G Ñ GLpgq be the adjoint representation of the matrix Lie
group G with Lie algebra g. The induced representation, ad : g Ñ glpgq, of g on itself is
therefore

adpXqY “ Bt“0AdpexpptXqqY “ Bt“0pe
tXY e´tXq “ XY ´ Y X “ rX, Y s. (2.4.14)

An important property of Lie groups G that are connected as topological groups is that
the group G and its Lie algebra g share invariant subspaces.

Lemma 2.4.12. Let Φ : G Ñ GLpVq be a finite dimensional representation of a connected
Lie group G and let ϕ : g Ñ glpVq be the induced representation of its Lie algebra. A subspace
U Ď V is a Φ-invariant if and only if it is ϕ-invariant.

Proof. If U is Φ-invariant, then for all t P R and X P g, ΦpexpptXqqv P U and thus ϕpXqv “

Bt“0ΦpexpptXqqv P U . On the other hand, if U is ϕ-invariant, then for any X P g,

ΦpexppXqqv “ exppϕpXqqv “

8
ÿ

k“0

1

k!
pϕpXqq

kv P U , (2.4.15)

Since X P g was arbitrary and a connected Lie group G is generated by elements of the form
exppXq ([Hal15, Cor. 37]), the above equation implies that U is also Φ invariant.

Our next example is concerned with deconstructing the irreducible representations of
slp2,Cq and is a well-known construction in the representation theory of Lie algebras. Our
presentation closely mirrors [Hal15, Sec. 4.2].

Example 2.4.13. Recall the Lie algebra, slp2,Cq, of 2ˆ2 complex, traceless matrices. Now
suppose ϕ : slp2,Cq Ñ glpd,Cq is an irreducible d-dimensional representation of slp2,Cq and
let H,X, Y P slp2,Cq be the basis for slp2,Cq defined in Example 2.3.19. Now let µ P C be
an eigenvector of ϕpHq with eigenvector v,

ϕpHqv “ µv. (2.4.16)
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Using the commutation relation rH,Xs “ 2X and the assumption that ϕ preserves the Lie
bracket, we conclude that ϕpXqv must either be the zero vector or an eigenvector of ϕpHq

with eigenvalue µ ` 2 because

ϕpHqϕpXqv “ ϕpXqϕpHqv ` ϕprH,Xsqv “ pµ ` 2qϕpXqv. (2.4.17)

Since the representation is assumed finite, ϕpHq can only have finitely many eigenvalues and
thus repeated application of ϕpXq to v must eventually produce a zero vector, i.e., there
exists a positive integer r such that

u :“ ϕpXq
rv ‰ 0, ϕpXq

r`1v “ 0. (2.4.18)

Therefore, u is a non-zero eigenvector of ϕpHq with eigenvalue λ :“ µ ` 2r.
In a similar fashion to Eq. (2.4.17), as rH, Y s “ ´2Y , we conclude that ϕpY qu0 is either

zero or an eigenvector of ϕpHq with eigenvalue u0 ´ 2. Again, by the finite-dimensionality
of the representation, we conclude there exists another positive integer ℓ such that

ϕpY q
ℓu ‰ 0, ϕpY q

ℓ`1u “ 0. (2.4.19)

For each j P t0, . . . , ℓu, let wj be the non-zero eigenvector of ϕpHq,

wj :“ ϕpY q
ju, (2.4.20)

with eigenvalue λ ´ 2j, i.e.,
ϕpHqwj “ pλ ´ 2jqwj. (2.4.21)

Evidently, these eigenvectors span an pℓ ` 1q-dimensional subspace that is invariant under
the action of slp2,Cq via the representation ϕ : slp2,Cq Ñ glpd,Cq. Under the assumption
that ϕ is irreducible, we conclude d “ ℓ ` 1.

Finally, we can characterize the action of ϕpXq on wj for j ą 0 using induction and the
commutation relations rX, Y s “ H to obtain

ϕpXqwj “ jpλ ´ pj ´ 1qqwj´1. (2.4.22)

By applying ϕpY q to both sides of this expression, and using the fact that ϕpY qwℓ “ 0, one
obtains

0 “ pℓ ` 1qpλ ´ ℓqwℓ, (2.4.23)

and thus concludes that the eigenvalue λ must equal the integer ℓ.

A key tool for understanding the anatomy of a Lie algebra representation, ϕ : g Ñ glpVq

is to examine its restriction onto a subalgebra which is easier to study. Specifically, given
any abelian subalgebra h Ď g, the fact that rX, Y s “ 0 for all X, Y P h implies that the
operators ϕpXq and ϕpY q acting on V must commute.

Definition 2.4.14. Let ϕ : g Ñ glpVq be a Lie algebra representation and fix h Ď g
a maximal abelian subalgebra of g. A weight of the representation is a linear function,
µ P h˚, such that there exists a non-zero vector, v P V , called a weight vector , satisfying

@H P h : ϕpHqv “ µpHqv. (2.4.24)

The subspace of all weight vectors for a given weight µ P h˚, denoted by Vµ Ď V , is called
the weight space and its dimension is the multiplicity of µ.
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Example 2.4.15. Perhaps the most important representation of a Lie algebra g is the
adjoint representation, ad : g Ñ glpgq, of g on itself. Once a maximal abelian subalgebra
h Ď g is fixed, the weights, weight vectors, and weight spaces associated to the adjoint
representation are called roots, root vectors, and root spaces, respectively A root is a linear
function α P h˚ such that there exists a non-zero root vector X P g satisfying

@H P h : adpHqX “ rH,Xs “ αpHqX. (2.4.25)

The root space of all root vectors for the root α is denoted by gα Ď g.

2.4.3 Composition

Before discussing how to construct a representation from scratch, it will be helpful to under-
stand a few of the operations that can be used to compose representations to produce new
ones. Note that vector spaces in this section are considered to be over the same field, e.g.,
the complex numbers C.

The first two operations combine two representations of the same group, albeit on possibly
different vector spaces.

Definition 2.4.16. Let Φ1 : G Ñ GLpV1q and Φ2 : G Ñ GLpV2q be representations of the
group G. The internal direct sum of Φ1 and Φ2 is a representation of the form

Φ1 ‘ Φ2 : G Ñ GLpV1 ‘ V2q (2.4.26)

and is defined, for all g P G, by

pΦ1 ‘ Φ2qpgq “ Φ1pgq ‘ Φ2pgq. (2.4.27)

Definition 2.4.17. Let Φ1 : G Ñ GLpV1q and Φ2 : G Ñ GLpV2q be representations of the
group G. The internal tensor product of Φ1 and Φ2 is a representation of the form

Φ1 b Φ2 : G Ñ GLpV1 b V2q (2.4.28)

and is defined, for all g P G, by

pΦ1 b Φ2qpgq “ Φ1pgq b Φ2pgq. (2.4.29)

The next two operations combine two representations of potentially distinct groups.

Definition 2.4.18. Let Φ1 : G1 Ñ GLpV1q and Φ2 : G2 Ñ GLpV2q be representations of the
groups G1 and G2. The external direct sum of Φ1 and Φ2 is a representation of the form

Φ1 ‘ Φ2 : G1 ˆ G2 Ñ GLpV1 ‘ V2q (2.4.30)

and is defined, for all g1 P G and g2 P G, by

pΦ1 ‘ Φ2qpg1, g2q “ Φ1pg1q ‘ Φ2pg2q. (2.4.31)
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Definition 2.4.19. Let Φ1 : G1 Ñ GLpV1q and Φ2 : G2 Ñ GLpV2q be representations of the
groups G1 and G2. The external tensor product of Φ1 and Φ2 is a representation of the
form

Φ1 b Φ2 : G1 ˆ G2 Ñ GLpV1 b V2q (2.4.32)

and is defined, for all g1 P G1 and g2 P G2, by

pΦ1 b Φ2qpg1, g2q “ Φ1pg1q b Φ2pg2q. (2.4.33)

Remark 2.4.20. Note there is seldom an opportunity to confuse the internal and external
constructions when G1 and G2 are distinct groups as only the external construction is defined
in this case. If however, the two groups are identical, i.e. G1 “ G2 “ G, then the internal
and external constructions can be related using the diagonal (or copy) embedding:

∆ : G Ñ G ˆ G :: g ÞÑ pg, gq. (2.4.34)

In such cases, the internal and external constructions of the representations Φ1 : G Ñ GLpV1q

and Φ2 : G Ñ GLpV2q are related by the formulas

Φ1 ‘ Φ2 “ pΦ1 ‘ Φ2q ˝ ∆, (2.4.35)

Φ1 b Φ2 “ pΦ1 b Φ2q ˝ ∆. (2.4.36)

For the sake of brevity, the tensor product of two representations will always refer to the
internal tensor product. Similarly, the direct sum of two representations will always refer to
the internal direct sum.

Under certain circumstances, there is an opportunity to combine representations acting
on the same vector space.

Definition 2.4.21. Let Φ1 : G1 Ñ GLpVq and Φ2 : G2 Ñ GLpVq be representations of
G1 and G2 on a common vector space V . The representations Φ1 and Φ2 are said to be
mutually commuting representations on V if

@g1 P G1, g2 P G2 : rΦ1pg1q,Φ2pg2qs “ 0. (2.4.37)

If Φ1 and Φ2 are mutually commuting, then one can construct the representation

Φ1,2 : G1 ˆ G2 Ñ GLpVq (2.4.38)

defined, for all g1 P G1 and g2 P G2, by

pΦ1,2qpg1, g2q “ Φ1pg1qΦ2pg2q “ Φ1pg1qΦ2pg2q. (2.4.39)

Example 2.4.22. Given a representation Φ : G Ñ GLpVq and a positive integer n P N, one
can construct a representation of G on Vbn called the nth tensor power representation
of Φ, denoted Φbn : G Ñ GLpVbnq, defined as the internal tensor product of n copies of
Φ. A related representation is obtained by first noting that Φbnpgq “ Φpgqbn commutes
with the permutation of the n tensor factors in Vbn. Then let ιn : Symn

pVq ãÝÑ Vbn be the
GLpVq-equivariant isometry from the symmetric subspace of degree n, Symn

pVq, to Vbn.
Finally one can define the nth symmetric power representation , denoted Φ_n : G Ñ

GLpSymn
pVqq, for all g P G by

Φ_npgq :“ ι˚npΦpgqq
bnιn. (2.4.40)

Analogously, if v P V and n P N, define v_n P SymnV by v_n :“ ι˚nv
bn.
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2.4.4 Decomposition

Definition 2.4.23. A representation Φ : G Ñ GLpVq is said to be completely reducible
if it is isomorphic to a finite direct sum of irreducible representations, i.e., there exists a
finite set of irreducible representations Φi : G Ñ GLpViq indexed by i P rrs such that V
decomposes as a vector space into a finite direct sum,

V “ V1 ‘ V2 ¨ ¨ ¨ ‘ Vr, (2.4.41)

and furthermore Φpgq decomposes, for each g, as an operator

Φpgq “ Φ1pgq ‘ ¨ ¨ ¨ ‘ Φrpgq. (2.4.42)

The group G itself is said to be completely reducible if every finite-dimensional represen-
tation of G is completely reducible.

The following is [Hal15, Prop. 4.27].

Lemma 2.4.24. Let Φ : K Ñ UpVq be a finite-dimensional unitary representation of K on
a Hilbert space V with inner product x¨, ¨y. Then Φ is completely reducible.

Proof. First, we prove that any reducible, unitary representation Φ : K Ñ UpVq of K on the
Hilbert space V splits into the orthogonal direct sum of unitary representations. Let W Ă V
be a proper invariant subspace of V . The orthogonal complement WK of W (evaluated with
respect to the inner product x¨, ¨y on V), leads to the decomposition V “ W ‘WK. That WK

is also an invariant subspace follows from the unitarity of Φpkq for all k P K. The invariance
of W means Φpkqw P W for all w P W and k P K (including k´1). Therefore, for generic
w1 P WK and w P W ,

0 “ xw1,Φpk´1qwy “ xw1,Φpkq
˚wy “ xΦpkqw1, wy , (2.4.43)

which means Φpkqw1 P WK and thus WK is also invariant.
Second, if the representation on W (or WK) is reducible, then the above argument can be

applied to recursively split the subrepresentation on W (or WK). Since V is finite-dimensional
and one-dimensional representations are irreducible by definition, this recursive process much
terminate, producing a orthogonal direct-sum decomposition of V into irreducible invariant
subspaces.

The following is [Hal15, Thm 4.28] as is sometimes known as Weyl’s unitary trick.

Theorem 2.4.25. If K is compact matrix Lie group, then every finite-dimensional repre-
sentation of K is completely reducible.

Proof. Let Φ : K Ñ GLpVq be a representation of K on a finite-dimensional Hilbert space V
with inner product x¨, ¨y. If Φ is a unitary representation, i.e. Φpkq˚ “ Φpk´1q (with respect
to x¨, ¨y) for all k P K, then Lemma 2.4.24 implies Φ is completely reducible. Thus the only
remaining case to consider is when Φ is not a unitary representation. The trick here is to
show that whenever Φpkq is not unitary with respect to the inner product x¨, ¨y, one can
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define a new inner product, x¨, ¨yK on V such that Φpkq is unitary. This new inner product
is obtained by twirling the old inner product, namely for v, w P V ,

xv, wyG :“

ż

G

xΦpkqv,Φpkqwy dµpkq, (2.4.44)

where dµ is the unique up to scaling left and right K-invariant Haar measure on K (compact-
ness of K ensures this existence and invariance of this measure, as well as the convergence
of the integral). That Φpkq is a unitary operator with respect to x¨, ¨yK follows from the
invariance of the Haar measure dµ which implies xΦpkqv,ΦpkqwyK “ xv, wyK for all v, w P V
which means Φpkq˚Φpkq “ 1V is the identity on V and thus Φpkq´1 “ Φpk´1q “ Φpkq˚ is
unitary for all g P G. By Lemma 2.4.24, again, Φ is completely reducible.

2.4.5 Complexification & semisimplicity

At this stage, we turn our attention to a particular class of Lie algebras called semisimple Lie
algebras which are obtained from the Lie algebras of compact Lie groups by a process known
as complexification. Our interest in semisimple Lie algebras stems from the fact that, much
like Theorem 2.4.25, their finite-dimensional representations are completely reducible [Hal15,
Thm. 10.9].

Semisimple Lie algebras include many of the familiar examples of including slpd,Cq,
sopd,Cq, and sppd,Cq. Our main goal will be to understand the decomposition of reductive
Lie algebras and establish some consistent notation along the way.

To begin, we consider the complexification of a real Lie algebras, k, which is formed by
extending the field of real numbers, R, to the field of complex numbers, C, in the usual way.

Definition 2.4.26. Let k be a Lie algebra with Lie bracket r¨, ¨s. The complexification of
k, expressed as kC or k ‘ ik, is the Lie algebra of formal linear combinations,

X “ X1 ` iX2, (2.4.45)

where X1, X2 P k and where iX :“ ´X2 ` iX1. The Lie bracket is extended linearly for
X, Y P kC to

rX, Y s “ prX1, Y1s ´ rX2, Y2sq ` iprX1, Y2s ` rX2, Y1sq. (2.4.46)

Example 2.4.27. The complexification of the Lie algebra of real dˆd matrices is isomorphic
to the Lie algebra of complex d ˆ d matrices,

glpd,RqC – glpd,Cq. (2.4.47)

Similarly, the complexification of the Lie algebra of skew-Hermitian dˆ d matrices (which is
a real Lie algebra) is also isomorphic to the Lie algebra of complex d ˆ d matrices,

updqC – glpd,Cq. (2.4.48)

This second example follows because every dˆ d complex matrix M P glpd,Cq is expressible
as

M “

ˆ

M ´ M˚

2

˙

` i

ˆ

M ` M˚

2i

˙

(2.4.49)
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where M˚ is the conjugate transpose of the matrix M and where both the first and second
terms in parentheses are skew-Hermitian matrices, and thus elements of updqC. For more
examples of complexifications, see [Hal15, Eq. 3.17].

Remark 2.4.28. When working with Lie algebras and their complexifications, it can quickly
become quite challenging to keep track of all of the different relationships between the various
subspaces. It is therefore essential to establish some consistent notational conventions. Our
notational conventions are fairly standard and strongly mirrors those of Ref. [BCV21]. As a
starting point we consider a real Lie algebra k and its complexification

g “ kC “ k ‘ ik. (2.4.50)

Acting on the complexified Lie algebra g “ kC, there exists a map, called the local Cartan
involution ,

θ : g Ñ g, (2.4.51)

which sends each X “ X1 ` iX2 P g (where X1, X2 P k) to

θpXq “ θpX1 ` iX2q “ X1 ´ iX2. (2.4.52)

In this way, k can be identified with the `1 eigenspace of θ, while ik is identified with its ´1
eigenspace. In addition, we can define a local ˚-involution , ˚ : g Ñ g, on g as the map
sending X P g to

X˚
“ ´θpXq “ ´X1 ` iX2. (2.4.53)

In this way, if k “ updq is the Lie algebra of d ˆ d skew-Hermitian matrices, then ik “ iupdq

is the Lie algebra of d ˆ d Hermitian matrices (with negated Lie bracket), and then the
˚-involution coincides with the complex conjugate of a complex matrix in the sense that

X P k ðñ X˚
“ ´θpXq “ ´X,

X P ik ðñ X˚
“ ´θpXq “ `X.

(2.4.54)

Finally, it is sometimes useful to give the factor ik its own dedicated symbol, namely

p :“ ik, (2.4.55)

and thus we have g “ kC “ k ‘ ik “ k ‘ p.

Remark 2.4.29. In addition to the notational conventions from Remark 2.4.28 for dealing
with the complexification, g “ kC “ k‘ik, of a real Lie algebra k, it will also be important, for
the sake of consistency, to establish a notational convention for dealing with the subalgebras
of k and their complexification. In particular, the maximal abelian subalgebra (or Cartan
subalgebra) of k, will always be denoted by t, in which case we have the relationship

t Ď k. (2.4.56)

The complexification of t, will be denoted by

h “ tC “ t ‘ it. (2.4.57)
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Evidently, just as t is a subalgebra of k, the complexification of t is a subalgebra of the
complexification of k,

h “ t ‘ it Ď k ‘ ik “ g. (2.4.58)

Furthermore, h is the maximal abelian subalgebra of g [Hal15, Prop. 7.11]. Finally, in
addition to sometimes letting p :“ ik, we sometimes let a :“ it, in which case a Ď p.

Example 2.4.30. An key example to illustrate all of these notational conventions is to start
with the Lie algebra k “ updq. In this case, we have

• k “ updq (skew-Hermitian d ˆ d matrices),

• p “ ik “ iupdq (Hermitian d ˆ d matrices),

• g “ k ‘ p “ glpd,Cq (d ˆ d complex matrices),

• t “ up1qˆd – iRd (d ˆ d diagonal matrices with imaginary entries),

• a “ it “ iup1qˆd – Rd (d ˆ d diagonal matrices with real entries), and

• h “ t ‘ a – Cd (d ˆ d diagonal matrices with complex entries).

Definition 2.4.31. A Lie algebra, g, is called reductive if

g “ kC (2.4.59)

where k is the Lie algebra of a compact matrix Lie group K. If g is reductive and has trivial
center, i.e., zpgq “ 0, then it is semisimple .

Example 2.4.32. Note that every complex reductive Lie algebra g can be decomposed as
a direct sum

g “ zpgq ‘ s, (2.4.60)

where zpgq is its center and s is semisimple [Hal15, Prop. 7.6]. For example, the Lie algebra
of d ˆ d complex matrices, glpd,Cq, is reductive as it is the complexification of glpd,Rq or
updq, but it is not semisimple because its center,

zpglpd,Cqq “ tz1d | z P Cu – C, (2.4.61)

consists of the set of scalar d ˆ d matrices. In this case, Eq. (2.4.60) becomes

glpd,Rq – C ‘ slpd,Cq, (2.4.62)

where semisimple factor, slpd,Cq, consists of all traceless d ˆ d complex matrices.

Although finite-dimensional representations of semisimple Lie algebras can be shown to
be completely reducible [Hal15, Thm. 10.9], the same is not true of finite-dimensional rep-
resentations of reductive Lie algebras [Hal15, Ex. 10.9.1]2. Given that finite-dimensional

2A standard example is the Lie algebra representation ϕ : C Ñ glp2,Cq sending z P C to ϕpzq “
ˆ

0 z
0 0

˙

which contains non-trivial invariant subspaces but is not expressible as the direct sum of smaller

representations of C.
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representations of semisimple Lie algebras are completely reducible [Hal15, Thm. 10.9], it
becomes worth classifying their finite-dimensional irreducible representations. This classi-
fication is provided by the theorem of highest weights (Theorem 2.4.49) and depends on a
handful of supporting concepts and terminology to be covered over the next few pages.

The crucial reason for taking k in the definition of a reductive Lie algebra to be the Lie
algebra of a compact Lie group K is to import Weyl’s unitary trick mentioned in the proof
of Theorem 2.4.25 for the purposes of establishing the following result [Hal15, Prop. 7.4].

Lemma 2.4.33. Let g “ kC be a reductive Lie algebra. Then there exists an inner product
x¨, ¨y : g ˆ g Ñ C on g which is (i) real-valued when restricted to k Ď g, and (ii) satisfies for
all X, Y, Z P g,

xadpXqpY q, Zy “ xY, adpX˚
qpZqy , (2.4.63)

where ad : g Ñ glpgq is the adjoint representation of g on itself, and X˚ is defined as in
Eq. (2.4.53).

Recall, at this stage, that the roots of a Lie algebra are the weights (simultaneous eigen-
values) of its adjoint representation (recall Definition 2.4.14 and Example 2.4.15). In the
context of reductive Lie algebras, roots must interact with the complex structure in a par-
ticular way.

Lemma 2.4.34. Let α P h˚ be a root for a reductive Lie algebra g “ k ‘ ik relative to a
maximal abelian subalgebra h “ t ‘ it. If H “ H1 ` iH2 P h for H1, H2 P t, then

αpHq
˚

“ ´αpH1q ` iαpH2q. (2.4.64)

Proof. Let X P g be a non-zero eigenvector of the adjoint representation of H P t Ď k with
eigenvalue α P C, meaning

adpHqpXq “ rH,Xs “ αX. (2.4.65)

Since the inner product in Lemma 2.4.33 is anti-linear in the first argument and linear in
the second argument, and H P t Ď k satisfies H˚ “ ´H, one concludes

α˚ xX,Xy “ xαX,Xy ,

“ xadpHqpXq, Xy ,

“ xX, adpH˚
qpXqy ,

“ ´ xX, adpHqpXqy ,

“ ´α xX,Xy .

(2.4.66)

Therefore, for every H P t, its adjoint representation, adpHq, has purely imaginary eigenval-
ues, α˚ “ ´α. Since roots are just simultaneous eigenvectors of the adjoint representation
of h, one concludes, for all H P t, that αpHq P iR is imaginary. Therefore,

αpHq
˚

“ αpH1 ` iH2q
˚

“ pαpH1q ` iαpH2qq
˚, (2.4.67)

“ αpH1q
˚

´ iαpH2q
˚

“ ´αpH1q ` iαpH2q. (2.4.68)
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Remark 2.4.35. In light of Lemma 2.4.34, a root of a reductive Lie algebra, while having
the type of a complex-linear function α : h Ñ C (i.e. α P h˚), is essentially determined by
its restriction to t or it. Specifically, every root can be identified with a real-linear function
on it, i.e. h : it Ñ R.

Understanding the algebraic structure of the roots and associated root spaces yields the
most significant result in the representation theory of semisimple Lie algebras.

Theorem 2.4.36. Let g “ kC be a complex semisimple Lie algebra with fixed maximal abelian
subalgebra h. Let R Ď h˚ denote the set of all non-zero roots of g. Then g can be decomposed
as the direct sum

g “ h ‘
à

αPR

gα, (2.4.69)

where gα Ď g is the root space with associated to α P h˚.
Furthermore,

• for all α, β P h˚, rgα, gβs Ď gα`β, meaning

X P gα, Y P gβ ùñ rX, Y s P gα,β, (2.4.70)

• if α P R is a root with root vector X P gα, then ´α P h˚ is also a root with root vector
X˚ P g´α, and moreover α and ´α are the only non-zero roots proportional to α,

• the roots span all of h˚,
spanpRq “ h˚, (2.4.71)

• for each root α P R, the root space, gα, is one-dimensional,

dimpgαq “ 1. (2.4.72)

Proof. The statement of the above theorem is a combination of a number of results [Hal15,
Prop. 7.16-7.18, Thm. 7.19, Thm 7.23].

Theorem 2.4.37. Let g “ kC be a reductive Lie algebra. Then there exists a subalgebra
sα Ď g spanned by Hα P h, Xα P gα, and Yα “ X˚

α P g´α which satisfies

rHα, Xαs “ 2Xα, rHα, Yαs “ 2Yα, rXα, Yαs “ Hα, (2.4.73)

and thus sα is isomorphic to slp2,Cq from Example 2.3.19. Moreover, Hα P h is uniquely
determined by α and called the coroot of α.

Proof. Let x¨, ¨y be the inner product on g provided by Lemma 2.4.33 Then let X P gα be a
non-zero root vector for the root α P h˚, meaning

@H P h : adpHqpXq “ rH,Xs “ αpHqX. (2.4.74)

By Theorem 2.4.36, X˚ P g´α is a root vector for the root ´α P h˚. Therefore, by
Lemma 2.4.33, for all H P h,

xrX,X˚
s, Hy “ xX˚, rX˚, Hsy “ ´ xX˚, rH,X˚

sy “ αpHq xX˚, X˚
y . (2.4.75)
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As X˚ is non-zero, so is xX˚, X˚y, which means α is proportional to rX,X˚s in the sense
that

@H P h : αpHq “
xrX,X˚s, Hy

xX˚, X˚y
. (2.4.76)

Again using Theorem 2.4.36, rX,X˚s P g0 “ h and therefore

αprX,X˚
sq “

∥rX,X˚s∥2

∥X˚∥2
ą 0 (2.4.77)

is well-defined, real and positive. The first claim of the proof follows from defining

Hα “
2

αprX,X˚sq
rX,X˚

s, Xα “

d

2

αprX,X˚sq
X, Yα “

d

2

αprX,X˚sq
X˚, (2.4.78)

which satisfy the claimed commutation relations. To prove that Hα is independent of the
choice of non-zero root vector X P gα initially chosen, it suffices to note that, by Theo-
rem 2.4.36, dimpgαq “ 1, and thus the only other choice would be a scalar multiple of X
which leaves the definition of Hα unaffected as α is proportional to Hα,

αpHq9 xHα, Hy , (2.4.79)

with proportionality constant ∥rX,X˚s∥2 {p2 ∥X˚∥4q which is independent of scalar multiples
of X.

Corollary 2.4.38. Let g “ kC be a finite-dimensional reductive Lie algebra, let α, β P h˚ be
roots of g and let Hβ P h be the coroot of β as defined in Theorem 2.4.37. Then αpHβq is an
integer,

αpHβq P Z. (2.4.80)

Proof. Given that the coroot Hβ P h as defined by Theorem 2.4.37, belongs to subalgebra of
g isomorphic to slp2,Cq, we can apply Example 2.4.13 to see that the eigenvalues of ϕpHβq

for any finite-dimensional representation must be integers. Finally, given that g is assumed
finite-dimensional, and that αpHβq is an eigenvalue of adpHβq, it must be that αpHβq is an
integer.

Remark 2.4.39. The results of Theorem 2.4.36,Corollary 2.4.38 and [Hal15, Thm. 7.26]
imply that the roots of any finite-dimensional semisimple complex Lie algebra constitute an
abstract root system (see Section 2.4.6). Using the inner product provided by Lemma 2.4.33,
it is possible to identify h with its dual vector space h˚ and therefore every root α P h˚ with
an unique element H 1

α P h such that

αpHq “ xH 1
α, Hy , (2.4.81)

holds for every H P h1. By Theorem 2.4.37 we see that the element H 1
α P H would be

proportional to the coroot Hα P H. The convention adopted in this thesis is to consider
roots as functionals, i.e. α P h˚, in which case the enveloping vector space for the abstract
root systems considered in Section 2.4.6 should be taken to be E “ h˚ with inner product,
x¨, ¨y1 on h1, dual to the inner product provided by Lemma 2.4.33, i.e., for all α, β P h˚ let

xα, βy
1 :“ xH 1

α, H
1
βy . (2.4.82)

Of course, in the setting of finite-dimensional inner product spaces, which convention one
chooses is purely a matter of preference.
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2.4.6 Roots systems

Definition 2.4.40. A root system R is a finite set of non-zero vectors, called roots , of a
finite dimensional real inner product space pE , x¨, ¨yq such that

i) the roots span E , i.e. spanpRq “ E ,

ii) if α P R, then sα P R if and only if s P t´1,`1u,

iii) if α, β P R, then cαpβq defined by

cαpβq :“ 2
xα, βy

xα, αy
, (2.4.83)

in an integer (called a Cartan integer), and

iv) if α, β P R, then rαpβq P R where

rαpβq :“ β ´ cαpβqα. (2.4.84)

The rank of a root system R is the dimension of E .

Remark 2.4.41. For any root α P R of a root system R, Eq. (2.4.84) defines a reflection
rα : R Ñ R sending each root β P R to the root rαpβq P R obtained by reflecting β through
the hyperplane Eα Ă E (of dimension dimpEq ´ 1) orthogonal to α defined by

Eα :“ tv P E | xα, vy “ 0u. (2.4.85)

The collection of all such reflections W “ trα | α P Ru generates a finite subgroup of the
orthogonal group on E known as the Weyl group of the root system R.

Definition 2.4.42. Let R Ă E be a root system of the real inner product space pE , x¨, ¨yq

and let S : E Ñ t´1, 0,`1uR be the function assigning to each element µ P E the function,
Sµ : R Ñ t´1, 0,`1u, mapping each root α P R to the sign of xµ, αy:

Sµpαq “ signpxµ, αyq “

$

’

&

’

%

´1 if xµ, αy ă 0,

0 if xµ, αy “ 0,

`1 if xµ, αy ą 0.

(2.4.86)

Since there are only finitely many t´1, 0,`1u-valued functions on R, the map µ ÞÑ Sµ
partitions E into finitely many disjoint regions. Those regions where Sµ is strictly non-zero
for all roots,

@α P R : Sµpαq “ signpxµ, αyq ‰ 0, (2.4.87)

are called the Weyl chambers. In other words, the Weyl chambers are the open connected
components of the set-wise difference Ez

Ť

αPR Eα where Eα is the hyperplane orthogonal to
the root α as defined by Eq. (2.4.85).

The Weyl group, W , acts transitively on the Weyl chambers [Hal15, Prop. 8.23].
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The following remark demonstrates that for every root system R one can always pick a
subset of roots ∆ Ă R called a base for R that has a number of desirable properties [Hal15,
Thm. 8.16]. Choosing a base for a root system, as we shall see, is equivalent to choosing a
particular Weyl chamber to be the positive one.

Remark 2.4.43. Let R Ă E be a root system in E and fix a hyperplane W Ă E of dimension
dimpEq´1, called the separating hyperplane , such that no root α P R is contained within
W . That such a hyperplane actually exists follows from choosing a Weyl chamber, denoted
by C, to be considered as the positive Weyl chamber , and then choosing a vector ω P C
belonging to the positive Weyl chamber to serve as the normal vector of W , i.e. W is defined
by ω P C by

W “ tv P E | xω, vy “ 0u. (2.4.88)

As ω belongs to the interior of a Weyl chamber, it is not contained in any of the hyperplanes
Eα defined by Eq. (2.4.85) [Hal15, Prop. 8.14]. The separating hyperplane W derives its
name because every root α P R belongs exactly one of the two connected components in
EzW . In fact, given a hyperplane W with normal ω, a root α P R is said to be a positive
root if xα, ωy ą 0 or a negative root if xα, ωy ă 0. The set of positive roots in R is
denoted R` and the set of negative roots is denoted R´ such that R is the disjoint union
R “ R` \ R´. While this bipartition of the root system into positive and negative roots
evidently depends on the initial choice of positive Weyl chamber, it is independent of the
choice of separating hyperplane.

With respect to this decomposition of the root system, the subset ∆ Ă R` Ă R of
positive roots that cannot be written as a sum of two or more positive roots is called the
base of the root system. Using this construction, one can additionally show that i) the
elements of the base ∆ are linearly independent and ii) every positive (respectively negative)
root is expressible as a non-negative (respectively non-positive) integer linear combination
of elements in ∆ [Hal15, Thms. 8.16]. These final two conditions are sometimes taken as
an axiomatic definition for a base of a root system, but it can be shown that every subset
∆ Ă R satisfying these conditions arises under the construction presented here for some
(non-unique) choice of separating hyperplane W and normal ω [Hal15, Thms. 8.16 & 8.17].

The next two definitions are concerned with elements µ P E of the enveloping vector
space that are not necessarily roots.

Definition 2.4.44. Let R Ă E be a root system with inner product x¨, ¨y. For each root,
α P R, its coroot is defined by

Hα :“ 2
α

xα, αy
. (2.4.89)

An element µ P E is called an algebraically integral element if for all roots α P R,

xµ,Hαy “ 2
xµ, αy

xα, αy
P Z. (2.4.90)

Definition 2.4.45. Let R Ă E be a root system with inner product x¨, ¨y and let ∆ Ă R be
a base for R (Remark 2.4.43). An element µ P E is called dominant if

@α P ∆ : xµ, αy ě 0, (2.4.91)
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and strictly dominant if,
@α P ∆ : xµ, αy ą 0. (2.4.92)

Remark 2.4.46. Relative to a given choice of base, ∆, for a root system, R Ă E , it is not
too difficult to see that an element µ P E is strictly dominant if and only if it belongs to the
positive Weyl chamber (Remark 2.4.43) and dominant if and only if it belongs to the closure
of the positive Weyl chamber.

Definition 2.4.47. Let R Ă E be a root system with bases ∆ “ tα1, . . . , αru Ă R. An
element µ P E is higher than an element ν P E , expressed as

µ ě ν, (2.4.93)

if there exists non-negative integers tc1, . . . , cru such that

µ ´ ν “ c1α1 ` ¨ ¨ ¨ ` crαr. (2.4.94)

The relation, ě, defines a partial ordering on E .

Example 2.4.48. Let n P N and let te1, e2, . . . , en, en`1u be the standard orthonormal basis
for Rn`1 and let E » Rn be the subspace of vectors v with components vj “ xv, ejy summing
to zero. Then the An root system is the root system consisting of all vectors of the form
αij “ ei ´ ej for some i ‰ j P rn ` 1s. The Cartan integer is given by

cαijpαklq “ 2
xαij, αkly

xαij, αijy
“ xαij, αkly “ δik ` δjl ´ δil ´ δjk. (2.4.95)

The base ∆ for the An root system is typically taken to be the of roots αij with j “ i ` 1:

∆ “ tα12, α23, . . . , αn´1,n, αn,n`1u. (2.4.96)

With respect to this standard base for An, the positive roots are those roots αij with i ą j
and the negative roots are those with i ă j. The Weyl group W for the An is given by the
faithful representation of the symmetric group Sn which acts on the roots, αij, for π P Sn
by αij ÞÑ απpiqπpjq. This representation of Sn is also known as the standard representation of
Sn. The root system An is also the root system associated to the Lie algebra slpn ` 1,Cq.

2.4.7 Highest weights

The finite-dimensional irreducible representations of complex semisimple Lie algebras are
determined, up to isomorphism, by their highest weights. The following theorem is one part
of the theorem of highest weights for complex semisimple Lie algebras.

Theorem 2.4.49. Let g be a complex semisimple Lie algebra, let h Ď g be a fixed maximal
abelian subalgebra and let R be the root system of g (relative to h), and let ∆ Ă R be a
base for R with positive roots R` and negative roots R´. If ϕ : g Ñ glpVq is an irreducible
representation of g on a finite-dimensional complex vector space V, then exists a weight
λ P h˚ for ϕ with weight vector vλ P Vλ Ă V, meaning

@H P h : ϕpHqvλ “ λpHqvλ, (2.4.97)
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such that λ is a highest weight, meaning for all positive roots α P R` and corresponding
root vectors X P gα,

ϕpXqvλ “ 0. (2.4.98)

Moreover, the highest weight λ P h˚ is a dominant, algebraically integral element relative to
the root system R and base ∆. Furthermore, if ϕ1 : g Ñ glpV 1q is another finite-dimensional
irreducible representation of g with highest weight λ, then ϕ1 and ϕ are isomorphic represen-
tations of g.

Proof. Let λ P h˚ be any weight for ϕ with weight vector v P V . If w “ ϕpXqv ‰ 0 was
non-zero for some root vector X P gα with root α P R, it would constitute a weight vector
with weight α ` λ P h˚ because for all H P h,

ϕpHqϕpXqv “ ϕprH,Xsqv ` ϕpXqϕpHqv “ αpHqϕpXqv ´ λpHqϕpXqv, (2.4.99)

and thus
ϕpHqw “ pα ` λqpHqw. (2.4.100)

By the finite-dimensionality of V , can only be finitely many weights λ P h˚ for the repre-
sentation ϕ and therefore there must exist a weight that is highest in the sense that for all
positive roots α P R`, Eq. (2.4.98) holds.

That λ P h˚ is a dominant, algebraically integral element with respect to the root system
R with base ∆ follows from first recalling Corollary 2.4.38 (which guarantees λ is an alge-
braically integral element) and then second noting that if λ is not dominant, e.g. λpHαq ă 0
for some root α P ∆ in the base ∆, then ϕpXqv ‰ 0 is necessarily a weight vector with weight
λ ` α, contradicting Eq. (2.4.98).

That irreducible representations with the same highest weight are isomorphic follows from
noting that if vλ P V and v1λ P V 1 are highest weight vectors with the same weight λ P h1,
then vλ ‘v1λ is a highest weight vector with weight λ for the direct sum representation ϕ‘ϕ1

of g on V ‘V 1. By restricting ϕ‘ϕ1 to the invariant subspace U Ď V ‘V 1 containing vλ ‘ v1λ
and applying a version of Schur’s lemma for Lie algebras, we see that both V and V 1 are
isomorphic to the restriction of ϕ‘ ϕ1 onto U and thus are isomorphic to each other [Hal15,
Prop 6.15].

Remark 2.4.50. Although weights, λ : h Ñ C, assign complex numbers, λpHq, to elements
H P h, of the complexified Lie algebra h “ t ‘ it, they are uniquely determined by their
assignment of purely imaginary numbers to t, or equivalently, by their assignment of real
numbers to it, i.e.

H P t ùñ λpHq P iR, (2.4.101)

H P it ùñ λpHq P R. (2.4.102)

This observation is analogous to the result of Lemma 2.4.34 for roots. In this manner,
weights can be identified by their restriction to either t or it. In the latter case, where λ
is identified with its restriction to it, denoted by λ P it Ñ R, the weight λ is called a real
weight and written as λ P pitq˚.
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It can also be shown that a converse to Theorem 2.4.49 also holds and states that for
every dominant algebraically integral element λ P h˚ is the highest weight of some finite-
dimensional irreducible representation [Hal15, Thm. 9.5]. Theorem 2.4.49 and its converse,
when taken together, states that the isomorphism classes of finite-dimensional irreducible
representations of complex semisimple Lie algebras are in bijection with the set of dominant
algebraically integral elements λ P h˚.

Not only does the theorem of highest weights provide a complete classification of the
finite-dimensional irreducible representations for semisimple Lie algebras, it can be extended
to provide a complete classification of the finite-dimensional irreducible representations of
compact connected Lie groups and their complexifications. The reason for this correspon-
dence lies with the observation that if K is a compact connected Lie group with Lie algebra
k, the exponential map exp : k Ñ K, which assigns to each element X P k of the Lie algebra
an element exppXq P K of the Lie group, is surjective [Hal15, Cor. 11.10], i.e.

K “ exppkq :“ texppXq P K | X P ku. (2.4.103)

If K is not compact3 or connected, then this is no longer true.
To begin, let T to be an abelian Lie group and Φ : T Ñ GLpVq a representation of T

on a finite-dimensional complex vector space V . As T is abelian, rΦptq,Φpt1qs “ 0 for all
t, t1 P T , and therefore Schur’s lemma dictates that every irreducible representation of T is
one-dimensional whose images are subgroups of the complex multiplicative group Cˆ, e.g.
Φ : T Ñ Cˆ. If the group T is both abelian and compact, then an irreducible representation
Φ must map T into the circle group Up1q Ă Cˆ. If t is the Lie algebra of T , then every
irreducible representation Φ : T Ñ Up1q of T satisfies for all A P t,

ΦpexppAqq “ eλpAq (2.4.104)

where λ : t Ñ iR is a purely imaginary linear function on t. Alternatively, if H P it, then
the irreducible representation Φ : T Ñ Up1q must be of the form

ΦpexppiHqq “ eiλpHq (2.4.105)

where λ : it Ñ R is a real linear function on it.
Of course, if H P it is such that exppiHq is the identity element in T , then λ : it Ñ R

must map H to an integer multiple of 2π in order to ensure that Φ is indeed a representation.
Alternatively, if one considers those elements H 1 P it such that expp2πiH 1q is the identity

in T , then for the same reason λ : it Ñ R must map H 1 to an integer λpH 1q P Z.

Definition 2.4.51. Let T be a compact connected abelian Lie group, called a torus , with
Lie algebra t and identity element e P T . Let Γ Ă it be defined by

Γ :“ tH P it : expp2πiHq “ eu. (2.4.106)

A linear function λ : it Ñ R is said to be analytically integral if for all H P Γ Ă it,

λpHq P Z. (2.4.107)

3For a counterexample in the case of non-compact K, consider that

ˆ

´1 1
0 ´1

˙

P SLp2,Cq is not the

exponential of any matrix X P slp2,Cq.
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In this manner, every irreducible representation of a torus T can be identified with an
analytically integral element λ : it Ñ R.

Lemma 2.4.52. Let Φ : T Ñ Up1q be an irreducible representation of a torus T . Then there
exists an analytically integral linear function λ : it Ñ R satisfying for all H P it,

ΦpexppiHqq “ eiλpHq. (2.4.108)

Moreover, λ : it Ñ R is a weight for the Lie algebra representation, ϕ : t Ñ iR, induced by
Φ : T Ñ Up1q and iλpHq “ ϕpiHq.

Remark 2.4.53. Every torus T is isomorphic to the standard torus Up1qr for some r P N
called the rank of T . The Lie algebra t of a torus T of rank r is isomorphic to t – iRr, and
thus it – Rr. As every element of Up1qr can be expressed as

peiθ1 , eiθ2 , . . . , eiθrq (2.4.109)

for some pθ1, . . . , θrq P r0, 2πqr Ă Rr “ it, every irreducible representation of Up1qr is of the
form

Φpeiθ1 , eiθ2 , . . . , eiθrq “ eipλ1θ1`m2θ2`¨¨¨`mrθrq (2.4.110)

for some pm1, . . . ,mrq P Zr. In this way, the analytically integral weight, λ : Rr Ñ R, is the
function

λpθ1, θ2, ¨ ¨ ¨ , θrq “ m1θ1 ` m2θ2 ` ¨ ¨ ¨ ` mrθr. (2.4.111)

Remark 2.4.54. A torus T is called a maximal torus of a compact connected Lie group
K if it is a subgroup T Ď K and if it is not a proper subgroup of any other torus in K. If
T is a maximal torus of K, then the Lie algebra of T , t, is a maximal abelian subalgebra of
the Lie algebra of K, k.

Using Eq. (2.4.103), it can be shown that the highest weight representation theorem
for semisimple Lie algebras, g, (Theorem 2.4.49) extends to a highest weight representation
theorem for compact connected Lie groups, K [Hal15, Thm. 12.6].

Theorem 2.4.55. Let K be a connected, compact matrix Lie group and T a fixed maximal
torus in K. Then

1. every irreducible representation of K has a highest weight,

2. two irreducible representations of K with the same highest weight are isomorphic,

3. the highest weight of each irreducible representation is dominant and analytically inte-
gral, and

4. for every dominant, analytically integral element, λ, there exists and irreducible repre-
sentation with highest weight λ.

Proof. See [Hal15, Sec. 12.5].

53



Remark 2.4.56. The discrepancy between the condition of being an algebraically integral
weight (appearing in Theorem 2.4.49) and the stronger condition of being an analytically
integral weight (appearing in Theorem 2.4.55) is a consequence of the fact that there can exist
representations of semisimple Lie algebras, g “ kC, which are not induced by a representation
of compact connected Lie group with Lie algebra k. For instance ([Hal15, Ex. 12.11]),
consider K “ SOp3q and k “ sop3q, with basis

F1 “

¨

˝

0 0 0
0 0 ´1
0 1 0

˛

‚, F2 “

¨

˝

0 0 1
0 0 0

´1 0 0

˛

‚, F3 “

¨

˝

0 ´1 0
1 0 0
0 0 0

˛

‚ (2.4.112)

and maximal abelian subalgebra t spanned by the asymmetric matrix F3. Then the only
positive root is fixed by αpF3q “ i (recall that α is purely imaginary on t by Lemma 2.4.34)
with root vector X “ F1 ´ iF2 P sop3qC because

rF3, Xs “ rF3, F1s ´ irF3, F2s “ F2 ` iF1 “ iX “ αpF3qX. (2.4.113)

Since the associated coroot is

Hα “
2rX,X˚s

αprX,X˚sq
“ 2iF3 P it, (2.4.114)

a weight λ : it Ñ R is algebraically integral (λpHαq “ 2λpiF3q P Z) if and only if λpiF3q P R
is an integer or half integer:

2λpiF3q P Z. (2.4.115)

On the other hand, as expp2πiθF3q “ 13 is the identity in SOp3q if and only if θ P Z, a
weight λ P it Ñ R is analytically integral if and only if λpiF3q is an integer:

λpiF3q P Z. (2.4.116)

To conclude this section, we introduce a definition of a complex reductive group which
will be used throughout the thesis. Although the exact definition of a reductive group can
be quite varied depending on the mathematical setting [Lee01; Mil14; Kna01], our definition
is well-suited for out purposes. Just as we considered the complexification of a Lie algebra
in Section 2.4.5, there is a related notion of complexification for a compact Lie groups which
relies on a universal construction. The complexification of a compact Lie group K, denoted
G “ KC, is a complex Lie group equipped with an inclusion map K ãÝÑ G such that every
smooth Lie group homomorphism from K to a complex Lie group Q lifts uniquely to a
holomorphic homomorphism G Ñ Q. The key idea here is simply that representations of K,
Φ : K Ñ GLpVq, on complex vector spaces V , gives rise to a representation Φ : G Ñ GLpVq

of the larger group G.

Definition 2.4.57. A complex reductive group is a group G that is the complexification,
G “ KC, of a compact connected Lie group K. If k is the Lie algebra of K, then the Lie
algebra of G is the complexification g “ kC “ k ‘ ik.
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Since K is a compact and connected Lie group we have K “ exppkq. Similarly we
can let p “ ik and define a subset P :“ exppiq of G. Then the notion of a local Cartan
involution, θ : g Ñ g, on a complex reductive Lie algebra, g can be generalized to an
involutive group isomorphism, Θ : G Ñ G, on complex reductive group G called the global
Cartan involution . This isomorphism Θ fixes K Ă G and take inverses on P Ă G. As a
quick summary,

A P k ùñ θpAq “ `A,

H P p “ ik ùñ θpHq “ ´H,

k P K “ exppkq ùñ Θpkq “ k,

p P P “ exppikq ùñ Θppq “ p´1.
(2.4.117)

In general, for any element g P G of a complex reductive group, we define g˚ P G by

g˚ :“ Θpgq
´1. (2.4.118)

This notation is consistent with the previously defined ˚-involution operation on X P g by
X˚ “ ´θpXq in the sense that exppX˚q “ exppXq˚. Furthermore, the universal property of
the complexification of K means that any finite-dimensional unitary representation Φ : K Ñ

UpHq of K extends uniquely to a representation (also denoted by Φ) Φ : G Ñ GLpHq such
that Φpg˚q “ Φpgq˚ where the latter ˚-operation is simply the complex conjugate relative to
the inner product on H.

Example 2.4.58. Let d P N be a fixed finite dimension. For example if K “ SUpdq is the
group of unitary matrices with determinant one, then the complexification of K “ SUpdq

is G “ SLpd,Cq, the group of complex matrices with determinant one. The Lie algebra of
K “ SUpdq is k “ supdq the algebra of skew-Hermitian traceless matrices, while ik » isupdq is
the algebra of Hermitian traceless matrices and P “ exppisupdqq the set of positive definite
matrices and g “ slpd,Cq the Lie algebra of traceless matrices. In this example, the ˚-
involution on either X P slpd,Cq or g P SLpd,Cq is complex conjugation of matrices.

Remark 2.4.59. In general, the group multiplication in G gives rise to a diffeomorphism
(but not group isomorphism) G » K ˆ P called the Cartan decomposition . Specifically,
as P :“ expppq “ exppikq, there exists an invertible map K ˆ p Ñ G given by

pk,Xq ÞÑ k ¨ exppXq. (2.4.119)

In particular, we have the following relationships between k,X and g:

g “ k ¨ exppXq,

g´1 “ expp´Xq ¨ k´1,

Θpgq “ k ¨ expp´Xq,

g˚ “ exppXq ¨ k´1,

(2.4.120)

Therefore, X and k are uniquely determined by g since

g˚ ¨ g “ expp2Xq ùñ exppXq “
?
g˚g, (2.4.121)

and thus
k “ Θpgq

?
g˚g. (2.4.122)
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When K “ Up1q and thus G “ Cˆ, this diffeomorphism states that every non-zero complex
number z P Cˆ can be written in polar form, z “ eiθ |z| where eiθ P Up1q and |z| ą 1
is a positive real number. More generally, if K “ Updq and thus G “ GLpd,Cq, this
diffeomorphism states that every d ˆ d invertible complex matrix M P GLpd,Cq can be
written uniquely in the form M “ UP where U is a unitary matrix and P is a positive
definite matrix.

A more detailed decomposition of elements in a complex reductive group is offered by the
Iwasawa decomposition of G. Consider a generic complex reductive group, G “ KC, which
is the complexification of a connected compact Lie group K. A Borel subgroup B Ď G
is a maximal solvable subgroup (which are all conjugate to each other by some elements of
K). Once a particular Borel subgroup B Ď G is chosen, its intersection with K,

T “ B X K, (2.4.123)

constitutes a maximal torus in K. Moreover, the commutator subgroup of B,

N “ rB,Bs, (2.4.124)

is a maximal unipotent subgroup of B and moreover T normalizes N inside B. The Lie
algebras of B,N and T are denoted by b, n and t. Moreover, let a :“ it and define A as the
image under the exponential map of a in G.

Proposition 2.4.60. Let G “ KC be a complex reductive group with fixed Borel subgroup
B Ď K. Then every group element g P G can be uniquely expressed as

g “ kg ¨ ag ¨ ng, (2.4.125)

for unique kg P K, ag P A and ng P N . This decomposition of g P G is known as the
Iwasawa decomposition [Iwa49].

Example 2.4.61. For the special case of K “ Updq and G “ GLpd,Cq, one can choose the
Borel subgroup B to be the subgroup of upper triangular matrices and then T the subgroup
of diagonal matrices. The maximal unipotent subgroup N of B is then the upper triangular
matrices with ones along the main diagonal and the Iwasawa decomposition is essentially the
QR decomposition of an invertible matrix where the diagonal part of the upper triangular
matrix is factored out. When d “ 3 the Iwasawa decomposition can be expressed as

¨

˝

g11 g12 g13
g21 g22 g23
g31 g32 g33

˛

‚

looooooooomooooooooon

g

“

¨

˝

k11 k12 k13
k21 k22 k23
k31 k32 k33

˛

‚

looooooooomooooooooon

k

¨

˝

a1 0 0
0 a2 0
0 0 a3

˛

‚

looooooomooooooon

a

¨

˝

1 n12 n13

0 1 n23

0 0 1

˛

‚

loooooooomoooooooon

n

, (2.4.126)

where g P GLp3,Cq is any invertible 3ˆ3 complex matrix, k P Up3q is a unitary 3ˆ3 matrix,
the diagonal of a is strictly positive pa1, a2, a3q P R3

ą0, and pn12, n13, n23q P C3.
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2.5 Glossary of Notation

Throughout this thesis, all logarithms are taken to be base e.

Table 2.1: Notation relating to Hilbert spaces.

H a complex inner product space
x¨, ¨y the (sesquilinear) inner product associated to H
∥¨∥ the norm induced by the x¨, ¨y
Hˆ the non-zero elements of H
H˚ the dual vector space of linear functions on H
EndpHq all (linear) operators acting on H
BpHq bounded operators on H
Bě0pHq positive semi-definite operators on H
GLpHq invertible linear operators on H
UpHq unitary operators on H
PH the projective space associated to H
ψ a generic ray in the projective space PH
Pψ the rank-one projection operator onto the ray ψ
ρ a generic density operator
φ the functional form of a state on H (φ : BpHq Ñ C)
SpHq the set of all density operators on H

Table 2.2: Notation relating to probability measures.

X a topological space (typically a Polish space)
ΣpXq the Borel σ-algebra on X
∆ a generic element in the Borel sigma algebra ΣpXq

pX,ΣpXqq a standard Borel space for X
µ a probability measure µ : ΣpXq Ñ r0, 1s on X
PpXq the set of all probability measures on X
f˚µ the push-forward of a measure µ through a measurable function f
I a rate function for X (I : X Ñ r0,8s)
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Table 2.3: Notation relating to Lie groups, Lie algebras and representations.

K a compact, sometimes connected, Lie group
k a generic group element k P K
k the Lie algebra of the Lie group K
G the complexification of K (G “ KC)
g a generic group element g P G
g the Lie algebra of the complexification of K (g “ k ‘ ik)
r¨, ¨s the Lie bracket of a Lie algebra g
Θ the global Cartan involution on G (Θ : G Ñ G)
θ the local Cartan involution on g (θ : g Ñ g)
X˚ the star involution on g (X˚ “ ´θpXq)
g˚ the star involution on G (g˚ “ Θpgq´1)
Φ a group representation of G on H (Φ : G Ñ GLpHq)
ϕ a Lie algebra representation of g on H (ϕ : k Ñ glpHq)
Πλ

Φ subspace of highest weight vectors with weight λ for Φ

Πλ,k
Φ the projection operator Πλ

Φ conjugated by k

Π̃λ
Φ the isotypic subspace of highest weight λ for Φ

capΦ the capacity map capΦ : H Ñ r0,8s for Φ
ΩΦ the moment map ΩΦ : PH Ñ ik˚ for Φ

Table 2.4: Commonly used symbols for the complexification of Lie algebras.

Group Algebra Relationship(s) Comment
K k a compact Lie group
G g g :“ k ‘ ik the complexification of K
T t t Ď k Ď g the maximal torus of K
H h h :“ t ‘ it h a Cartan subalgebra of g
P p p :“ ik
B b T “ B X K a maximal solvable (Borel) subgroup of G
N n N “ rB,Bs Ď B the maximal unipotent subgroup
A a a :“ it
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Chapter 3

Non-commutative optimization

3.1 Introduction

In Chapter 4, we will be interested in subject of quantum tomography which aims to estimate
the properties of an unknown quantum system empirically by performing measurements on
a large number of identical copies that system. Consequently, it will be useful to develop
mathematical techniques to study probabilities of the form,

pnpx | ρq “ TrpρbnEx
nq, (3.1.1)

where n is a large positive integer, ρ is a density operator acting on a Hilbert space H de-
scribing an unknown quantum state, and Ex

n a positive semidefinite operator acting on Hbn

describing the event of obtaining the estimate x upon performing a collective measurement
on n identical copies of ρ. The purpose of this chapter, therefore, is to develop these mathe-
matical methods using tools from invariant theory to study the large n limit of probabilities
of the above form.

Before doing so, here we aim to provide a sketch for how the representation theory of
non-compact groups will be used in this context. Consider a non-compact group G together
with a non-unitary representation, Φ : G Ñ GLpHq, of G on the Hilbert space H. Now let
a group element, g P G, act on the density operator, ρ, by conjugation, sending ρ to the
operator g ¨ ρ, defined by

g ¨ ρ :“ ΦpgqρΦpgq
˚, (3.1.2)

where Φpgq˚ is the complex conjugate of the operator Φpgq. Similarly, let g P G act on the
measurement effect Ex

n via
g ¨ Ex

n :“ Φbnpgq
˚Ex

nΦbnpgq. (3.1.3)

If, in addition, there happens to exists a function, χx : G Ñ p0,8q, independent of n, such
that

g ¨ Ex
n ď pχxpg´1qq

n
1
bn, (3.1.4)

then a quick calculation reveals an upper bound on pnpx | ρq which holds for all g P G:

pnpx | ρq “ TrpρbnEx
nq “ Trppg ¨ ρq

bn
pg´1 ¨ Ex

nqq ď rχxpgqTrpg ¨ ρqs
n. (3.1.5)
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Therefore, the likelihood of producing the estimate x decays at an exponential rate with
respect to increasing n,

pnpx | ρq ď expp´nIρpxqq, (3.1.6)

where the rate Iρpxq P r0,8s is obtained by optimizing over all g P G:

Iρpxq “ ´ log inf
gPG

χxpgqTrpg ¨ ρq. (3.1.7)

From the perspective of property tomography, therefore, it becomes desirable to find a
sequence of measurements such that a quantum state, ρ, has vanishing rate, Iρpxq “ 0,
if and only if, the state ρ has property x. Finding examples of such measurements schemes
will be the subject of Chapter 4.

In this chapter, we will investigate a general class of optimization problems over a non-
compact, non-commutative group G, similar to the one defined above. Our focus here will
be on the general theory of non-commutative optimization from the perspective of geo-
metric invariant theory; for instance the Kempf-Ness theorem provides a correspondence
between extremal values and the vanishing of a generalized gradient, called the moment
map Theorem 3.2.31. Algorithmic implementations and complexity theoretic aspects of
non-commutative optimization theory can be found elsewhere [Bür+19]. The final result
of this chapter, covered in Section 3.3.4, is the strong duality result of Ref. [FW20], which
serves as the foundation for many of the results in subsequent chapters.

3.2 Invariants & norm minimization

3.2.1 Group orbits & stability

The purpose of this section is to introduce the concept of group orbits associated to group
representations and to study their topological closures. In particular, various notions of
stability, borrowed from the subject of geometric invariant theory are directly related to
whether or not the orbit of a vector under the action of a group is closed.

Definition 3.2.1. Let H be a complex finite-dimensional Hilbert space and let Φ : G Ñ

GLpHq be a representation of a reductive group G such that the inner product x¨, ¨y on H is
invariant under the action of the maximal compact subgroup K Ď G. Let v P H be a vector
in H. The orbit of v, G ¨ v, is the set

G ¨ v “ ΦpGqv :“ tΦpgqv P H | g P Gu. (3.2.1)

The closure of the orbit G ¨ v, denoted by G ¨ v or ΦpGqv, is the topological closure of G ¨ v
with respect to the norm-induced topology on H.

Example 3.2.2. As representations are linear group actions, the orbit of the origin 0 P H
is the singleton set ΦpGq0 :“ t0u. This orbit will be called the trivial orbit , while all other
orbits are considered non-trivial orbits .
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A particularly useful tool for verifying that two points belong to distinct orbits are in-
variant polynomials. We begin by recalling that the ring of complex polynomials ,
denoted CrVs, over a finite-dimensional complex vector space V , can be defined either in a
coordinate-full or coordinate-free manner. The coordinate-free definition for CrVs proceeds
by considering the commutative ring of functions from V to C generated by elements of the
dual space V˚ of C-linear functions on V . From this perspective, CrVs is also sometimes
called the symmetric algebra on V . Alternatively, a coordinate-full definition proceeds by
identifying some basis te1, . . . , edu for V with the indeterminate variables tx1, . . . , xdu such
that the polynomials in CrVs can be identified with the set of complex polynomials in d vari-
ables, denoted Crx1, . . . , xds. In either case, any representation of a group G on V induces
an action of G on CrVs and subsequently gives rise to the notion of an invariant polynomial.

Definition 3.2.3. Let V be a finite-dimensional complex vector space and CrVs the complex
polynomial ring on V . Given a representation Φ : G Ñ GLpVq of a group G on V , there is
a natural action of the group G on CrVs, denoted here by Φ˚, and defined for p P CrVs and
g P G by

pΦ˚pgqppqqpvq :“ ppΦpg´1qvq. (3.2.2)

A polynomial p P CrVs is said to be a invariant (or sometimes G-invariant) polynomial if
for all g P G, Φ˚pgqppq “ p. The subset of all invariant polynomials forms a subring of CrVs,
called the ring of invariant polynomials and is denoted by CrVsΦ.

Remark 3.2.4. Recall that in this setting, every group G acts linearly on the vector space
V through the representation Φ : G Ñ GLpHq. Consequently, the degree of a homogeneous
polynomial p P CrVs is always preserved by the action of G meaning,

@g P G : degpΦ˚pgqpq “ degppq. (3.2.3)

Therefore, the ring of G-invariant polynomials, CrVsΦ, naturally forms a graded ring in the
sense that

CrVs
Φ

“

8
à

n“0

CrVs
Φ
n (3.2.4)

where each summand, CrVsΦn , is the vector space of homogeneous degree-n G-invariant poly-
nomials, and furthermore for every n,m P N, the product of a degree-n and degree-m
G-invariant polynomial is a degree-pn ` mq G-invariant polynomial:

CrVs
Φ
n b CrVs

Φ
m Ď CrVs

Φ
n`m. (3.2.5)

Remark 3.2.5. The definition of a G-invariant polynomial p P CrVsΦ immediately implies
that p takes constant values when evaluated on orbits because ppΦpgqvq “ ppvq for all g P G.
Moreover, since polynomials are continuous functions, they are also constant when evaluated
on the closures of orbits, i.e., for all w P Φpgqv, we have ppwq “ ppvq also. The contrapositive
version of this observation is quite useful; if v, w P V are vectors such that ppvq ‰ ppwq for
some G-invariant polynomial p, one concludes that v and w must belong to distinct orbit
closures, i.e., the intersection of their orbit closures is empty: Φpgqv X Φpgqw “ H.
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|v1|

|v2|

|v1|

|v2|

|v1|

|v2|

Figure 3.1: Three distinct types of group orbits under the group action sending the pair
of complex numbers pv1, v2q to z ¨ pv1, v2q “ pzv1, z

´1v2q, visualized using the moduli of the
complex coordinates, p|v1|, |v2|q.

Example 3.2.6. Perhaps the simplest non-trivial example of an invariant polynomial arises
under the action of the finite multiplicative group Z2 “ t´1,`1u on the one-dimensional
complex vector space V – C where ´1 P Z2 acts on x P C by reflection x ÞÑ ´x. In this
example, the polynomial ring CrVs » Crxs is univariate and consists of polynomials of the
form c0 ` c1x ` c2x

2 ` ¨ ¨ ¨ . Under the action of Z2 by x ÞÑ ´x, the invariant polynomials
CrxsZ

2
are precisely those containing only even-degree terms, i.e. c0 ` c2x

2 ` ¨ ¨ ¨ .

Example 3.2.7. For another example involving a continuous group, consider the two-
dimensional vector space V “ C2 and them multiplicative group of non-zero complex num-
bers G “ Cˆ acting on pv1, v2q P C2 by sending z P Cˆ to the linear transformation
Φpzq P EndpC2q defined by

pv1, v2q ÞÑ pzv1, z
´1v2q. (3.2.6)

The orbits under the above action fall into one of three qualitatively distinct categories
(depicted in Fig. 3.1) which can be determined by considering a representative element
pv1, v2q of the orbit:

i) If pv1, v2q “ p0, 0q, then the orbit is simply the trivial orbit ΦpCˆqp0, 0q “ tp0, 0qu.

ii) If v1 “ a ‰ 0 but v2 “ 0, then the orbit consists of the v2 “ 0 axis in C2 where the
origin has been removed ΦpCˆqpa, 0q “ tpz, 0q | z P Cˆu » Cˆ (or analogously if v1 “ 0
and v2 “ b ‰ 0).

iii) Or if pv1, v2q “ pa, bq are both non-zero, then the orbit consists of all points such that
v1v2 “ ab, i.e. ΦpCˆqpa, bq “ tpv1, v2q | v1v2 “ abu.

Moreover, the ring of invariant polynomials, Crv1, v2sCˆ , is generated from a single invariant
polynomial of homogeneous degree two, namely v1v2. Indeed the third type of orbit above
is completely characterized as the solution set to the polynomial equation v1v2 “ c where
c P C is a non-zero complex constant. By comparison, it can be shown that the orbits of
type i) or ii) cannot be expressed as the solution set of invariant polynomials in Crv1, v2s

Cˆ .

In the previous example (Example 3.2.7), it was shown that the orbits of a group acting
on a vector space cannot always be characterized as the solutions to a family of invariant
polynomials. In general, any non-zero group orbit whose topological closure contains the
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origin of the vector space cannot be separated from the zero orbit using invariant polynomi-
als invariant (or more generally invariant continuous functions). Therefore, distinguishing
between different group orbits is highly sensitive to whether or not the topological closure
of the group orbit contains the origin. This observation gives rise to the notion of stability
that will be used subsequently.

Definition 3.2.8. Here V will be a complex finite-dimensional Hilbert space, and Φ : G Ñ

GLpVq a representation of a reductive group G acting on V . Let v P V be a fixed vector.
Then v is said to be

i) unstable if 0 P ΦpGqv,

ii) semistable if 0 R ΦpGqv,

iii) polystable if v is semistable and ΦpGqv is closed, i.e. ΦpGqv “ ΦpGqv,

iv) and stable if v is polystable and additionally the stabilizer of v, Gv, has finite order.

Remark 3.2.9. Linguistically, one might expect the notion of a stable vector to be any
vector that is not unstable. However, this is not the case; the logical opposite of an unstable
vector is the notion of a semistable vector.

Example 3.2.10. Returning to Example 3.2.7 and consulting Fig. 3.1, one can see that
with respect to the operation pv1, v2q ÞÑ pzv1, z

´1v2q for z P Cˆ, vectors pv1, v2q lying on
either the v1 or v2 axes are unstable because their orbit closures contain the origin. By
comparison, if pv1, v2q does not lie on either v1 or v2 axes, then pv1, v2q is in fact semistable
because their orbit closure excludes the origin. Moreover, in this example, the semistable
points are additionally polystable (because their orbits are topologically closed) and stable
(because their stabilizer is the trivial group and has order one which is finite).

These examples bring us to a fundamental result of geometric invariant theory which
can be seen as a strengthening of the link between the intersections of orbit closures and
invariant polynomials previously mentioned in Remark 3.2.5.

Proposition 3.2.11. Let G be a complex reductive group, let Φ : G Ñ GLpVq be a rational
representation of G on a complex finite-dimensional vector space V, and fix v, w P V. Then
ΦpGqv X ΦpGqw ‰ H if and only if ppvq “ ppwq for all invariant polynomials p P CrVsΦ.

If one of the two vectors in Proposition 3.2.11 is taken to be the zero vector, one obtains
the following corollary which relates the semistability of a vector (Definition 3.2.8) to the
values it takes on homogeneous invariant polynomials.

Corollary 3.2.12. Let Φ : G Ñ GLpVq be as in Proposition 3.2.11 and fix v P V. Then
0 P ΦpGqv if and only if ppvq “ pp0q for all invariant polynomials p P CrVs. Equivalently, v is
unstable if and only if ppvq “ 0 for all homogeneous invariant polynomials p P

À8

n“1CrVsΦn .

Definition 3.2.13. The null cone , denoted by N , is the set of all vectors v P V which
cannot be separated from the origin by invariant polynomials, i.e.

N :“ tv P H | 0 P ΦpGqvu. (3.2.7)
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3.2.2 Invariant and fixed subspaces

Recall, from Definition 2.4.5, that a subspace W Ď V is invariant under the action of a
group representation Φ : G Ñ GLpVq if for all group elements g P G, the linear operation,
Φpgq, maps every vector w P W inside W to another vector Φpgqw P W inside W . There
is a stronger notion of invariance for subspaces that requires each vector w P W itself to be
invariant. This stronger notion of invariance will be important in Section 3.3.3. Note that in
some references, e.g. [FW20], this subspace of invariant vectors is referred to as the invariant
subspace. In this thesis, we instead prefer to use the terminology of the fixed subspace.

Definition 3.2.14. Let Φ : G Ñ GLpHq be a representation of a group G on a complex
finite-dimensional Hilbert space H. The fixed subspace is the subspace HΦ Ď H consisting
of all vectors on which Φ acts trivially:

HΦ :“ tv P H | @g P G,Φpgqv “ vu. (3.2.8)

The fixed subspace HΦ can also be identified with the multiplicity space for the trivial
subrepresentation of Φ, meaning

HΦ
» HomGp1G,Φq (3.2.9)

where the symbol, 1G, here denotes the trivial representation of G sending g P G to the
multiplicative unit 1Gpgq “ 1 P C.

Definition 3.2.15. Let Φ : G Ñ GLpHq be a representation of a group G on a complex
finite-dimensional Hilbert space H. The fixed subspace of degree n is fixed subspace
pHbnqΦ Ď Hbn of the nth tensor power representation Φbn:

pHbn
q
Φ :“ tw P Hbn

| @g P G,Φbnpgqw “ wu. (3.2.10)

The projection operator onto the fixed subspace of degree n, pHbnqΦ Ď Hbn, will always be
denoted by ΓΦbn .

Remark 3.2.16. For any positive integers n,m P N, there exists a map sending wn P pHbnqΦ

and wm P pHbmqΦ to the vector

wn b wm P pHbpn`mq
q
Φ, (3.2.11)

and through this map, pHbnqΦ b pHbmqΦ can be viewed as a subspace of pHbpn`mqqΦ:

pHbn
q
Φ

b pHbm
q
Φ

Ď pHbpn`mq
q
Φ. (3.2.12)

If ΓΦbn P EndpHbnq is the projection operator onto the subspace pHbnqΦ Ă Hbn, then we
obtain the operator inequality

ΓΦbn b ΓΦbm ď ΓΦbpn`mq . (3.2.13)
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Lemma 3.2.17. Let G be a complex reductive group which is the complexification of a
compact, connected Lie group K, i.e. G “ KC. Let H be a complex finite-dimensional
Hilbert space and Φ : G Ñ GLpHq a representation of G on H. Let ΓΦ P EndpHq denote the
projection operator onto the subspace HΦ Ď H fixed by G. Then ΓΦ can be expressed as an
integral over the compact group K,

ΓΦ “

ż

kPK

Φpkq dµpkq, (3.2.14)

where µ : ΣpKq Ñ r0, 1s denotes the normalized K-invariant Haar measure.

Proof. From the K-invariance of the Haar measure du and Schur’s lemma, one can conclude
that the right-hand side of Eq. (3.2.14) is equal to the projector operator onto the subspace
fixed by the restriction of Φ onto K, denoted by Φ|K . To prove Lemma 3.2.17, it suffices to
show that the subspaces fixed by G (via Φ) and K (via Φ|K) indeed coincide. This follows by
noticing that when v is fixed by K, for all X in the Lie algebra k of K, ϕpXqv “ 0. Moreover,
since X P k is arbitrary and G is the complexification of K, ϕpX`iY qv “ ϕpXqv`iϕpY qv “ 0
for all X, Y P k and thus ϕpZqv “ 0 holds for all Z P g “ k ‘ ik and thus v is also
Φ-invariant.

Corollary 3.2.18. Let Φ : G Ñ GLpHq be as in Lemma 3.2.17. Then the projection operator
onto the fixed subspace of degree n, pHbnqΦ may be expressed as

ΓΦbn “

ż

kPK

Φbnpkq dµpkq. (3.2.15)

Proof. The claim follows by applying Lemma 3.2.17 to the nth tensor power representation
Φbn : G Ñ GLpHbnq.

Remark 3.2.19. Note that the notion of an invariant polynomial of degree n (encountered
in Definition 3.2.3) is intimately related to the notion of an element of the fixed subspace of
degree n. Recall that a homogeneous degree n polynomial p P CrHsn is characterized by the
fact that ppxvq “ xnppvq for all x P C. Furthermore every homogeneous degree n polynomial,
p P CrHsn, can be identified by its coefficients with respect to a basis of monomials (of degree
n), and thus it can be uniquely associated with an element of the nth symmetric subspace
Symn

pHq in the sense that for each p P CrHsn there exists a w P Symn
pHq such that

ppvq “ xw, vbny holds for all v P H.

Remark 3.2.20. For any representation Φ : G Ñ GLpHq, the representation ϕbn : G Ñ

GLpHq naturally commutes with the permutation of the tensor factors in Hbn. In view of
Remark 3.2.19, the space of homogeneous degree n, G-invariant polynomials, CrHsΦn , can
therefore be identified with the space of symmetric, G-invariant vectors in Hbn. In particular,
we have the following relationship:

CrHs
Φ
n » pHbn

q
Φ

X Symn
pHq. (3.2.16)

65



3.2.3 Capacities & moment maps

While Section 3.2.1 was primarily concerned with whether the orbit of a vector v P H under
the action of a group representation Φ : G Ñ GLpHq contains the origin (or gets arbitrarily
close to the origin), the purpose of this section is to introduce concepts which characterize
these notions of stability more quantitatively.

Specifically, since the Hilbert space H is equipped with a positive-definite norm ∥¨∥ :
H Ñ Rě0, the magnitude of ∥Φpgqv∥ as g varies through the group G serves as a measure
of the distance between Φpgqv and the origin 0 P H. By minimizing over the whole group G
we obtain a measure of distance between the orbit ΦpGqv and the origin called the capacity
of v.

Definition 3.2.21. Let Φ : G Ñ GLpVq and let v P V . The capacity of the vector v is
defined as

cappvq :“ inf
gPG

∥Φpgqv∥ “ min
wPΦpGqv

∥w∥ . (3.2.17)

Example 3.2.22. Again returning to Example 3.2.7 and consulting Fig. 3.1, one can see
that the capacity of a vector pv1, v2q P C2 under the group acting pv1, v2q ÞÑ pzv1, z

´1v2q for
z P Cˆ, defined as

capppv1, v2qq “ inf
zPCˆ

∥∥pzv1, z
´1v2q

∥∥ “ inf
zPCˆ

b

|zv1|
2

` |z´1v2|
2, (3.2.18)

depends on which of the three types of orbits the vector pv1, v2q belongs. First, the capacity
of the zero vector is evidently zero, cappp0, 0qq “ 0, as the norm of the zero vector is always
zero. Second, the capacity of any vector pv1, v2q lying on, say, the v1 “ 0 axis has zero
capacity because in the limit as |z| tends to infinity, the value of |z´1v2| tends to zero and
thus for all v2 P C, cappp0, v2qq “ 0. Finally, the capacity of a vector pv1, v2q which satisfies
both v1 ‰ 0 and v2 ‰ 0 has a positive capacity equal to

capppv1, v2qq “ inf
xPRą0

b

x |v1|
2

` x´1 |v2|
2

“
a

2 |v1| |v2|, (3.2.19)

and this value is attained when x “ |z| “ |v2| { |v1| (see Fig. 3.1).

Remark 3.2.23. In general, the value of the capacity of a vector v is evidently related
to the stability properties of v. Indeed one can readily verify that cappvq “ 0 if and only
if v is unstable, or equivalently, cappvq ą 0 if and only if v is semistable. The specific
magnitude of the capacity when cappvq ą 0 is therefore unimportant for the purposes of
assessing stability. While the definition given above is consistent with references [Bür+19;
FW20], some authors, e.g. [Amé+21a], prefer to define capacity as infgPG ∥Φpgqv∥2. The
specific value of the capacity, beyond whether or not it vanishes, will become important in
Section 4.4.1.

Remark 3.2.24. Notice that by linearity of the representation Φ : G Ñ GLpVq, the capacity
of any vector v P V satisfies the following scaling property:

@z P C : |z| cappvq “ cappzvq. (3.2.20)
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Since this property holds for all groups G, it becomes reasonable to define the capacity for
the ray ψ P PH, termed the projective capacity of ψ, by

cappψq :“ inf
gPG

TrpPψΦpg˚gqq
1
2 . (3.2.21)

The capacity of a non-zero vector, v P Vˆ, and the capacity of the ray rvs P PH containing
v are thus related by

capprvsq “ inf
gPG

TrpPrvsΦpg˚gqq
1
2 ,

“ ∥v∥´1 inf
gPG

a

xv,Φpg˚gqvy,

“ ∥v∥´1 inf
gPG

a

xΦpgqv,Φpgqvy,

“ ∥v∥´1 inf
gPG

∥Φpgqv∥ ,

“ ∥v∥´1 cappvq.

(3.2.22)

Although the notion of projective capacity is well-defined and useful, the capacity of a vector,
cappvq, has the conceptually useful property that the infimum of ∥Φpgqv∥ over g P G always
holds for some vector w P ΦpGqv in the orbit closure of v so that cappvq “ ∥w∥, whereas the
closure of the corresponding projective orbit is not well defined when cappψq “ 0.

Remark 3.2.25. For any vector v P H, the capacity cappvq is lower-bounded by zero (as the
norm is non-negative) and upper bounded by the norm ∥v∥ (because the identity element
e P G yields ∥Φpeqv∥ “ ∥v∥):

0 ď cappvq ď ∥v∥ . (3.2.23)

If v happens to be such that cappvq “ ∥v∥, then by definition, v attains the minimal norm
in its orbit, ΦpGqv, and thus the norm of Φpgqv is always equal to or greater than the norm
of v itself, i.e. ∥Φpgqv∥ ě ∥v∥ for all g P G.

Remark 3.2.26. Consider the case where the group G is the complexification, G “ KC,
of a connected compact Lie group K (see Section 2.4), and additionally where the norm
∥¨∥ : H Ñ Rě0 on the representation space H is K-invariant in the sense that ∥Φpkqv∥ “ ∥v∥
for all k P K. The K-invariance of the norm means that the function sending a group element
g P G to the norm ∥Φpgqv∥ is constant over left cosets Kg P KzG where

Kg :“ tkg P G | k P Ku, (3.2.24)

simply because for all elements h P Kg of the left coset Kg satisfies

∥Φphqv∥ “ ∥ΦpkqΦpgqv∥ “ ∥Φpgqv∥ . (3.2.25)

Therefore, in computing the capacity of a vector v, one need not optimize ∥Φpgqv∥ as g
varies over the whole group, but instead, one only needs to optimize ∥Φpgqv∥ as g varies
over distinct representatives from the set of all left cosets, denoted by KzG. Furthermore,
recall from Section 2.4.7 that the Cartan decomposition G » K ˆ P of G means the set of
left cosets KzG is diffeomorphic to the subset P Ď G in the sense that the left coset Kg is
identified with the value of g˚g P P . Therefore, capacity of a vector v can also be understood
as the optimum of the function sending p P P to

a

xv,Φppqvy.
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Remark 3.2.27. The problem of computing the capacity of a vector v P H can be con-
ceptualized as an optimization problem over the group G where the objective function
whose output is being optimized is the function g ÞÑ ∥Φpgqv∥ or equivalently, the func-
tion g ÞÑ log ∥Φpgqv∥, also known as the Kempf-Ness function.

Definition 3.2.28. Let Φ : G Ñ GLpHq be a representation of a complex reductive group
G on a complex finite-dimensional Hilbert space H. Let v P Hˆ be non-zero. The Kempf-
Ness function Fv : G Ñ R is defined for g P G by

Fvpgq “ log ∥Φpgqv∥ . (3.2.26)

Remark 3.2.29. In order to characterize the extremal points of the Kempf-Ness function
Fv : G Ñ R, it will be useful to consider the derivative of the function fv : R Ñ R for Z P g
defined for t P R as follows, where Z P g is an element of the Lie algebra of G, and

fptq :“ FvpexpptZqq “ log ∥ΦpexpptZqqv∥ “ log ∥expptϕpZqqv∥ . (3.2.27)

When G is the complexification of a compact Lie group K, the Lie algebra of G is g “ k‘ ik
where k is the Lie algebra of K. If, in addition, the norm ∥¨∥ is K-invariant, then fv is
a constant function in the direction X P k corresponding to the Lie algebra of compact
Lie group K (this statement is the equivalent of Remark 3.2.26 from the Lie algebraic
perspective). Therefore, the Kempf-Ness function only changes along curves t ÞÑ expptXq

where X belongs to the subspace ik Ă g (i.e., when X satisfies X˚ “ X). In this setting,
one obtains

fptq :“ FvpexpptXqq “ log ∥expptϕpXqqv∥ “ log ∥vt∥ . (3.2.28)

where vt “ expptϕpXqqv. Letting ut denote the unit vector vt{ ∥vt∥, the first two derivatives
of fptq are [Bür+19, Eq. (3.13)]

f 1ptq “ xut, ϕpXquty, and (3.2.29)

f2ptq “ 2pxϕpXqut, ϕpXquty ´ xut, ϕpXquty
2
q “ ∥ut ^ ϕpXqut∥2 , (3.2.30)

where ut ^ ϕpXqut is the antisymmetric vector defined by

ut b ϕpXqut ´ ϕpXqut b ut. (3.2.31)

There are two important conclusions to be drawn from the above calculation. First, the
non-negativity of the second derivative of f demonstrates that f is a convex function. In the
language of [Bür+19], this proves that the Kempf-Ness function, Fv, is geodesically convex.
Second, the first derivative of f evaluated at t “ 0, f 1p0q, when viewed as being functionally
dependent on the value of X P ik, gives rise to the notion of the moment map, defined below.

Definition 3.2.30. Let Φ : G Ñ GLpHq be the representation of reductive group G with
maximal compact subgroup K and Lie algebra g “ k‘ ik and ϕ : g Ñ glpHq the induced Lie
algebra representation of g. The moment map associated to the representation Φ is the
function

Ω : PH Ñ ik˚, (3.2.32)
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which assigns to each ray ψ P PH the linear function Ωpψq : ik Ñ R defined by

@X P ik, ΩpψqpXq “ TrpPψϕpXqq “
xv, ϕpXqvy

xv, vy
, (3.2.33)

where v P ψˆ is any non-zero representative vector in ψ.

In this way, the moment map Ω : PH Ñ ik˚ can be interpreted as a kind of non-
commutative gradient of the Kempf-Ness function. Evidently, the minimum value of the
Kempf-Ness function, which is related to the capacity of the vector v, and the gradient
of the Kempf-Ness function, which is captured by the moment map evaluated on the ray
containing v, are intimately related. The following result, known as the Kempf-Ness theorem,
solidifies this connection and follows directly from observations made in Remark 3.2.29.

Theorem 3.2.31 (Kempf-Ness). Let G “ KC be the complexification of a compact connected
Lie group K, let Φ : G Ñ GLpHq be a rational representation of G on a complex finite-
dimensional Hilbert space H with K-invariant inner product, and let Ω : PH Ñ ik˚ be the
moment map associated to the representation Φ : G Ñ GLpHq. Then, for all non-zero
vectors v P Hˆ,

@g P G : ∥Φpgqv∥ ě ∥v∥ ðñ Ωprvsq “ 0. (3.2.34)

Equivalently, cappvq “ ∥v∥ if and only if Ωprvsq “ 0.
Additionally, if Ωprvsq “ 0 and w P ΦpGqv has the same norm as v (∥w∥ “ ∥v∥), then v

and w necessarily belong to the same K-orbit, w P ΦpKqv.

Proposition 3.2.32. Let r P N and let K “ Up1qˆr be the r-dimensional torus. The
complexification of K is therefore G “ Cr

ˆ. Let Φ : G Ñ GLpVq be a representation of G
where V admits of the decomposition V “

À

λPΛ Vλ where Λ “ Zr be a finite subset r-tuples
of integers and where Vλ is the multiplicity space for the irreducible representation of Cr

ˆ with
weight λ. Let v P V be a vector with weight-space decomposition v “

ř

λ vλ (where vλ P Vλ)
and define the support of v to be

Λv :“ tλ P Zr | vλ ‰ 0u. (3.2.35)

Then the capacity of the vector v vanishes if and only if the convex hull of Λv Ă Zr, viewed
as a subset of Rr, excludes zero.

Proof. In this setting, the Lie algebra of K “ Up1qˆr is k “ piRqr and thus ik “ Rr. Now a
vector v P V has weight λ P Zr if for all pz1, . . . , zrq P Cr

ˆ,

Φpz1, . . . , zrqv “ zλ11 ¨ ¨ ¨ zλr v. (3.2.36)

The subspace consisting of all vectors in V with weight λ is the (possibly empty) weight
space Vλ. Using the decomposition of v into distinct weight spaces, the capacity squared of
v can be expressed as

cap2
pvq “ inf

zPCrˆ
∥Φpzqv∥2 “ inf

zPCrˆ

ÿ

λPΛv

∥∥zλ1 ¨ ¨ ¨ zλr vλ
∥∥2

“ inf
xPRr

ÿ

λPΛv

eλ¨x ∥vλ∥2 . (3.2.37)
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where x “ px1, . . . , xrq P Rr has ith component xi “ 2 log |zi| and where

λ ¨ x “ xλ, xyRr “

r
ÿ

i“1

wixi “

r
ÿ

i“1

2wi log |zi| . (3.2.38)

Notice that the summand, eλ¨x ∥vλ∥2, in Eq. (3.2.37) is strictly positive, ∥vλ∥2 ą 0, and
therefore cappvq “ 0 if and only if the value of λ ¨ x can be made arbitrarily negative by
some x P Rr simultaneously for all λ P Λv. In other words, cappvq “ 0 if for all L P Rě0,
there exists an x P Rr such that λ ¨ x ă ´L holds for λ P Λv. This condition, in turn, can
be seen to be equivalent to the condition that the convex hull of Λv in Rr does not contain
the origin. This is because if there exists a c P r0, 1s|Ωpvq| such that

ř

λPΛv
cλλ “ 0 P Zr and

ř

λPΛv
cλ “ 1 (that is, the origin is in the convex hull of Λv), then one concludes for any

x P Rr, that λ ¨ x ě 0 holds for some λ P Λv because

0 “
ÿ

λPΛv

pcλλq ¨ x “
ÿ

λPΛv

cλpλ ¨ xq (3.2.39)

On the other hand, if there exists a hyperplane h P Rr separating Λv from the origin, i.e.
λ ¨ h ą 0 holds for all λ P Λv, then taking x “ ´sh for s ą 0 arbitrarily large yields for all
λ P Λv,

lim
sÑ8

λ ¨ x “ lim
sÑ8

´sλ ¨ h “ ´8. (3.2.40)

In summary, we have cappvq “ 0 if and only if the convex hull of Λv Ă Zr (viewed as a subset
of Rr) excludes zero.

Remark 3.2.33. Regarding the moment map of the representation of the r-dimensional
torus, Up1qˆr, defined by Eq. (3.2.36), one has for all vectors v P V and associated rays
rvs P PV and x P ik “ Rr the following relationship:

Ωprvsqpxq “
ÿ

λPΛv

∥vλ∥2

∥v∥2
λ ¨ x. (3.2.41)

In other words, the moment map evaluated on the ray rvs, Ωprvsq, can be identified with an
element in the convex hull of the weights Λv supporting v. Moreover, the particular convex
weighting which identifies Ωprvsq is given by the coefficients ∥vλ∥2 { ∥v∥2.
Remark 3.2.34. Another foundational result in geometric invariant theory is that the image
of the moment map Ω : PH Ñ ik˚ evaluated on the orbit closure ΦpGqv always intersects the
closed fundamental Weyl chamber, it˚`, (viewed as a subset of ik˚ by using an inner product
on ik which is invariant under the adjoint action Ad of K on ik) forms a convex polytope
known as the moment polytope of v, denoted by ∆v :“ ΩpΦpGqvq X it˚`. In Section 5.1.3, we
will return to the topic of moment polytopes.

The purpose of the remainder of this section is to highlight the various compositional
aspects and symmetries of moment maps and capacities associated to a representation Φ :
G Ñ GLpHq of a complex reductive group G “ KC with maximal compact subgroup K. To
begin, notice that as the capacity of a vector, v P H, is defined as an optimization over all
of G, the action of G on v does not modify the capacity of v, i.e., cappΦpgqvq “ cappvq for
all g P G. Unlike the invariance of the capacity map, the moment map, Ωprvsq, of the ray
containing v does vary with the action of G.
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Lemma 3.2.35. The moment map Ω : PH Ñ ik˚ associated to the representation Φ : G Ñ

GLpHq (where G “ KC and K is a compact Lie group) is K-equivariant, meaning for all
ψ P PH, and k P K the moment map satisfies

Ad˚pkqpΩpψqq “ ΩpΦpkq ¨ ψq (3.2.42)

where Ad˚ : G Ñ GLpg˚q is the dual of the adjoint representation.

Proof. Recall from Section 2.4 that the adjoint representation Ad : G Ñ GLpgq satis-
fies AdpgqpXq “ gXg´1 and is furthermore represented by ϕpAdpgqpXqq “ ϕpgXg´1q “

ΦpgqϕpXqΦpg´1q. Since k P K is represented as a unitary, Φpk´1q “ Φpkq˚, we have for
generic X P ik, the following chain of equivalences

Ad˚pkqpΩpψqqpXq “ ΩpψqpAdpk´1qpXqq,

“ TrpPψϕpAdpk´1qpXqqq,

“ TrpPψϕpk´1Xkqq,

“ TrpPψΦpk´1qϕpXqΦpkqq,

“ TrpPΦpkq¨ψϕpXqq,

“ ΩpΦpkq ¨ ψqpXq.

(3.2.43)

3.2.4 Composition of capacities & moment maps

Remark 3.2.36. The following collection of results are concerned with the moment map
or capacity map of tensor-products of multiple distinct representations, as defined in Sec-
tion 2.4.3. In order to distinguish between the moment maps or capacity map associated
to distinct representations, a subscript will be added wherever appropriate to avoid con-
fusion. Specifically, the moment map and capacity map associated to the representation
Φ : G Ñ GLpHq will be respectively written as

ΩΦ : PH Ñ ik˚,

capΦ : H Ñ Rě0
(3.2.44)

In summary, it will be shown that moment maps are additive along tensor products while
capacity maps are supermultiplicative.

Lemma 3.2.37. Let Φ1 : G Ñ GLpV1q and Φ2 : G Ñ GLpV2q be representations and let
v1 b v2 P V1 b V2. Then

capΦ1bΦ2
pv1 b v2q ě capΦ1

pv1qcapΦ2
pv2q “ capΦ1bΦ2

pv1 b v2q. (3.2.45)

Proof. The proof follows from the injectivity of the copying map ∆ : G Ñ G ˆ G sending g
to ∆pgq “ pg, gq which connects the internal and external tensor products of Φ1 and Φ2 first
encountered in Remark 2.4.20.

capΦ1bΦ2
pv1 b v2q “ inf

gPG
∥pΦ1pgq b Φ2pgqqpv1 b v2q∥ (3.2.46)

ě inf
g1PG
g2PG

∥Φ1pg1qv1∥ ∥Φ2pg2qv2∥ “ capΦ1
pv1qcapΦ2

pv2q. (3.2.47)
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Lemma 3.2.38. Let Φ1 : G1 Ñ GLpV1q and Φ2 : G2 Ñ GLpV2q be representations and let
v1 b v2 P V1 b V2. Then the moment map for the external tensor product representation
Φ1 b Φ2 is of the form ΩΦ1bΦ2 : PpV1 b V2q Ñ pik1 ‘ ik2q

˚ where

ΩΦ1bΦ2prv1 b v2sq “ ΩΦ1prv1sq ‘ ΩΦ2prv2sq. (3.2.48)

Proof. If g1 and g2 are the Lie algebras of G1 and G2, then the Lie algebra of G1 ˆ G2 is
g1 ‘ g2. Moreover, if ϕ1 and ϕ2 are the respective induced Lie algebra representations, then
Φ1 b Φ2 induces the Lie algebra representation ϕ1 b ϕ2 : g1 ‘ g2 Ñ glpV1 b V2q which for
X1 ‘ X2 P g1 ‘ g2 is defined by

pϕ1 b ϕ2qpX1 ‘ X2q “ ϕ1pX1q b IV2 ` IV1 b ϕ2pX2q. (3.2.49)

Applying this result to the definition of the moment map in Definition 3.2.30 when v “ v1bv2
yields the claim.

Lemma 3.2.39. Let Φ1 : G Ñ GLpV1q and Φ2 : G Ñ GLpV2q be representations and let
v1 b v2 P V1 b V2. Then the moment map for the internal tensor product representation
Φ1 b Φ2 : G Ñ GLpV1 b V2q is of the form ΩΦ1bΦ2 : PpV1 b V2q Ñ ik˚ where

ΩΦ1bΦ2prv1 b v2sq “ ΩΦ1prv1sq ` ΩΦ2prv2sq. (3.2.50)

Proof. If g is the Lie algebra of G, then the representation of g induced by the internal tensor
product representation Φ1 b Φ2 of G on V1 b V2 is simply ϕ1 b ϕ2 : g Ñ glpV1 b V2q defined
for X P g by

pϕ1 b ϕ2qpXq “ ϕ1pXq b IV2 ` IV1 b ϕ2pXq. (3.2.51)

Applying this to the definition of the moment map in Definition 3.2.30 when v “ v1 b v2
yields the claim.

3.3 Occasionality & semistability

3.3.1 Cumulants of quantum observables

This section considers the moment generating function associated to the random variable
formed by a quantum state and quantum observable pair. The main result, Corollary 3.3.2,
is the derivation of an error-bound on the second order expansion of this moment generating
function.

Lemma 3.3.1. Let X be a self-adjoint operator, X˚ “ X, acting on a complex finite-
dimensional Hilbert space H. Let EndpHq be a C˚-algebra of linear maps on H and let
φ : EndpHq Ñ C be a state. Let R be the discrete random variable with distribution ProbpR “

xq “ φpPxq where Px P EndpHq projects onto the eigenspace of X with eigenvalue x P R and
let M : R Ñ R be its moment generating function:

Mptq “ EpexpptRqq “
ÿ

x
etxφpPxq “ φpexpptXqq (3.3.1)
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Whenever t P R is such that φpexpptXqq ‰ 0 let φt denote the state sending any Y P EndpHq

to

φtpY q :“
φpet

X
2 Y et

X
2 q

φpetXq
. (3.3.2)

Then the first three derivatives of the cumulant generating function Kptq “ logMptq “

logφpexpptXqq are:

Kp1q
“ φtpXq, (3.3.3)

Kp2q
“ φtpX

2
q ´ φtpXq

2
“ φtppX ´ φtpXqq

2
q, (3.3.4)

Kp3q
“ φtpX

3
q ´ 3φtpX

2
qφtpXq ` 2φtpXq

3
“ φtppX ´ φtpXqq

3
q. (3.3.5)

(3.3.6)

Proof. Throughout this proof, we make use of the assumption that Mptq “ φpetXq ‰ 0 for
all t in a neighborhood of zero so that Kptq “ logMptq is well-defined.

Kp1q
ptq “

φpXetXq

φpetXq
(3.3.7)

Kp2q
ptq “

φpX2etXqφpetXq ´ φpXetXq2

φpetXq2
(3.3.8)

Kp3q
ptq “

pφpX3etXqφpetXq ´ φpX2etXqφpXetXqqφpetXq2

φpetXq4

´
2pφpX2etXqφpetXq ´ φpXetXq2qφpetXqφpXetXq

φpetXq4

(3.3.9)

“
φpX3etXqφpetXq2 ´ 3φpX2etXqφpXetXqφpetXq ` 2φpXetXq3

φpetXq3
(3.3.10)

The claim follows from noting that XpetX “ et
X
2 Xpet

X
2 holds for any exponent p P N because

retX , Xs “ 0 and therefore
φpXpetXq

φpetXq
“ φtpX

p
q. (3.3.11)

Corollary 3.3.2. Let everything be as defined by Lemma 3.3.1. The following inequalities
hold for any t P R where φpetXq ‰ 0 so that Kptq is well-defined.

0 ď
ˇ

ˇKp3q
ptq

ˇ

ˇ ď 2 ∥X∥opKp2q
ptq, 0 ď Kp2q

ptq ď 4 ∥X∥2op . (3.3.12)

Proof. Let St “ X ´ φtpXq be the self-adjoint operator, S˚t “ St, obtained by shifting X
about its mean φtpXq. By subadditivity of the operator norm, we have

∥St∥op ď ∥X∥op ` φtpXq ∥1∥op ď 2 ∥X∥op . (3.3.13)

Furthermore, the first few moments of St with respect to φt are

φtpStq “ 0, φtpS
2
t q “ Kp2q, φtpS

3
t q “ Kp3q. (3.3.14)
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Then by Eq. (2.2.23) and positivity of φt,

0 ď φtpS
2
t q ď

∥∥S2
t

∥∥
op

ď 4 ∥X∥2op (3.3.15)

Furthermore by Corollary 3.3.2,

ˇ

ˇφtpS
3
t q

ˇ

ˇ ď φtpS
2
t q

3
2 ď 2 ∥X∥opKp2q. (3.3.16)

Remark 3.3.3. Before stating and proving the next result, let ϵ ą 0 be small and let
X P EndpHq be self-adjoint. For any state, φ : EndpHq Ñ C, one can make the following
approximation:

φpexppϵXqq « 1 ` ϵφpXq `
ϵ2

2
φpX2

q. (3.3.17)

If additionally φpXq “ 0, one obtains the approximation φpexppϵXqq « 1 ` ϵ2

2
φpX2q and

therefore up to terms of order ϵ3, we have

logφpexppϵXqq «
1

2
ϵ2φpX2

q. (3.3.18)

The following result quantifies the error introduced by this approximation.

Lemma 3.3.4. Let X˚ “ X be a self-adjoint operator and let φ be a state. Then the moment
generating function satisfies

φpexpptXqq “ exp

„

φpXqt ` pφpX2
q ´ φpXq

2
q
t2

2
` rptq

ȷ

(3.3.19)

where r : R Ñ C is a remainder term that satisfies for all t P R,

|rptq| ď
4

3
∥X∥3op t3. (3.3.20)

Moreover when φpXq “ 0,

lim
nÑ8

φpexp

ˆ

X
?
n

˙

q
n

“ exp

„

φpX2q

2

ȷ

(3.3.21)

Proof. The proof relies on taking a Taylor series of the cumulant generating function Kptq “

logφpetXq for t ą 0 about t “ 0 to second order

Kptq “ κ1t `
κ2
2!
t2 ` rptq, (3.3.22)

where (i) the coefficient κn is the cumulant of degree n, i.e., the nth derivative of Kptq
evaluated at t “ 0, and (ii) the remainder term rptq is (for a fixed t ą 0) of the form

rptq “
Kp3qpcq

3!
t3. (3.3.23)
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for some c P r0, ts. Furthermore using Corollary 3.3.2, the remainder term may be bounded
uniformly with respect to t by

|rptq| ď
1

6

ˇ

ˇKp3q
pcq

ˇ

ˇ t3 ď
4

3
∥X∥3op t3. (3.3.24)

Now using Lemma 3.3.1 together with the fact that φt evaluated at t “ 0 is merely φ yields

κ1 “ φpXq, κ2 “ φppX ´ φpXqq
2
q. (3.3.25)

Therefore if φpXq “ 0, κ1 “ 0 and κ2 “ φpX2q which means Kptq is to leading order
quadratic in t:

Kptq “ φpX2
q
t2

2
` rptq. (3.3.26)

By appropriately scaling the cumulant generating function

Kptq ÞÑ λ2Kpλ´1tq (3.3.27)

for some large λ ą 0, one can suppress the contribution of the remainder term while leaving
the second order term unaffected in the sense that

λ2Kpλ´1tq “ φpX2
q
t2

2
` λ2rpλ´1tq, (3.3.28)

where by Eq. (3.3.24),
ˇ

ˇλ2rpλ´1tq
ˇ

ˇ ď λ´1
4

3
∥H∥3op t3. (3.3.29)

Setting t “ 1 and taking the limit as λ Ñ 8 produces

lim
λÑ8

λ2Kpλ´1q “
φpX2q

2
(3.3.30)

as claimed.

3.3.2 Typical, occasional & exceptional behaviours

In the forthcoming sections, namely Section 3.3.3 and Section 3.3.4, we will consider the
asymptotics of sequences of probabilities tpn P r0, 1s | n P Nu. In particular, we will be
interested in the sequence of probabilities that arises from applying a quantum state φ :
EndpHq Ñ C to the sequence of fixed subspaces (Section 3.2.2) of increasing degree n,
tpHbnqΦ | n P Nu associated to the representation Φ : G Ñ GLpHq of a group G. Specifically,
the sequence of probabilities will have the form

pn “ φbnpΓΦbnq (3.3.31)

where ΓΦbn P EndpHbnq is the projection operator on the fixed subspace pHbnqΦ. It will be
shown that the qualitative behaviour of this sequence of probabilities in the limit of large
n encodes information about the relationship between the state φ and the group G. The
purpose of this section is to define three types of asymptotic behaviours which we refer to
as typical, occasional and exceptional.
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Definition 3.3.5. A sequence tpn P r0, 1s | n P Nu of probability assignments is said to
describe

i) a typical behaviour if
lim
nÑ8

pn “ 1, (3.3.32)

ii) an occasional behaviour if there exists constants α ą 0, β ą 0 such that

lim sup
nÑ8

nαpn ě β, (3.3.33)

iii) an exceptional behaviour if there exists a constant γ P r0, 1q such that

lim sup
nÑ8

p
1
n
n ď γ. (3.3.34)

Remark 3.3.6. A typical behaviour is essentially any sequence of events with probabilities
tpn P r0, 1s | n P Nu that one can be arbitrarily certain will eventually occur because for any
small ϵ ą 0, we have pn ą 1 ´ ϵ for sufficiently large N .

Remark 3.3.7. While the notion of an occasional behaviour is more subtle, it faithfully
captures the intuitive idea that a fair coin occasionally yields and equal number of heads
and tails. Indeed, the probability of flipping a fair coin n times and obtaining an equal
number of heads and tails is equal to

pn “

#

1
2n

`

n
n
2

˘

n even

0 n odd.
(3.3.35)

Although obtaining an equal number of heads and tails is atypical in the sense that pn Ñ 0
as n Ñ 8, one expects to obtain an equal number of heads and tails occasionally because
one can show (for n even) that pn ě p2nq´1{2 and therefore Eq. (3.3.33) holds for α “ 1

2
and

β “ 1?
2
.

Remark 3.3.8. The terminology of an exceptional behaviour is justified because as n Ñ 8,
the probability pn decays to zero exponentially fast. To see this, let γ P r0, 1q be as in
Eq. (3.3.34) and let ϵ ą 0 be such that γ ` ϵ ă 1. Then for sufficiently large N P N, the

limit in Eq. (3.3.34) implies supněN p
1
n
n ď γ ` ϵ. This implies that pn ď pγ ` ϵqn which

means pn eventually decays to zero at a rate that is at least exponential in n with exponent
logpγ ` ϵq ă 0. In other words, there exists an r P p0, 1q such that pn ď rn holds for
sufficiently large n ě N .

When the sequence of probabilities under investigation arises from the application of
a tensor power state φbn to the projection operator ΓΦbn of a fixed subspace pHbnqΦ Ă

Hbn as in Eq. (3.3.31), one can use the operator inequality ΓΦbn b ΓΦbm ď ΓΦbpn`mq (see
Remark 3.2.16) to show that the sequence tpn | n P Nu is super-multiplicative in the sense
that

pn`m “ φbpn`mqpΓΦbpn`mqq ě φbpn`mqpΓΦbn b ΓΦbmq “ φbnpΓΦbnqφbnpΓΦbnq “ pnpm.
(3.3.36)
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As it turns out, this property is useful for establishing limits such as those appearing in
Eq. (3.3.34). First we recall a powerful lemma for subadditive sequences of real numbers
known as Fekete’s subadditivity lemma [Ste97, Lem. 1.2.1].

Lemma 3.3.9. For every sequence tanunPN satisfying

an`m ď an ` am, (3.3.37)

the following limit exists and satisfies

lim
nÑ8

an
n

“ inf
nPN

an
n
. (3.3.38)

Proof. If the sequence ever reaches am “ ´8 for finite m, then by subadditivity, both sides of
the above equation are ´8. Henceforth assume an ą ´8 for all n. Now for any n “ mk`r,
subadditivity implies an ď mak ` ar and thus

an
n

ď
mak
n

`
ar
n

“

´

1 ´
r

n

¯ ak
k

`
ar
n
. (3.3.39)

Moreover for fixed k, one may assume for all n ě k that n “ km ` r holds for some r
satisfying 0 ď r ă k. For any ϵ ą 0 pick a k such that ak

k
is within ϵ of L “ infnPN

an
n

:

ak
k

ă L ` ϵ. (3.3.40)

Since k is now fixed and r ă k,

lim
nÑ8

an
n

ă lim
nÑ8

”´

1 ´
r

n

¯

pL ` ϵq `
ar
n

ı

“ L ` ϵ. (3.3.41)

Since this holds for any ϵ ą 0, the lemma holds by taking ϵ Ñ 0.

Remark 3.3.10. Note that every super-multiplicative sequence tbnunPN, meaning bn`m ě

bnbm, gives rise to a subadditive sequence with an “ ´ log bn (assuming bn ą 0 for all n).
This implies an analogue of Fekete’s lemma for super-multiplicative sequences.

Corollary 3.3.11. For every sequence tbnunPN satisfying

bn`m ě bnbm, (3.3.42)

the following limit exists and satisfies

lim sup
nÑ8

b
1
n
n “ sup

nPN
b

1
n
n . (3.3.43)

Proof. By supermultiplicativity, if bk ą 0 for some k, then bmk ě bmk ą 0 for all m. Therefore
am ÞÑ ´ log bmk is a well-defined subadditive sequence which implies limmÑ8

am
m

“ infm
am
m

.
Therefore for all k such that bk ą 0,

lim
mÑ8

b
1
mk
mk “ sup

mPN
b

1
mk
mk ě b

1
k
k . (3.3.44)

This implies that

lim sup
nÑ8

b
1
n
n ě sup

nPN
b

1
n
n , (3.3.45)

and the reverse inequality holds trivially.
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Remark 3.3.12. Note that one cannot necessarily replace lim sup with lim in the above
corollary because it remains possible to find a subsequence tnjujPN contained outside of all
sub-semigroups tmk|k P Nu of N such that bnj “ 0 holds for all j. See the footnote in [FW20]
for further explanation of this subtlety.

3.3.3 The occasionality theorem

The purpose of this section is to develop and prove an important relationship between the
constant subspaces and semistable vectors of a representation Φ : G Ñ GLpHq and its
tensor powers Φbn : G Ñ GLpHq (Theorem 3.3.16). The proof presented here is taken
directly from Franks and Walter [FW20]. Our only deviation from [FW20] is to emphasize
the role of cumulants (Section 2.1.3), as noticed by [Bür+19, Rem. 3.16]. As this result
serves as the foundation for many other results in this thesis, the proof is represented here
purely for completeness.

Before doing so, it will be necessary to distinguish between subgroups ofG which stabilizer
a given non-zero vector v P Hˆ from the subgroups of G which stabilize a given ray ψ P PH.
To clarify this subtle distinction, we consider the following example.

Example 3.3.13. Let H` and H´ be two orthogonal and complementary subspaces of a
complex finite-dimensional Hilbert space

H “ H` ‘ H´, (3.3.46)

and let P˘ be the orthogonal projection operator onto H˘. Moreover, let X “ P` ´ P´ P

EndpHq be the operator which reflects vectors through the subspace H` Ă H, i.e., X “

1H ´ 2P´. Then consider any vector v P Hˆ with non-zero component in both H` and H´.
Let Φ : Cˆ Ñ GLpHq the representation of Cˆ defined by Φpezq “ exppzXq. The action of
Cˆ on v “ v` ` v´ thus

Φpezqv “ e`zv` ` e´zv´, (3.3.47)

and therefore the stabilizer of v is the trivial subgroup t1u Ă Cˆ while the stabilizer of the
ray containing v is the subgroup Z2 » t´1,`1u Ă Cˆ.

The following result, found in [MN84, Lem. 2.2], demonstrates the connection between
geometric and algebraic notions of stability.

Lemma 3.3.14. Let ψ P PH be a ray and let v P ψˆ be non-zero so that Cv “ ψ. Let
Φ : G Ñ GLpHq be a representation of a reductive group G and let Gψ denote the subgroup of
G which leaves the subspace ψ invariant and Gv the subgroup of Gψ which leaves the vector
v invariant. Then either Gψ{Gv » Cˆ or Gψ{Gv is finite (and thus dimGψ “ dimGv).
Moreover if Gψ{Gv » Cˆ then v is necessarily unstable.

Proof. The quotient Gψ{Gv of Gψ by Gv considered by the lemma arises when considering
the sequence

Gv Gψ Cˆ (3.3.48)

where the map Gv Ñ Gψ is simply a subgroup inclusion (whose image is the subgroup
Gv Ď Gψ) while Gψ Ñ Cˆ is the map sending g P Gψ to the unique non-zero complex
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number cg satisfying Φpgqv “ cgv. Evidently, the kernel of the latter map Gψ Ñ Cˆ, i.e.,
those g P Gψ such that Φpgqv “ v is equal to Gv, and thus the above sequence is an example
of an exact sequence. In any case, the quotient Gψ{Gv is precisely the image of the action
of Gψ on v and is necessarily an algebraic subgroup of Cˆ (as G itself is reductive). Being
an algebraic subgroup of Cˆ, Gψ{Gv must either be isomorphism to i) the entire group Cˆ
or ii) a finite subgroup of Cˆ. If Gψ{Gv » Cˆ, then there exists an element X in the Lie
algebra of Gψ such that ΦpexpptXqqv “ etxv for some non-zero x P Rˆ. Therefore, in the
limit of either large or small t P R, ΦpexpptXqqv “ etxv Ñ 0, and thus the vector v must be
unstable.

A very useful corollary of Lemma 3.3.14, which applies to semistable vectors, is the
following result.

Corollary 3.3.15. Let ψ P PH and let v P ψˆ be a unit vector that is semistable with respect
to a reductive group representation Φ : G Ñ GLpHq. Then there exists a positive integer
m P N such that for all unitary group elements u P G (meaning u˚ “ u´1),

xv,Φpuqvy
m

“ TrpPψΦpuqq
m

“ 1 ðñ u P Gψ. (3.3.49)

Proof. By Lemma 3.3.14 and the semistability of v, Gψ{Gv is a finite subgroup of Cˆ. Let
the order of this finite abelian group be m P N. The reverse direction (ðù) holds even if u
is not unitary because if g P Gψ, then gGv P Gψ{Gv and therefore gmGv “ eGv » Gv is the
identity coset because the order of gGv must divide m. Therefore,

1 “ TrpPψΦpeqq “ TrpPψΦpeGvqq,

“ TrpPψΦpgmGvqq “ TrpPψΦpgq
m

q,

“ TrpPψΦpgqq
m

(3.3.50)

where the last equality holds because g P Gψ. The forward direction (ùñ) holds because
TrpPψΦpuqqm “ 1 implies TrpPψΦpuqq is an mth root of unity and thus a element of Up1q.
Therefore Φpuqv (which is necessarily a unit vector by unitarity of u) is colinear with v and
thus u stabilizes Cv “ ψ.

The main result of this section, which we are now in a position to prove, may be found
in [FW20, Prop. 3.1].

Theorem 3.3.16. Let Φ : G Ñ GLpHq and let ψ P PH have vanishing moment map with
respect to Φ, i.e. Ωpψq “ 0. Then there exists positive integers m, c P N such that

lim
kÑ8

pmkq
c{2TrpPbmkψ ΓΦbmkq “

d

p2πqc

detpQψq
ą 0 (3.3.51)

where ΓΦbn is the projection operator onto the fixed subspace of degree n (Definition 3.2.15),
and Qψ is the quadratic form defined by X ÞÑ TrpϕpXqPψϕpXq˚q.
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Proof. Our proof follows almost exactly the proof in [FW20]. Begin by letting v P H be
any unit vector contained in the ray ψ P PH. Then the pure state Pψ is of the form
TrpPψXq “ xv,Xvy. Applying Eq. (3.2.15) produces

TrpPbnψ ΓΦbnq “

ż

uPK

duTrpPψΦpuqq
n

“

ż

uPK

duxv,Φpuqvy
n. (3.3.52)

Now consider the function u ÞÑ TrpPψΦpuqq “ xv,Φpuqvy appearing in the integrand above.
As every u P K is represented by a unitary matrix Φpuq, the Cauchy-Schwarz inequality
yields the following bounds on the magnitude of TrpPψΦpuqq:

0 ď |TrpPψΦpuqq| ď 1. (3.3.53)

The primary idea of this proof is to note that when u P K satisfies |TrpPψΦpuqq| ă 1 and
n Ñ 8, the integrand, TrpPψΦpuqq, converges to zero:

|TrpPψΦpuqq| ă 1 ùñ lim
nÑ8

TrpPψΦpuqq
n

“ 0. (3.3.54)

On the other hand, when |TrpPψΦpuqq| “ 1 one concludes that TrpPψΦpuqq “ eiθ holds for
some θ P r0, 2πs that is implicitly dependent on u. Fortunately, by the Kempf-Ness theorem
(Theorem 3.2.31) the vanishing of the moment map for ψ implies v P ψˆ is semistable which,
by Corollary 3.3.15, implies the existence of a positive integer m (equal to the order of the
finite group Kψ{Kv Ă Up1q) such that TrpPψΦpuqqmk “ 1 holds if and only if u belongs to the
identity coset eKψ P K{Kψ. This observation enables one to partially integrate Eq. (3.3.52)
to obtain

TrpPbmkψ ΓΦbmkq “

ż

ūPK{Kψ

dūTrpPψΦpūqq
mk, (3.3.55)

where dū is the unique normalized left-K-invariant measure on the right cosets K{Kψ.
By Eq. (3.3.54), the only portion of K{Kψ which may contribute to the integral in the

limit of large k is therefore those cosets, ū P K{Kψ, which are close to the identity. In
order to define this collection of cosets, which will be denoted by U Ă K{Kψ in Eq. (3.3.56)
below, first let kψ denote the Lie algebra of the stabilizer Kψ and identify the orthogonal
complement of kKψ of kψ Ď k (taken with respect to an inner product on k which is invariant
under the adjoint representation of K) with the tangent space of K{Kψ at the identity
coset using the projection map K ÞÑ K{Kψ and its surjective differential [FW20]. Let
ϵ ą 0 and let Bϵp0q Ă kKψ denote the open ball of radius ϵ around the origin in kKψ . Let

Exp : kKψ Ñ K{Kψ denote the exponential map derived by first restricting the original

exponential map exp : k Ñ K for K to the subspace kKψ and then second projecting through
the quotient K ÞÑ K{Kψ. For ϵ sufficiently small, the restriction of Exp to Bϵp0q is a local
diffeomorphism whose image is the open subset U Ă K{Kψ, i.e.

U :“ ExppBϵp0qq “ tExppXq P K{Kψ | X P Bϵp0q Ă kKψu. (3.3.56)

Let J : kKψ Ñ R denote the Jacobian of Exp : kKψ Ñ K{Kψ, which is a smooth function of

X P kKψ . At the origin, 0 P kKψ , the differential of Exp an isometry and thus its determinant is
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Jp0q “ 1 and therefore for sufficiently small ϵ, JpXq ă 2 holds for all A P Bϵp0q. Altogether,
one obtains

ż

ūPU

dūTrpPψΦpūqq
mk

“

ż

APBϵp0q

dAJpAqTrpPψ exppϕpAqqq
mk. (3.3.57)

At this stage note that A P kKψ Ă k is necessarily a skew-Hermitian operator (A˚ “

´A). Consequently, the integrand above, namely TrpPψ exppϕpAqqq, is simply the char-
acteristic function for the random variable with distribution TrpPψPaq where Pa projects
onto the eigenspace of A with eigenvalue a P iR. Since the moment map of ψ vanishes,
TrpPψϕpXqq “ 0 for all X P ik and therefore Lemma 3.3.4 becomes applicable. In order to
apply Lemma 3.3.4, one first needs to apply a change the variables A “ A1?

mk
and then take

a limit as k Ñ 8. As k Ñ 8, we have Jp A1?
mk

q Ñ 1 and B?mkϵp0q Ñ kKψ so therefore,

lim
kÑ8

pmkq
dimpkKψq{2

ż

APBϵp0q

dAJpAqTrpPψ exppϕpAqqq
mk (3.3.58)

“ lim
kÑ8

ż

A1PB?mkϵp0q

dA1Jp
A1

?
mk

qTrpPψ exppϕp
A1

?
mk

qqq
mk, (3.3.59)

“

ż

A1PkKψ

dA1 lim
kÑ8

TrpPψ exppϕp
A1

?
mk

qqq
mk. (3.3.60)

The exchange between the integral and limit is permitted by Lebesgue’s dominated conver-
gence theorem because the integrands above are bounded in absolute value (as JpAq ă 2 for
sufficiently small ϵ and exppϕpAqq P UpHq is unitary). Now applying Lemma 3.3.4,

lim
kÑ8

Tr

ˆ

Pψ exppϕp
A

?
mk

qq

˙mk

“ exp

ˆ

´
TrpPψϕpAq2q

2

˙

, (3.3.61)

and therefore the integral over U Ă kKψ is approximately Gaussian and thus

lim
kÑ8

pmkq
dimpkKψq{2

ż

ūPU

dūTrpPψΦpūqq
mk

“

ż

A1PkKψ

dA1 exp

ˆ

´
TrpPψϕpA1q2q

2

˙

“

d

p2Φq
dimpkKψq

detpQψq
,

(3.3.62)

where Qψ is the non-degenerate quadratic form sending X P ikKψ to

TrpPψϕpXq
2
q “ ∥ϕpXqv∥2 ą 0. (3.3.63)

Since Qψ is positive definite, we have detpQψq ą 0.
As previously mentioned, the integral over the complement of U in kKψ does not affect

the above limit because the maximum C :“ supARU |TrpPψ exppϕpAqqq| is obtained by some
A˚ R U (because the complement of U is compact and A ÞÑ TrpPψ exppϕpAqqq continuous)
and therefore the integral

ż

ūRU

dūTrpPψΦpūqq
mk

ď 2

ż

APBϵp0q

dA |TrpPψ exppϕpAqqq|
mk

ď 2volpBϵp0qqCmk, (3.3.64)
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converges to zero at an exponential rate with increasing k and therefore the polynomial
prefactor pmkq

dimpkKψq{2 does not affect the limiting value.

Corollary 3.3.17. Let everything be as in Theorem 3.3.16. Then there exists a constant,
LΦ ą 0, independent of ψ, such that for arbitrarily large n P N,

TrpPbnψ ΓΦbnq ě
LΦ

ndimpkq{2
. (3.3.65)

Proof. The proof uses the fact that the constant c “ dimpkKψq in the proof of Theorem 3.3.16
can be bounded by

0 ď dimpkKψq ď dimpkq. (3.3.66)

Furthermore, since QΦpXq :“ TrpϕpXqϕpXq˚q ě TrpϕpXqPψϕpXq˚q “ QψpXq, we have

detpQΦq ě detpQψq. Setting LΦ “ 1
2
Q
´1{2
Φ then proves the claim.

The following corollary Theorem 3.3.16 hides many of the constants appearing in Theo-
rem 3.3.16 which will be unnecessary when applied later in Section 3.3.4.

Corollary 3.3.18. Let Φ : G Ñ GLpHq and let ψ P PH have vanishing moment map, i.e.
Ωpψq “ 0. Then,

lim sup
nÑ8

TrpPbnψ ΓΦbnq
1
n “ 1 (3.3.67)

where ΓΦbn is the projection operator onto the fixed subspace of degree n (Definition 3.2.15).

Proof. Since the moment map of ψ vanishes, we can apply Theorem 3.3.16 to obtain positive
integers m, c P N such that the following limit, denoted by L, exists and is strictly positive.

L :“ lim
kÑ8

pmkq
c{2TrpPbmkψ ΓΦbmkq ą 0. (3.3.68)

Therefore, for any ϵ P p0, Lq, there exists a sufficiently large K P N, such that for all k ě K,

pmkq
c{2TrpPbmkψ ΓΦbmkq ě L1 :“ L ´ ϵ ą 0, (3.3.69)

which implies for all k ě K,

1 ě TrpPbmkψ ΓΦbmkq ě
L1

pmkqc{2
. (3.3.70)

Taking the pmkq-th root of both sides therefore yields for all k ě K,

1 ě TrpPbmkψ ΓΦbmkq
1
mk ě

ˆ

L1

pmkqc{2

˙
1
mk

. (3.3.71)

Therefore,

1 ě lim sup
nÑ8

TrpPbnψ ΓΦbnq
1
n ě lim sup

nÑ8

ˆ

L1

nc{2

˙
1
n

“ 1, (3.3.72)

which proves the claim.
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3.3.4 Strong duality

The following is [FW20, Lem. 2.2].

Lemma 3.3.19. Let v P V and Φ : G Ñ GLpVq a representation of G. Then for all n P N,

cappvq ě
∥∥ΓΦbnv

bn
∥∥ 1
n . (3.3.73)

Proof. For every n P N and g P G,

∥Φpgqv∥ “
∥∥Φpgq

bnvbn
∥∥ 1
n ě

∥∥ΓΦbnΦpgq
bnvbn

∥∥ 1
n “

∥∥ΓΦbnv
bn

∥∥ 1
n . (3.3.74)

The claim follows because cappvq is defined as the largest lower bound on ∥Φpgqv∥.

Combining the lower bound on capacity offered by Lemma 3.3.19, together with the
lower bound on the norm of ΓΦbnv

bn offered by Theorem 3.3.16 (or more accurately Corol-
lary 3.3.18), one can prove [FW20, Thm. 1.1], which is stated below.

Theorem 3.3.20. Let Φ : G Ñ GLpVq be a representation of a complex reductive group G.
Then for all vectors v P V,

cappvq “ inf
gPG

∥Φpgqv∥ “ lim sup
nÑ8

∥∥ΓΦbnv
bn

∥∥ 1
n . (3.3.75)

Proof. That cappvq ě lim supnÑ8 ∥ΓΦbnv
bn∥ 1

n holds for any vector v follows directly from
Lemma 3.3.19. The reverse inequality can be deduced by first recognizing that the map
v ÞÑ ∥ΓΦbnv

bn∥ is G-invariant and continuous (see the proof of Lemma 3.2.17) and thus
constant on G-orbit closures. Moreover, if w P Φpgqv is in the G-orbit closure of v, the
G-orbit closure of w satisfies Φpgqw Ď Φpgqv and thus cappvq ď cappwq. In other words, to

prove the reverse inequality, it suffices to prove cappwq “ lim supnÑ8 ∥ΓΦbnw
bn∥ 1

n for some
w P Φpgqv.

If v is unstable, then zero belongs to its orbit closure, 0 P Φpgqv, and then Lemma 3.3.19
holds because the capacity of the zero vector is trivially zero, capp0q “ 0. On the other
hand, if v is semistable, then there exists a non-zero vector w P Vˆ in the closure of the
G-orbit of v such that i) the ray rws P PV has vanishing moment map, i.e. Ωprwsq “ 0, and
ii) the vector w has norm attaining the capacity of v, i.e. cappvq “ cappwq “ ∥w∥. Applying
Corollary 3.3.18 to the ray rws P PV then yields

lim sup
nÑ8

TrpPbn
rwsΓΦbnq

1
n “ lim sup

nÑ8

˜

∥ΓΦbnw
bn∥2

∥w∥2

¸
1
n

“ 1, (3.3.76)

Therefore, we have

cap2
pwq “ ∥w∥2 “ lim sup

nÑ8

∥∥ΓΦbnw
bn

∥∥ 2
n . (3.3.77)

The following result, which provides the converse to Corollary 3.3.18, weakens the state-
ment of Theorem 3.3.20 to consider the special case when the moment map vanishes and the
capacity is maximized.
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Corollary 3.3.21. Let Φ : G Ñ GLpVq be a representation of a complex reductive group G
with associated moment map Ω : PH Ñ ik˚. Let ψ P PH, then

Ωpψq “ 0 ùñ lim sup
nÑ8

TrpPbnψ ΓΦbnq
1
n “ 1, (3.3.78)

Ωpψq ‰ 0 ùñ lim sup
nÑ8

TrpPbnψ ΓΦbnq
1
n ă 1. (3.3.79)

Proof. The result follows from i) the correspondence between a vanishing moment map and
maximum capacity provided by the Kempf-Ness theorem Theorem 3.2.31, ii) the strong-
duality theorem, Theorem 3.3.20, obtained above, and iii) the fact that

TrpPbnψ ΓΦbnq “
∥ΓΦbnv∥2

∥v∥2
(3.3.80)

for any non-zero v P ψˆ P H.

One way to interpret the statement of Corollary 3.3.21 is as an asymptotic test for whether
or not the moment map of a given ray vanishes. Specifically, Corollary 3.3.21 demonstrates
that Ωpψq ‰ 0 if and only if the sequence of probabilities, TrpPbnψ ΓΦbnq P r0, 1s, approaches
zero at an exponential rate with increasing n.
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Chapter 4

Estimation theory

4.1 Estimating a probability distribution

Consider a classic problem of estimation theory, namely, the problem of estimating the
probability distribution for a random process yielding a finite number of distinct outcomes.
Suppose the number of outcomes is d P N and the outcomes are labelled by the elements
of the set rds “ t1, . . . , du. As is standard, the set of all probability distributions with d
outcomes can be identified with the pd´ 1q-dimensional simplex, ∆d, consisting of tuples of
d non-negative real numbers summing to one:

∆d :“ tpp1, . . . , pdq P Rd
ě0 | p1 ` ¨ ¨ ¨ ` pd “ 1u. (4.1.1)

Assume that the outcomes of the process are produced independently on repeated trials.
Furthermore, assume that the individual outcomes are produced according a known distri-
bution, given by

q “ pq1, . . . , qdq P ∆d. (4.1.2)

Under these assumptions, the probability of producing a sequence of type λ “ pλ1, . . . , λdq,
where λj P N denotes the occurrences of outcome j, is given by the multinomial distribution,

mqpλq “
n!

λ1! ¨ ¨ ¨λd!
qλ11 ¨ ¨ ¨ qλdd . (4.1.3)

where n “ λ1 ` ¨ ¨ ¨ ` λd is the total number of outcomes. If instead the distribution q is not
known, but a sequence of type λ has been observed, then a somewhat reasonable estimate for
q is the distribution p which maximizes the value of mppλq. A direct calculation reveals that
the so-called maximum likelihood estimate, p, is equal to λ{n, i.e., the relative frequencies
of each outcome,

p “ pp1, . . . , pdq “

ˆ

λ1
n
, . . . ,

λd
n

˙

. (4.1.4)

In practice, when the length of the sequence is small, the maximum likelihood estimate p
tends to be a poor estimate for the value of q. Of course, as n becomes larger, the quality
of the estimate p gets better.
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One particularly elegant way to quantify the relationship between source distribution q
and the estimate p as a function of n is a classical result due to Sanov [San61; DZ10], which
states

pn ` 1q
´d expp´nDpp∥qqq ď mqpλq ď expp´nDpp∥qqq, (4.1.5)

where Dpp∥qq is a non-negative quantity known as the relative entropy or Kullback-Liebler
divergence [Kul97; BF14], and is defined as

Dpp∥qq “

d
ÿ

j“1

pjplog pj ´ log qjq (4.1.6)

whenever qj “ 0 implies pj “ 0, and Dpp∥qq “ 8 otherwise. Note that the relative
entropy, Dpp∥qq, only vanishes when p “ q, and therefore two observations follow. First,
the probability of producing an estimate p which deviates from the correct distribution q
decays at an exponential rate with increasing n, as quantified by Dpp∥qq ą 0. Second, the
probability of producing an estimate which is exactly equal to the correct distribution, p “ q,
and thus Dpp∥qq “ 0, can be lower bounded by the reciprocal of a factor that is polynomial
in the value of n, i.e., pn ` 1qd.

In Chapter 3, we already witnessed a similar distinction between the exponential decay of
probabilities on one hand (Lemma 3.3.19), and the polynomial lower bound on probabilities
on the other (Theorem 3.3.16). The purpose of this chapter is expand upon this connection in
the context of estimating properties of quantum processes. To begin, we wish to demonstrate
how to recover Eq. (4.1.5) using the techniques from Chapter 3.

In quantum theory, the most straight-forward way to model a random process with d
distinct outcomes is to consider a d-dimensional vector space Cd, with standard orthonormal
basis te1, . . . , edu, along with a fixed vector v P Cd with unit norm ∥v∥ “ 1. For each j P rds,
let Pj “ ejej˚ denote the orthogonal projection operator onto the subspace spanned by ej.
Then, the coefficients in the decomposition of the vector v into the standard orthonormal
basis generate a probability distribution, given by

qv :“ p∥P1v∥2 , . . . , ∥Pdv∥2q “ p|v1|
2 , . . . , |vd|

2
q P ∆d. (4.1.7)

Note that fixing an orthonormal basis is equivalent to fixing a representation, Φ : Up1qd Ñ

Updq, of the d-dimensional torus, Up1qd, acting on Cd, such that the matrix form of the
representation is equal to

Φpeiθ1 , . . . , eiθdq “ diagpeiθ1 , . . . , eiθdq “

¨

˚

˚

˚

˝

eiθ1 0 ¨ ¨ ¨ 0
0 eiθ2 ¨ ¨ ¨ 0
...

...
. . .

...
0 0 ¨ ¨ ¨ eiθd

˛

‹

‹

‹

‚

. (4.1.8)

Since Up1qd is an abelian group, all of its irreducible representations are one-dimensional;
indeed, for each j P rds, the subspace spanned by ej is an invariant subspace of the rep-
resentation in Eq. (4.1.8). In general, the irreducible representations of Up1qd are indexed
by highest weights, which for Up1qd, can be identified by d-tuples of non-negative integers
λ “ pλ1, . . . , λdq P Nd

ě0, where Φλ has the form

Φλpeiθ1 , . . . , eiθdq “ eipλ1θ1`¨¨¨`λdθdq. (4.1.9)
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Now consider the nth tensor power, Φbn : Up1qd Ñ Updnq, of the representation from
Eq. (4.1.8). The multiplicity of irreducible representation Φλ, indexed by λ “ pλ1, . . . , λdq,
appearing inside the representation Φbn then corresponds to the multinomial coefficient,

TrpΠλ
Φbnq “

n!

λ1! ¨ ¨ ¨λd!
. (4.1.10)

Furthermore, if Πλ
Φbn denotes the projection operator onto the subspace of weight λ, then

the probability distribution associated to the decomposition of vbn into the various weight
spaces is equal to the multinomial distribution associated to distribution qv,

mqvpλq “
∥∥Πλ

Φbnv
bn

∥∥2
“

n!

λ1! ¨ ¨ ¨λd!
|v1|

2λ1 ¨ ¨ ¨ |vd|
2λd . (4.1.11)

Our strategy for deriving the bounds on mqvpλq from Eq. (4.1.5) is to consider the action
of the complexified torus on v P Cd. Since the Lie algebra of K “ Up1qd consists of d
purely imaginary numbers k “ piθ1, . . . , iθdq P iRd, the complexified Lie algebra consists
of all complex numbers, k ‘ ik “ Cd, and the corresponding complexified Lie group is the
complex torus, G “ Cd

ˆ. The representation in Eq. (4.1.8) then lifts to a representation for
Cd
ˆ of the form

Φpex1`iθ1 , . . . , exd`iθdq “ diagpex1`iθ1 , . . . , exd`iθdq. (4.1.12)

Now consider an element x “ px1, . . . , xdq P Rd – ik, along with the group element g P Rd
ą0 Ď

Cd
ˆ with completely real exponents,

g “ ex :“ pex1 , . . . , exdq. (4.1.13)

In this setting, the moment map evaluated on the ray rvs P PpCdq satisfies

Ωprvsqpxq “ xv, ϕpxqvy “

d
ÿ

j“1

xj |vj|
2 , (4.1.14)

In other words, the moment map, Ωprvsq, is essentially equivalent to the probability distri-
bution qj “ |vj|

2 defined by Eq. (4.1.7). Furthermore, when g “ pex1 , . . . , exdq acts on v, we
obtain a new vector, vx P Cd, of the form

vx :“ Φpexqv “ pex1v1, . . . , e
xdvdq (4.1.15)

with norm squared

∥vx∥2 “ ∥Φpexqv∥2 “

d
ÿ

j“1

e2xj |vj|
2 . (4.1.16)

Using the fact that Φpg´1qΦpgq “ 1 for all g, one obtains∥∥Πλ
Φbnv

bn
∥∥ “

∥∥Πλ
ΦbnΦpe´xq

bnΦpexq
bnvbn

∥∥ “ e´xλ,xy
∥∥Πλ

Φbnv
bn
x

∥∥ , (4.1.17)

where the prefactor e´xλ,xy arises from the fact that Πλ
Φbn is a weight space of weight λ and

thus Πλ
ΦbnΦpe´xqbn “ e´xλ,xyΠλ

Φbn . Letting ux :“ vx{ ∥vx∥ be the normalization of vx (note
that v “ u0), Eq. (4.1.17) may be expressed as∥∥Πλ

Φbnv
bn

∥∥ “ e´xλ,xy ∥vx∥n
∥∥Πλ

Φbnu
bn
x

∥∥ . (4.1.18)
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If p “ pp1, . . . , pdq is now defined according to Eq. (4.1.4), so that np “ λ, we conclude∥∥Πλ
Φbnv

bn
∥∥ “ pe´xp,xy ∥vx∥q

n
∥∥Πλ

Φbnu
bn
x

∥∥ . (4.1.19)

From Eq. (4.1.19) we can derive bounds on the likelihood
∥∥Πλ

Φbnv
bn

∥∥2
from bounds on∥∥Πλ

Φbnu
bn
x

∥∥2
. To obtain the upper bound in Eq. (4.1.5) it suffices to note that Πλ

Φbn is a
projection operator and ux is a unit norm vector so that∥∥Πλ

Φbnu
bn
x

∥∥ ď 1. (4.1.20)

Then, by optimizing over all x P Rd, we obtain the upper bound∥∥Πλ
Φbnv

bn
∥∥2

ď expp´nIvppqq, (4.1.21)

where

Ivppq “ ´ log inf
xPRd

e´2xp,xy ∥vx∥2 “ ´ log inf
xPRd

´

e´2xp,xy
ÿ

j
e2xj |vj|

2
¯

. (4.1.22)

Note that the optimization problem in Eq. (4.1.22) has a trivial solution of Ivppq “ 8

whenever there exists an index j such that pj ą 0 while vj “ 0. Otherwise, the minimum is
attained when x “ y P Rd where

e2yj “
pj

|vj|
2 , (4.1.23)

in which case

Ivppq “

d
ÿ

j“1

pjplog pj ´ log |vj|
2
q. (4.1.24)

Indeed, the function Ivppq, as defined by Eq. (4.1.22), is equal to the relative entropy previ-
ously defined by Eq. (4.1.6).

In order to derive the lower-bound in Eq. (4.1.5), it suffices to consider the case where
Ivppq ă 8, since otherwise the lower-bound in Eq. (4.1.5) becomes trivial. In this case, we
have x “ y and therefore ∥vy∥2 “

ř

j“1 pj “ 1 which means the distribution associated to the

unit vector, uy “ vy, is simply pj “ |puyqj|
2

“ λj{n. In this case the prefactor in Eq. (4.1.19)
equals

pe´xp,yy ∥vy∥q
n

“ expp´nIvppqq. (4.1.25)

Furthermore, as the ratio of |puyqj|
2 to λj is independent of n, we can also conclude that λ

maximizes the function µ ÞÑ
∥∥Πµ

Φbnu
bn
y

∥∥2
[DZ10]. This follows because Eq. (4.1.11) implies1∥∥Πλ

Φbnu
bn
y

∥∥2∥∥Πµ
Φbnu

bn
y

∥∥2 “

d
ź

j“1

µj!

λj!
p
λj´µj
j ě

d
ź

j“1

ˆ

pj
λj

˙λj´µj

“ 1. (4.1.26)

Since the number of distinct weights in the decomposition of Φbn is at most pn ` 1qd,
Eq. (4.1.26) implies the likelihood

∥∥Πλ
Φbnu

bn
y

∥∥ admits of the lower-bound∥∥Πλ
Φbnu

bn
y

∥∥ ě
1

pn ` 1qd
. (4.1.27)

1Here we use the inequality n!{m! ě mn´m which holds for all n,m P N.
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Altogether, Eq. (4.1.19) becomes∥∥Πλ
Φbnv

bn
∥∥ “ pe´xp,yy ∥vy∥q

n
∥∥Πλ

Φbnu
bn
y

∥∥ ě
1

pn ` 1qd
expp´nIvppqq. (4.1.28)

The purpose of this chapter is to generalize the above technique to consider starting with
representations of non-commutative groups. By doing so, we will come to view the estimation
of quantum states and their properties as a natural generalization of the estimation of a
probability distribution.

4.2 Quantum measurements & representations

In this section we review a number of familiar constructions of covariant positive operator
valued measures from the perspective of representation theory [Chi+04; Hol11].

4.2.1 Irreducible measurements

The purpose of this section is to describe a variety of positive-operator valued measures
which naturally arise in the context of irreducible representations of groups.

Next, we review the standard construction of a covariant POVM arising from an irre-
ducible unitary representation.

Lemma 4.2.1. Let Φ : K Ñ UpHq be an irreducible unitary representation of a compact
group K on a d-dimensional Hilbert space H. Let µ : ΣpKq Ñ r0, 1s be the unique K-
invariant normalized Haar measure on K. Then the function Eψ : ΣpKq Ñ BpHq defined
for ∆ P ΣpKq by

Eψp∆q :“ d

ż

kP∆

ΦpkqPψΦpk´1q dµpkq, (4.2.1)

is a positive-operator-valued measure over K acting on H.

Proof. The construction used here follows Example 2.2.20. That Eψp∆q is positive semidef-
inite for all ∆ P ΣpKq follows from Pψ being projective and thus positive semidefinite and
Φpkq˚ “ Φpk´1q being unitary. That Eψ is normalized follows from noting that EψpKq : H Ñ

H is a K-covariant operator acting on an irreducible representation space and therefore, by
Schur’s lemma, must be proportional to the identity on H. As the integrand satisfies

TrpPk¨ψq “ TrpΦpkqPψΦpk´1qq “ TrpPψq “ dimpψq “ 1, (4.2.2)

and Trp1Hq “ dimpHq “ d, the prefactor of d “ dimpHq in the definition of pψ ensures that
EψpKq “ 1H.

Example 4.2.2. Let K “ Cd be the cyclic group on d symbols, e.g., rds “ t1, . . . , du,
generated by the permutation π sending i P rds to

πpiq “ pi ` 1q mod d. (4.2.3)

The normalized Haar measure over Cd has density |Cd|
´1

“ d´1. Let Φ : Cd Ñ Updq be
the unitary representation of Cd where Φpπq acts on the orthonormal basis te1, . . . , edu for
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Cd by sending the basis vector ei to Φpπqei “ eπpiq. For each index i, let ϕi P PCd be the
one-dimensional subspace spanned by ei. Then for each positive integer m P N and each
element πm P Cd in the cyclic group, the POVM defined in Lemma 4.2.1 (assuming ψ :“ ϕ1)
satisfies

Eϕ1ptπmuq “ Pϕpm`1q mod d
, (4.2.4)

and thus corresponds to the standard projective measurement associated to the aforemen-
tioned orthonormal basis.

When the ray ψ P H considered in Lemma 4.2.1 exhibits non-trivial symmetries, the
POVM Eψ over the group K can be related to a POVM, Ẽψ, over the orbit of ψ under the
action of K.

Remark 4.2.3. Let Φλ : K Ñ UpHλq be an irreducible unitary representation of a compact
connected Lie group K with highest weight λ relative to a fixed maximal torus T in K. Let
vλ P Hλ be a vector of highest weight and let ψλ – rvλs P PHλ be the highest weight ray.
The orbit of the highest weight vector, vλ P Hλ, is

K ¨ vλ :“ tk ¨ vλ :“ Φλpkqvλ P Hλ | k P Ku Ď Hλ. (4.2.5)

The orbit of the highest weight ray, ψλ P PHλ containing vλ, is2

K ¨ ψλ :“ tk ¨ ψλ :“ rΦλpkqvλs P PHλ | k P Ku Ď PHλ. (4.2.6)

Finally let ω P ik˚ be generic. The group K acts on ik˚ through the dual of the adjoint
representation of K on k such that for all X P ik,

pk ¨ ωqpXq :“ rAd˚pkqpωqspXq “ ωpAdpk´1qpXqq “ ωpk´1Xkq P R. (4.2.7)

The orbit of ω P ik˚, called the coadjoint orbit of ω, is therefore

K ¨ ω :“ tk ¨ ω :“ Ad˚pkqpωq | k P Ku Ď ik˚. (4.2.8)

Example 4.2.4. Let everything be defined as in Lemma 4.2.1. Let Kψ be the stabilizer
subgroup of K with respect to ψ, i.e.,

Kψ :“ tk P K | k ¨ ψ “ ψu. (4.2.9)

As the orbit K ¨ ψ of the ray ψ can be identified with the set of left-cosets KzKψ, one can
consider the function sψ : K Ñ K ¨ψ – KzKψ assigning each k P K to the point k ¨ψ in the
orbit or kKψ P KzKψ in the coset space,

sψpkq “ k ¨ ψ – kKψ. (4.2.10)

Then the pushforward of the POVM defined in Lemma 4.2.1 through sψ is the POVM

Ẽψ : ΣpK ¨ ψq Ñ BpHq, (4.2.11)

2Rays belonging to the orbit of the highest weight ray correspond to generalized coherent states in the
sense of Perelomov [Per72] (or more precisely, in the sense of Klyachko [Kly02]).
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taking values in the orbit of K ¨ ψ of ψ in PH, and satisfies or all ∆1 P ΣpK ¨ ψq,

Ẽψp∆1
q :“ d

ż

ϕP∆1
dppsψq˚µqpϕqPϕ “ d

ż

kPs´1
ψ p∆1q

dµpkqPk¨ψ. (4.2.12)

Moreover, as the orbit K ¨ψ is a closed subset of the projective space PH, we can alternatively
view Ẽψ as a POVM over all of PH with support only on K ¨ ψ Ď PH.

Example 4.2.5. Suppose Φλ : K Ñ UpHλq is an irreducible unitary representation of a
compact connected Lie group K with highest weight λ and dλ :“ dimpHλq. Let ψλ P PHλ

be the highest weight ray. The standard POVM, Eψλ , from Lemma 4.2.1 will, in this case,
be abbreviated simply by Eλ : ΣpKq Ñ BpHλq, where

dEλpkq “ dλΦλpkqPψλΦλpk´1q dµpkq. (4.2.13)

Furthermore, if Ωλ : PHλ Ñ ik˚ is the moment map associated to Φλ, we will consider the
POVM

Fλ : Σpik˚q Ñ BpHλq, (4.2.14)

defined for ∆1 P Σpik˚q as

Fλp∆1
q “ EλppΩλ ˝ sψλq

´1
p∆1

qqq. (4.2.15)

In other words, Fλ is the pushforward of Eλ through the map k ÞÑ Ωλpk ¨ψλq. If g : ik˚ Ñ R
is a measurable function, then for all ρ P SpHλq,

ż

ωPik˚
gpωqTrpdFλpωqρq “ dλ

ż

kPK

gpΩλpk ¨ ψλqqTrpPk¨ψλρq dµpkq (4.2.16)

where Ωλpk ¨ ψλq “ Ad˚pkqpλq.

4.2.2 Completely reducible measurements

The construction of the covariant POVM provided in Example 4.2.5 can be generalized to
the case of a non-irreducible representation, Φ : K Ñ UpHq, provided the representation is
completely reducible. As finite-dimensional representations of compact groups are completely
reducible by Theorem 2.4.25, one can apply the covariant POVM provided by Lemma 4.2.1
to each of the irreducible components in the decomposition of Φ. When the compact Lie
group K is additionally connected, the components of this decomposition can be indexed
by dominant, analytically integral highest weights by Theorem 2.4.55. But first, it will be
helpful to define some notation for describing the inclusion of an irreducible representation
inside a completely reducible representation.

Definition 4.2.6. Let Φ : K Ñ UpHq be a unitary representation of a compact, connected
Lie group K on a finite-dimensional complex Hilbert space H. Let k be the Lie algebra of K
and t the Lie algebra of a fixed maximal torus T in K. Furthermore, let the decomposition
of H into its irreducible invariant subspaces be given by

H –
à

λPΛ`
Hλ b MH

λ (4.2.17)
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where the sum is taken over dominant, analytically integral weights Λ` Ă pitq˚, where Hλ

supports an irreducible unitary representation, Φλ : K Ñ UpHλq, with highest weight λ and
highest weight ray ψλ P Hλ, and where

MΦ
λ :“ HomKpHλ,Hq (4.2.18)

is the multiplicity space of isomorphic copies of Hλ inside H with dimension equal to the
multiplicity of λ. The summand HλbMΦ

λ in Eq. (4.2.17) above is referred to as the isotypic
subspace for λ P Λ` in Hλ.

Definition 4.2.7. Let everything be defined as in Definition 4.2.6. The linear map describing
the inclusion of the isotypic subspace in H will be denoted by

ιλΦ : Hλ b MΦ
λ Ñ H. (4.2.19)

The linear map ιλΦ is: i) an isometry, meaning

pιλΦq
˚
pιλΦq “ 1Hλ

b 1MΦ
λ
, (4.2.20)

and thus Π̃λ
Φ :“ pιλΦqpιλΦq˚ is a projection operator onto the isotypic subspace, and ii) K-

covariant, meaning for all k P K,

pιλΦq
˚ΦpkqιλΦ “ Φλpkq b 1MΦ

λ
. (4.2.21)

The multiplicity channel for the highest weight λ in the representation Φ is the quantum
channel

IλΦ : BpHλq Ñ BpHq (4.2.22)

sending each operator X P BpHλq to the operator IλΦpXq P BpHλq defined by

IλΦrXs :“ pιλΦqpX b 1MΦ
λ

qpιλΦq
˚. (4.2.23)

If λ is not a highest weight of the representation, then dimpMΦ
λ q “ 0 and therefore the

channel IλΦ is not well-defined. The multiplicity channel inherits the K-covariance property
from ιλΦ in the sense that

ΦpkqIλΦrXsΦpk´1q “ IλΦrΦλpkqXΦλpk´1qs. (4.2.24)

Definition 4.2.8. Let everything be defined as in Definition 4.2.6 and Definition 4.2.7.
Let ψλ P Hλ be the unique highest weight ray for the irreducible representation Hλ. The
projection operator onto the subspace of highest weight vectors for the representation
Φ : K Ñ UpHq is defined as

Πλ
Φ “ IλΦrPψλs “ pιλΦqpPψλ b 1MΦ

λ
qpιλΦq

˚. (4.2.25)

Additionally, the projection operator onto the subspace of highest weight vectors rotated by
the action of k P K is

Πλ,k
Φ “ ΦpkqΠλ

ΦΦpk´1q “ IλΦrPk¨ψλs. (4.2.26)
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Example 4.2.9. For each highest weight, λ P Λ`, and irreducible representation Φλ : K Ñ

UpHλq with dimension dλ “ dimpHλq, let the highest weight ray be ψλ P Hλ. Consider the
BpHλq-valued POVM from Example 4.2.5 of the form Eλ : ΣpKq Ñ BpHλq,

dEλpkq “ dλPk¨ψλ dµpkq. (4.2.27)

Using the channel IΦ
λ : BpHλq Ñ BpHq, the POVM Eλ acting on Hλ can be lifted to the

POVM IΦ
λ ˝ Eλ on H. By summing these lifted POVMs over all dominant, analytically

integral elements λ P Λ`, one obtains a POVM over K ˆ Λ` of the form

EΦ : ΣpK ˆ Λ`q Ñ BpHq (4.2.28)

where for ∆K P ΣpKq and ∆Λ` P ΣpΛ`q, we have

EΦp∆K ˆ ∆Λ`q :“
ÿ

λP∆Λ`

IλΦrEλp∆Kqs. (4.2.29)

Expanding everything out (including the channels IλΦ), we obtain the expression

EΦp∆K ˆ ∆Λ`q “
ÿ

λP∆Λ`

dλ

ż

kP∆K

dµpkqΠλ,k
Φ , (4.2.30)

Furthermore, the marginal of EΦ obtained by integrating over K simplifies to the projective
measurement

EΦpK ˆ ∆Λ`q “
ÿ

λP∆Λ`

Π̃λ
Φ, (4.2.31)

where Π̃λ
Φ is projection operator onto the isotypic subspace Hλ b MH

λ ,

Π̃λ
Φ “ IλΦp1Hλ

q “ pιλΦqpιλΦq
˚. (4.2.32)

Alternatively, if one instead considers the POVM from Example 4.2.5 of the form Fλ :
Σpik˚q Ñ BpHλq, summing over λ P Λ` yields the POVM

FΦ : Σpik˚q Ñ BpHq, (4.2.33)

which is defined for all ∆ P Σpik˚q by

FΦp∆q :“
ÿ

λP∆Λ`

IλΦrFλp∆qs. (4.2.34)

In other words, for all measurable functions g : ik˚ Ñ R and ρ P SpHq, FΦ has the form
ż

ωPik˚
gpωqTrpdFΦpωqρq “

ÿ

λPΛ`

dλ

ż

kPK

gpΩλpk ¨ ψλqqTrpΠλ,k
Φ ρq dµ. (4.2.35)

4.3 Deformed strong duality

The purpose of this section is develop a variety of variations of the strong duality result from
Section 3.3.4 which will be useful in Section 4.4.1.
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4.3.1 The inversion trick

Before proceeding, recall from Section 3.3.4, specifically Corollary 3.3.21, that the large n
asymptotics of the probability TrpPbnψ ΓΦbnq, where ΓΦbn is the projection operator onto the
subspace of invariant-vectors in Hbn, is directly related to whether or not the moment map
ΩΦpψq of ψ vanishes. Specifically, if ΩΦpψq ‰ 0, then the probability TrpPbnψ ΓΦbnq decays
at an exponential rate with increasing n, and thus one expects the event associated to ΓΦbn

rarely occurs for large n, if ever. Otherwise, if ΩΦpψq “ 0, then the probability TrpPbnψ ΓΦbnq

does not decay at an exponential rate; in fact, by Theorem 3.3.16 one expects that the event
associated to ΓΦbn occasionally occurs (in the sense of Section 3.3.2).

If one is instead interested in the precise value of the moment map, ΩΦpψq P ik˚, a natural
question arises: does there exist a method, analogous to Corollary 3.3.21, for testing whether
or not the moment map equals a specific value, say ω “ ΩΦpψq? The answer to this question,
at least for certain values of x P ik˚, is fortunately yes.

Roughly speaking, the way to generalize Corollary 3.3.21 is to first find or construct a
known quantum state, ψ1 P PW , belonging to a different Hilbert space W along with a
different representation Φ1 : G Ñ GLpWq of G such that the moment map of ψ1 with respect
to the representation Φ1 is equal to the negation of ω, i.e.,

ΩΦ1pψ
1
q “ ´ω. (4.3.1)

Since moment maps are additive across tensor products (Lemma 3.2.39), we can conclude
that the moment map of the unknown state ψ equals ω if and only if the moment map for
the tensor product of ψ and ψ1 vanishes,

ΩΦpψq “ ω ðñ ΩΦbΦ1pψ b ψ1q “ ΩΦpψq ` ΩΦ1pψ
1
q “ 0. (4.3.2)

Consequently, it becomes possible to apply Corollary 3.3.21 to the tensor product represen-
tation and obtain an asymptotic test for whether or not ΩΦpψq “ ω. These observations
bring us to the following extension of Theorem 3.3.20, which we refer to henceforth as the
inversion trick.

Proposition 4.3.1. Let Φ : G Ñ GLpVq and Φ1 : G Ñ GLpV 1q be representations of a
complex reductive group G. Furthermore, let v1 P V 1 be a non-zero vector such that

ΩΦ1prv1sq “ ´ω P ik˚. (4.3.3)

Let En
ω be defined by

En
ω :“ TrV 1bn

´

ΓpΦbΦ1qbnP
bn
rv1s

¯

. (4.3.4)

where ΓpΦbΦ1qbn is the projection operator onto the subspace of vectors in pVbV 1qbn invariant
under the action of G. Then for all ψ P PH,

ΩΦpψq “ ω ùñ lim sup
nÑ8

TrpPbnψ En
ωq

1
n “ 1,

ΩΦpψq ‰ ω ùñ lim sup
nÑ8

TrpPbnψ En
ωq

1
n ă 1.

(4.3.5)
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Proof. Let v P V and v1 P V 1 be unit vectors such that rvs “ ψ P PV and rv1s “ ψ1 P PH. An
application of Theorem 3.3.20 to Φ b Φ1 : G Ñ GLpV b Wq yields

lim sup
nÑ8

∥∥ΓpΦbΦ1qbnpvbn b v1bnq
∥∥ 1
n “ capΦbΦ1pv b v1q “ inf

gPG
∥Φpgqv∥ ∥Φ1pgqv1∥ , (4.3.6)

and therefore, because v and v1 are assumed unit vectors,

lim sup
nÑ8

TrpPbnψ En
ν q

1
n “ cap2

ΦbΦ1pv b v1q. (4.3.7)

By the Kempf-Ness theorem Theorem 3.2.31, the capacity capΦbΦ1pvb v1q is maximized and
equal to one if and only if ΩΦbΦ1pψ b ψ1q “ 0 or equivalently,

ΩΦpψq “ ´ΩΦ1pψ
1
q “ ν, (4.3.8)

which proves the claim.

4.3.2 Deforming moment maps

The purpose this section is to introduce a more sophisticated variation of the inversion trick
from Section 4.3.1, which we call the deformation trick. The deformation trick has both
a geometric part, which modifies the moment map by an affine translation, a coadjoint
evolution, and a rescaling by a positive integer, and an invariant part relating invariant
subspaces of one representation to the fixed subspaces of another. This trick is also sometimes
called the shifting trick [Bri87; MN84].

In any case, in order to apply these tricks, it will be useful to have a source of reference
vectors whose moment maps are well understood.

Lemma 4.3.2. Let Φ : G Ñ GLpVq be a representation of a complex reductive group G with
Lie algebra g “ kC and let vλ P V be a weight vector for Φ with weight λ P ik˚3. Then the
moment map evaluated on the ray rvλs P PV generated by vλ can be identified with the weight
λ,

ΩΦprvλsq “ λ. (4.3.9)

Proof. Recall the root-space decomposition of a complex semisimple Lie algebra g “ kC takes
the form of an orthogonal, direct-sum decomposition,

g “ h ‘
à

αPR

gα. (4.3.10)

where R is the root system of roots and gα is the root space with root α P h˚ and h “ g0 “ tC
is the Cartan subalgebra. If vλ P Vˆ is a weight vector with respect to ϕ : g Ñ glpVq of
weight λ P h˚, then ϕpHqvλ “ λpHqvλ for all H P h. Therefore, ΩprvλsqpHq “ λpHq for all
H P h which covers all H P it Ă h. Now consider ΩprvλsqpXq for X R h, where

ΩprvλsqpXq “
xvλ, ϕpXqvλy

xvλ, vλy
. (4.3.11)

3Viewed as an element of the subspace it˚ Ă ik˚ in the sense of Remark 2.4.50.
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If X P gα is a root vector with non-zero root α P R, then ϕpXqvλ is either zero or a weight
vector with weight λ ` α because for all H P h,

ϕpHqϕpXqvλ “ ϕprH,Xsqvλ ` ϕpXqϕpHqvλ “ pαpHq ` λpHqqϕpXqvλ. (4.3.12)

If ϕpXqvλ is zero, then ΩprvλsqpXq is obviously zero. If ϕpXqvλ is non-zero , then it is a
weight vector of weight α ` λ yet ΩprvλsqpXq is also zero because weight spaces of distinct
weights are orthogonal to each other and ϕpXqvλ P Vα`λ, while vλ P Vλ. In summary, the
moment map Ωprvλsq P pikq˚ satisfies ΩprvλsqpHq “ λpHq for H P it and ΩprvλsqpXq “ 0
for X orthogonal to it. Therefore, Ωprvλsq can be identified with the weight λ P it Ď ik as
claimed above.

Unfortunately, while Lemma 4.3.2 provides reference vectors v which have known moment
maps, it does not exhaust all of the possible elements of ik˚ that one might wish to find a
reference vector for in the context of the Proposition 4.3.1. This is because there are only a
finite number of weights in any given finite dimensional representation, and thus the set of all
weights of a representation does not exhaust all of the possible elements in ik˚. Fortunately,
using the various symmetries of moment maps, i.e. Lemma 3.2.39 and Lemma 3.2.35, it
becomes possible to relate every point ν P ik˚ which is a rational multiple of some element
in the coadjoint orbit of a dominant analytically integral element to the moment map of a
fixed vector in a natural way.

Definition 4.3.3. Let g “ k ‘ ik be the Lie algebra of a complex reductive group G “ KC
with fixed maximal abelian subalgebra h “ t ‘ it. Further suppose that a base for the root
system R Ď it˚ Ď ik˚ of g relative to h is chosen and let it˚` Ď it˚ be the positive Weyl
chamber. Also let Λ Ď it˚ be the set of analytically integral elements (with respect to the
torus T Ď K) and let Λ` “ Λ X it˚` be the set of dominant, analytically integral elements.
It is a well-known result that the coadjoint orbit of a given ω P ik˚ intersects it˚` uniquely.
Let ω` P it˚` be this unique intersection point and let h P K be such that

ω “ Ad˚phqpω`q “ h ¨ ω`. (4.3.13)

An element ω P ik˚ is said to have a rational coadjoint orbit if there exists a positive integer
ℓ P N, a group element h P K, and a dominant, analytically integral element λ P Λ` such
that

ℓω “ Ad˚phqpλq “ h ¨ λ. (4.3.14)

If ω P ik˚ has a rational coadjoint orbit, the value of λ which satisfies the above equation is
uniquely determined by taking ℓ to be a small as possible (in which case λ “ pℓωq`).

The main reason for considering ω P ik˚ with rational coadjoint orbits is the following
result which generalizes the key ingredient of the deformation trick.

Lemma 4.3.4. Let everything be as in Definition 4.3.3. Let ω P ik˚ have a rational coad-
joint orbit such that ℓω “ Ad˚phqpλq holds for some positive integer ℓ P N, h P K and
dominant, analytically integral element λ P Λ` Ă ik˚. Let Φλ : G Ñ GLpVλq be the irre-
ducible representation of G “ KC with highest weight λ and let vλ P Vλ be a highest weight
vector.
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Furthermore, let Φ : G Ñ GLpVq be a representation on V and let v P V be a vector.
Then the moment map of rvs P PV equals

ΩΦprvsq “ ω “ ℓ´1Ad˚phqpλq, (4.3.15)

if and only if the moment map of vbℓ b Φ˚λphqv˚λ with respect to the representation Φbℓ b Φ˚λ
vanishes, i.e.,

ΩΦbℓbΦ˚λ
prvbℓ b Φ˚λphqv˚λsq “ 0. (4.3.16)

Proof. Since vλ is a weight vector of weight λ with repsect to Φλ, its dual v˚λ :“ xvλ, ¨y P V˚λ
is a weight vector with respect to the dual representation Φ˚λ with weight ´λ. Then, using
Lemma 3.2.39 and Lemma 4.3.2, the moment map of the representation

Φbℓ b Φ˚λ : G Ñ GLpVbℓ b V˚λq (4.3.17)

is related to the moment map of Φ : G Ñ GLpVq via

ΩΦbℓbΦ˚λ
prvℓ b v˚λsq “ ℓΩΦprvsq ` ΩΦ˚λ

prv˚λsq “ ℓΩΦprvsq ´ λ. (4.3.18)

Furthermore, by Lemma 3.2.35, we have

1

ℓ
ΩΦbℓbΦ˚λ

prvbℓ b Φ˚λphqv˚λsq “ ΩΦprvsq ´ ℓ´1Ad˚phqλ “ ΩΦprvsq ´ ω, (4.3.19)

which proves the claim.

Remark 4.3.5. At this stage it is worth clarifying that if vλ P Vλ is a highest weight vector
of the highest weight representation Φ : G Ñ GLpVλq, then v˚λ :“ xvλ, ¨y P V˚λ is a weight
vector of the dual representation Φ˚λ : G Ñ GLpV˚λq, albeit with opposite weight ´λ, as

Φ˚λpgqv˚λ “ Φ˚λpgq pxvλ, ¨yq “ xvλ,Φλpg´1q¨y “ xΦλpg´1q˚vλ, ¨y P V˚λ . (4.3.20)

Moreover, v˚λ is not the highest weight vector in V˚λ , but instead the lowest weight vector
in V˚λ . To obtain the highest weight of the dual representation, one needs to define an
involution on the weights by sending λ to λ˚ :“ ´w0pλq where w0 is the unique longest
element in the Weyl group. Then λ˚ will be the highest weight in the dual representation,
V˚λ , and therefore representation Vλ˚ with highest weight λ˚ (dual to λ) is isomorphic to the
dual representation, such that Vλ˚ – V˚λ . Both of these options have been used to define a
deformation of the moment map, e.g, by λ˚ in [Bür+19] and by ´λ in [FW20].

4.3.3 Rotating & scaling extremal weight vectors

The aim of this section will be to describe how the action of the complexification G “ KC
of a compact connected Lie group K on a highest weight vector vλ P Hλ can always be
decomposed into a rotation of vλ through its K-orbit and then a scaling of norm by a scalar
factor which depends on the weight λ.
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Theorem 4.3.6. Let K be a compact, connected Lie group with G “ KC its complexification
and T Ď K be a fixed maximal torus with Lie algebra t. Let Φλ : G Ñ GLpHλq be an
irreducible representation of G with highest weight λ : it Ñ R and let vλ P Hλ be a highest
weight vector. Then there exists maps α` : G Ñ it and κ` : G Ñ K such that the action of
G on vλ satisfies

Φλpgqvλ “ eλpα`pgqqΦλpκ`pgqqvλ. (4.3.21)

In other words, g acts on K-orbits of highest weight vectors by scaling by the factor eλpα`pgqq P

R, since
∥Φλpgqvλ∥ “ eλpα`pgqq ∥vλ∥ . (4.3.22)

Proof. The proof relies on the Iwasawa decomposition of G previously covered in Proposi-
tion 2.4.60. Let B be a fixed Borel subgroup containing the maximal torus T , and let the
unique Iwasawa decomposition of g P G be g “ kg ¨ag ¨ng. Since ag P A “ exppitq is uniquely
determined by g, let α` : G Ñ a be the map satisfying exppα`pgqq “ ag. Additionally, let
κ` : G Ñ K be the map satisfying κ`pgq “ kg. Now, by the definition of the highest weight
vector vλ, the action of positive root vector X P gν with positive root ν satisfies ϕλpXqvλ “ 0.
Therefore, the nilpotent subgroup N “ rB,Bs with Lie algebra n generated by all positive
roots, satisfies for all n P N ,

Φλpnqvλ “ vλ. (4.3.23)

Furthermore, as α`pgq P a “ it Ď t ‘ it “ h, and ag “ exppαpgqq, the highest weight vector
vλ is an eigenvector of Φλpagq with eigenvalue eλpα`pgqq P R, i.e.

Φλpagqvλ “ Φλpexppα`pgqqqvλ “ eϕλpα`pgqqvλ “ eλpα`pgqqvλ. (4.3.24)

Therefore,
Φλpgqvλ “ ΦλpkgqΦλpagqΦλpngqvλ “ eλpα`pgqqΦλpκ`pgqqvλ. (4.3.25)

Corollary 4.3.7. Let everything be defined as in Theorem 4.3.6. Then there exists maps
α´ : G Ñ it and κ´ : G Ñ K such that

Φ˚λpgqv˚λ “ eλpα´pgqqΦ˚λpκ´pgqqv˚λ, (4.3.26)

and therefore
∥Φ˚λpgqv˚λ∥ “ eλpα´pgqq ∥v˚λ∥ . (4.3.27)

Proof. The proof proceeds in exactly the same way to the proof of Theorem 4.3.6. The
only difference is to take the Iwasawa decomposition of g P G with respect to the so-called
opposite Borel subgroup B´ Ă G with maximal unipotent subgroup N´ with Lie algebra
generated by all negative roots. The reason for this difference lies with the fact that v˚λ is a
lowest weight vector for the dual representation (see Remark 4.3.5).

While the scalar factor above depends on the highest weight λ P it˚, it can be extended
to a function which is well-defined for all elements ω P ik˚.
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Definition 4.3.8. Let G “ KC be a complex reductive group with maximal compact sub-
group K with fixed Borel subgroup B and maximal torus T “ B X K with Lie algebra t
and let it˚` be the closure of the fundamental Weyl chamber it˚` Ď t˚. The coadjoint orbit
of ω P ik˚, denoted by K ¨ ω “ Ad˚pKqpωq Ď ik˚, intersects it˚` at a unique point ω` P it˚`.
Let h P K be such that ω “ Ad˚phqpω`q. Furthermore, let α´ : G Ñ it be the map from
Corollary 4.3.7. Then define the function,

χω : G Ñ p0,8q, (4.3.28)

for all g P G by
χωpgq :“ eω`pα´pghqq. (4.3.29)

Remark 4.3.9. Note that the function χω : G Ñ p0,8q has been explicitly defined such
that if ω P ik˚ has a rational coadjoint orbit, meaning there exists an ℓ P N and dominant,
analytically integral element λ such that ω “ ℓ´1Ad˚phqpλq (and thus ℓω` “ λ), then χωpgq

can be expressed as

χωpgq “ ∥Φ˚λpghqv˚λ∥
1
ℓ “ eℓ

´1λpα´pghqq, (4.3.30)

where Φλ : G Ñ GLpHλq is an irreducible representation with highest weight λ with highest
weight vector unit vector vλ (∥vλ∥ “ 1).

4.3.4 Deformed capacity

In Section 4.3.2, we saw how to transform the moment map of one representation to the
moment map of another representation. In this section, we consider happens to the capacity
of a vector with respect to the same transformation of representations.

Definition 4.3.10. Let Φ : G Ñ GLpHq be a representation of G and let v P H. Let ω P ik˚

be arbitrary. Define the ω-capacity of v as

capωΦpvq :“ inf
gPG

χωpgq ∥Φpgqv∥ . (4.3.31)

Alternatively, we say capωΦpvq is the capacity of v deformed by ω.

Proposition 4.3.11. The ω-capacity of a vector v as defined by Definition 4.3.10 satisfies

capωΦpvq “ ∥v∥ ðñ ΩΦprvsq “ ω. (4.3.32)

If ω has a rational coadjoint orbit, i.e. ℓω “ Ad˚phqpλq, then by Remark 4.3.9, we have

capωΦpvq “ capΦbℓbΦ˚λ
pvbℓ b Φ˚λphqv˚λq

1
ℓ ,

“ capΦbℓbΦ˚λ
ppΦph´1qvq

bℓ
b v˚λq

1
ℓ .

(4.3.33)

Proof. The claim follows from Lemma 4.3.4, the density of rational coadjoint orbits in ik˚

(Definition 4.3.3) and the continuity of the moment map.
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Proposition 4.3.12. Let Φ : G Ñ GLpHq be a representation of G “ KC on H. Let λ P Λ`
be a dominant, analytically integral weight, let n P N be a positive integer and let h P K.
Define ω “ n´1Ad˚phqpλq. Then for all v P H,∥∥Πλ

ΦbnpΦph´1qvq
bn

∥∥ 1
n ď capωΦpvq, (4.3.34)

where Πλ
Φbn is the projection operator onto the subspace of highest weight vectors in Hbn.

Proof. The proof relies on the same technique from Lemma 3.3.19 along with Corollary 4.3.7.
For all g P G,∥∥Πλ

ΦbnpΦph´1qvq
bn

∥∥ “
∥∥Πλ

ΦbnΦppghq
´1

q
bnΦpgq

bnvbn
∥∥ , (4.3.35)

“ eλpα´pghqq
∥∥Πλ

ΦbnΦpκ´pgq
´1

qΦpgq
bnvbn

∥∥ , (4.3.36)

“ eλpα´pghqq
∥∥Φpκ´pgqqΠλ

ΦbnΦpκ´pgq
´1

qΦpgq
bnvbn

∥∥ , (4.3.37)

ď eλpα´pghqq
∥∥Φpgq

bnvbn
∥∥ , (4.3.38)

“

´

en
´1λpα´pghqq ∥Φpgqv∥

¯n

. (4.3.39)

Since χωpgq “ en
´1λpα´pghqq when ω “ n´1Ad˚phqpλq, it has been proven that∥∥Πλ

ΦbnpΦph´1qvq
bn

∥∥ 1
n “ pχωpgq ∥Φpgqv∥q

n . (4.3.40)

Optimizing over all g P G yields the result.

The lower bound associated to Proposition 4.3.12, proven next, is slightly harder to state
as it relies on replacing the λ appearing in Proposition 4.3.12 with a dominant weight that
grows proportionally with increasing n. For this we require the following definition.

Definition 4.3.13. Let ω P ik˚ have rational coadjoint orbit, meaning there exists a dom-
inant, analytically integral element λ P Λ` P ik˚, an element h P K, and a positive integer
ℓ P N (which may be assumed as small as possible) such that

ℓω “ Ad˚phqpλq, (4.3.41)

and ω` :“ λ{ℓ P k˚ is dominant. Given a representation Φ : G Ñ GLpHq of G “ KC and

a positive integer n P N, define Π
nω`,h
Φbn to be the projection operator onto the subspace of

highest weight vectors in Hbn with weight nω` “ nλ{ℓ, albeit rotated by h P K:

Π
nω`,h
Φbn

:“ ΦbnphqΠ
nω`
ΦbnΦbnph´1q. (4.3.42)

Note that if nω` is not analytically integral for some value of n, then Π
nω`
Φbn “ 0 and thus

Π
nω`,h
Φbn “ 0.

Theorem 4.3.14. Let everything be defined as in Definition 4.3.13. Then for all vectors
v P V,

lim sup
nÑ8

∥∥∥Π
nω`,h
Φbn vbn

∥∥∥ 1
n

“ capωΦpvq. (4.3.43)
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Proof. The proof relies on the original strong duality result Theorem 3.3.20 from Sec-
tion 3.3.4. From Theorem 3.3.20 we get

capΦbℓbΦ˚λ
pvbℓ b Φ˚λphqv˚λq “ lim sup

kÑ8

∥∥∥ΓpΦbℓbΦ˚λqbkppΦph´1qvq
bℓ

b v˚λq
bk
∥∥∥ 1
k
, (4.3.44)

where ΓpΦbℓbΦ˚λqbk is the projection operator onto the subspace of G-invariant vectors in

pHbℓbV˚λqbk. By Proposition 4.3.11, we can relate the ω-capacity of v to the capacity above
to obtain

capωΦpvq “ lim sup
kÑ8

∥∥∥ΓpΦbℓbΦ˚λqbkppΦph´1qvq
bℓ

b v˚λq
bk
∥∥∥ 1
kℓ
, (4.3.45)

Since vλ is a weight-vector of highest weight λ in Vλ, vbkλ is a vector of highest weight kλ
in Vkλ Ď Vbkλ and thus Schur’s lemma implies∥∥∥ΓpΦbℓbΦ˚λqbkppΦph´1qvq

bℓ
b v˚λq

bk
∥∥∥ “

1
a

dimpVkλq

∥∥Πkλ
ΦbkℓpΦph´1qvq

bkℓ
∥∥ . (4.3.46)

Let n “ kℓ be such that kλ “ kℓω` “ nω`. Then, taking the appropriate limit as n Ñ 8

yields the result because dimpVkλq only grows polynomially with increasing k and thus does
not affect the value of the limit.

Consider the asymptotics of the sequence of probabilities,
∥∥Πλ

ΦbnpΦph´1qvqbn
∥∥2

, in the
statement of Theorem 3.3.20 (where v is assumed a unit vector). From the statement of The-
orem 3.3.20, we observe that this sequence of probabilities decays to zero at an exponential
rate with increasing n given by Ivpµq :“ ´ log capµΦpvq2. Moreover, by Proposition 4.3.11, this
rate vanishes if and only if ΩΦprvsq “ µ. In Section 4.4.1, we see how to bundle together the
projection operators ΦphqbnΠλ

ΦbnΦph´1qbn in Theorem 3.3.20 to obtain a positive operator
valued measure which concentrates around ΩΦprvsq for each unit vector v P H.

4.3.5 Strong duality & purifications

An alternative formulation of Theorem 3.3.20 is concerned with density operators ρ P SpHq

rather than vectors v P H, and follows from recalling that every density operator admits of
a purification living in a dilated vector space.

Corollary 4.3.15. Let Φ : G Ñ GLpHq be a representation of a complex reductive group G.
Then for all density operators ρ P SpHq,

inf
gPG

TrpρΦpg˚gqq “ lim sup
nÑ8

TrpρbnΓΦbnq
1
n , (4.3.47)

where ΓΦbn is the projective operator onto the subspace of Φbn-invariant vectors in Hbn.

Proof. The proof follows from an application of Theorem 3.3.20 to a purification of the state
ρ P SpHq alongside a lifted representation of G on the purifying space. Let Z – H be a
vector space isomorphic to H and let v P HbZ be a purification of ρ, i.e., a non-zero vector
v such that for all operators L P EndpHq

TrHpρLq “
xv, pL b 1Zqvy

xv, vy
“ TrHbZrpL b 1ZqPrvss. (4.3.48)
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Similarly, let Φ1 : G Ñ GLpH b Zq be the representation of G on V b Z defined by

Φ1pgq :“ Φpgq b 1Z . (4.3.49)

Then the capacity of the purifying vector v P H b Z with respect Φ1 is

cap2
Φ1pvq “ inf

gPG
∥Φ1pgqv∥2 , (4.3.50)

“ inf
gPG

xΦ1pgqv,Φ1pgqvy , (4.3.51)

“ inf
gPG

xv,Φ1pg˚gqvy , (4.3.52)

“ ∥v∥2 inf
gPG

TrpρΦpg˚gqq. (4.3.53)

Moreover, if ΓΦbn P EndpHbnq projects onto the subspace of G-invariant vectors with respect
to Φ, then ΓΦbn b 1

bn
Z P EndppH b Zqbnq projects onto the subspace of G-invariant vectors

with respect to Φ1. Finally, as pΓΦbnq2 “ ΓΦbn is projective,

∥v∥2 TrpρbnΓΦbnq “ xvbn, pΓΦbn b 1
bn
Z qvbny “

∥∥pΓΦbn b 1
bn
Z qvbn

∥∥2
. (4.3.54)

An application of Theorem 3.3.20 then implies the claimed result.

In precisely the same way Corollary 4.3.15 is a corollary from Theorem 3.3.20, the fol-
lowing result is a corollary of Theorem 4.3.14.

Corollary 4.3.16. Let Φ : G Ñ GLpHq be a representation of G on H and suppose ω P ik˚

has a rational coadjoint orbit. Then for all ρ P SpHq,

inf
gPG

χ2
ωpgqTrpΦpg˚gqρq “ lim sup

nÑ8
TrpΠ

nω`,h
Φbn ρbnq

1
n , (4.3.55)

where χω : G Ñ p0,8q is given by Definition 4.3.8, and Π
nω`,h
Φbn is defined as in Defini-

tion 4.3.13.

4.4 Estimation schemes

In Section 4.4.1, we demonstrate how to estimate the moment map of a state ψ P PH with
respect to a given representation of a complex reductive group acting on H. Afterwards,
Section 4.4.2 covers a more general framework of property estimation schemes.

4.4.1 Estimating moment maps

In this section, we will study the asymptotics of the measurement described by the POVM
FΦbn defined by Eq. (4.2.34) when the representation Φbn : G Ñ GLpHbnq is the nth tensor
power representation of G on Hbn. As the highest weights of the representation Φbn scale
proportionally with respect to n, it becomes more useful to define a regularized variant of
the POVM FΦbn by RΦ

n p∆q “ FΦbnpn∆q.
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Definition 4.4.1. Let Φ : G Ñ GLpHq be a representation of G “ KC and let n P N be a
positive integer. The moment map estimation scheme of order n is the POVM

RΦ
n : Σpik˚q Ñ BpHbn

q, (4.4.1)

defined implicitly for all measurable functions g : ik˚ Ñ R and states σn P SpHbnq by

ż

ωPik˚
gpωqTrpdRΦ

n pωqσnq “
ÿ

λPΛ`

dλ

ż

kPK

g
`

n´1Ad˚pkqpλq
˘

TrpΠλ,k
Φbnσnq dµpkq. (4.4.2)

Whenever the POVM RΦ
n defined above is applied to n copies of a state ψ P PH, the

measurement outcomes in ik˚ are distributed according to the probability measure, ξψn :
Σpik˚q Ñ r0, 1s, defined by

ξψn p∆q “ TrpRΦ
n p∆qPbnψ q. (4.4.3)

The following result, [BCV21, Prop 3.24], proves that as n tends to infinity, the measurement
outcomes, ω P ik˚, are concentrated around the value of the moment map for ψ, ΩΦpψq P ik˚.

Theorem 4.4.2. For each n P N let ξψn : Σpik˚q Ñ r0, 1s be the probability measure in
Eq. (4.4.3). Then the sequence pξψn qnPN converges weakly to the Dirac measure δΩΦpψq :
Σpik˚q Ñ r0, 1s concentrated on ΩΦpψq P ik˚. Moreover, let Iψ : ik˚ Ñ r0,8s be the function
defined for all ω P ik˚ by

Iψpωq :“ ´ log capωΦpψq
2, (4.4.4)

where capωΦpvq is the ω-capacity of v (Definition 4.3.10). Then the sequence of probability
measures pξψn qnPN satisfies the large deviation principle upper bound with rate function Iψ. In
fact, for all ∆ P Σpik˚q,

lim sup
nÑ8

1

n
log ξψn p∆q ď ´ inf

ωP∆
Iψpωq. (4.4.5)

Proof. From Proposition 4.3.12, we have, when ω “ n´1Ad˚pkqpλq, the inequality

TrpΦpkq
bnΠλ

ΦbnΦpk´1qbnPbnψ q
2

“
∥∥Πλ

ΦbnpΦpk´1qvq
bn

∥∥2
ď capωΦpψq

2n. (4.4.6)

Furthermore, the dimension dλ “ dimpHλq of any irreducible representation appearing in
Hbn is at most the number of partitions of n into d “ dimpHq parts, we have the upper
bound dλ ď pn ` 1qdpd´1q{2. Therefore, since the Haar measure µ on K is normalized,

TrpRΦ
n p∆qPbnψ q ď pn ` 1q

dpd´1q{2 sup
ωP∆

capωΦpψq
2n. (4.4.7)

Taking the appropriate limit yields Eq. (4.4.5).
Moreover, note that Iψpωq vanishes if and only if capωΦpvq “ 1 if and only if ΩΦpψq “ ω

(Proposition 4.3.11). Therefore, Lemma 2.1.25 implies ξψn converges weakly to the Dirac
measure concentrated at the value of ΩΦpψq.

Remark 4.4.3. The authors of Ref. [FW20] claim, without explicit proof, that in addition to
the large deviation upper bound provided by Theorem 4.4.2, that the sequence of probability
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measures pξψn qnPN satisfies the large deviation principle lower bound with rate function Iψ :
ik˚ Ñ r0,8s, i.e., for all open subsets O P Σpik˚q,

lim inf
nÑ8

1

n
log ξψn pOq ě ´ inf

ωPO
Iψpωq. (4.4.8)

In light of Theorem 4.3.14, such a result seems plausible. In Ref. [BCV21] however, the
authors identify a number of additional assumptions which are sufficient to prove Eq. (4.4.8).
For instance, if Iψ : ik˚ Ñ r0,8s happens to be a continuous function on its domain, defined
as

dompIψq “ tω P ik˚ | Iψpωq ă 8u, (4.4.9)

then the proof technique from [BCV21] yields the lower bound of Eq. (4.4.8). The authors
of Ref. [BCV21] additionally conjecture that this continuity condition for Iψ indeed holds
for all such rate functions, as it holds for all considered examples.

Example 4.4.4. Here we return to the example from Section 4.1 for estimating the prob-
ability distribution q “ pq1, . . . , qdq associated to the decomposition of a unit vector v P Cd

into the standard orthonormal basis, i.e., qi “ ∥Piv∥2 as in Eq. (4.1.7). In this context,
we have K “ Up1qd, G “ Cd

ˆ and ik “ it “ Rd, and the representation Φ : Cd
ˆ Ñ GLpdq

defined by coordinate-wise multiplication as pΦpg1, . . . , gdqvqk “ gkvk. Then the function
α´ : Cd

ˆ Ñ Rd from Corollary 4.3.7 satisfies

α´pg1, . . . , gkq “ plog |g1| , . . . , log |gd|q, (4.4.10)

such that for any ω P pRdq˚, whose dual we identify with a p “ pp1, . . . , pdq P Rd, the
ω-capacity of v satisfies

capωΦpvq
2

“ inf
gPCdˆ

e´2ωplog|g1|,...,log|gd|q
d

ÿ

j“1

|gjvj|
2 , (4.4.11)

“ inf
xPRdě0

e´2ωpx1,...,xdq
d

ÿ

j“1

e2xj |vj|
2 , (4.4.12)

“ inf
xPRdě0

e´2xp,xy
d

ÿ

j“1

e2xjq. (4.4.13)

Comparing this expression with Eq. (4.1.22), we recover Iqppq “ ´ log capωΦpvq2 as the relative
entropy between p and q as expected.

Example 4.4.5. Here we consider the example of the quantum state estimation theorem
due to Keyl [Key06, Thm. 3.2] (see also [BCV21, Ex. 3.17], and [FW20, Thm. 5.7]).
Let K “ Updq be the group of unitary d ˆ d matrices such that ik “ iupdq is the set of
all d ˆ d Hermitian matrices. Then G “ KC “ GLpd,Cq is the group of invertible d ˆ d
complex matrices. An element ω “ iupdq˚ then corresponds to a real-valued linear map on
d ˆ d Hermitian matrices, which can be freely identified with a (not necessarily positive or
normalized) Hermitian operator ρ P iupdq such that for all A P iupdq,

ωpAq “ TrpρAq P R. (4.4.14)
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The coadjoint action of a unitary U P Updq on ω P iupdq˚ then corresponds to conjugation
of ρ:

Ad˚pUqpρqpAq “ ωpU´1AUq “ TrpUρU´1Aq. (4.4.15)

Furthermore, the maximal abelian subalgebra it – Rd is identified with the set of diagonal dˆ

d matrices with real entries, and the positive Weyl chamber those matrices with sorted entries
along the diagonal. Therefore, if ω is identified with Trpρ¨q as above, then ω` (satisfying
ω “ Ad˚pUqpω`q) is identified by

ω`pAq “ TrpdiagpsqAq (4.4.16)

where s “ specpρq is the vector of sorted eigenvalues of ρ.
Now consider the representation Φ : Updq Ñ Updd1q of Updq defined by

ΦpUq “ U b 1d1 . (4.4.17)

where d1 ě d. Then the moment map of a ray ψ P PpCdbCd1q then satisfies for all A P iupdq,

ΩΦpψqpAq “ Trd,d1pPψpA b 1dqq “ TrdpσAq. (4.4.18)

where σ P SpCdq is the d-dimensional reduced density matrix σ “ Trd1pPψq. Meanwhile the
ω-capacity of the ray ψ satisfies

capωΦpψq
2

“ inf
MPGLpd,Cq

e2ω`pα´pMUqqTrpMσM˚
q, (4.4.19)

“ inf
MPGLpd,Cq

e2xs,α´pMqyTrpMpU´1σUqM˚
q. (4.4.20)

The details of this optimization have been worked out in [FW20] and [BCV21] to obtain the
rate function defined by Eq. (4.4.4) of the form

Iψpωq “

d
ÿ

j“1

sj log sj ´ psj ´ sj´1q log lpmjpU
´1σUq, (4.4.21)

where lpmj is the jth leading principal minor, whenever the spectra s P Rd of ρ is normalized
and positive (so that ρ is a density operator), and otherwise Iψpωq “ 8. Furthermore, as
ΩΦpψqpAq “ TrpσAq and ωpAq “ TrpρAq, we have

Iψpωq “ 0 ðñ σ “ ρ. (4.4.22)

In Chapter 6, specifically Corollary 6.5.11, we rediscover this rate function and refer to it as
the Keyl divergence and use the notation Kpρ∥σq in place of Iψpωq.

Remark 4.4.6. As a special case, one can consider applying the moment map estimation
scheme from Definition 4.4.1 to n copies of the uniform state,

σn “

ˆ

1H

d

˙bn

. (4.4.23)
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where d “ dimpHq. As 1H is K-invariant, Φpk´1q1HΦpkq “ 1H, the resulting probability
measure over ik˚ is constant along coadjoint orbits. Integrating over k P K then yields a
discrete measure ν Ñ ΣpΛ`q Ñ r0, 1s over highest weights where λ P Λ` has the probability

νptλuq “
dλTrpΠλ

Φbnq

dn
“

dimpHλq dimpMHbn
λ q

dimpHqn
. (4.4.24)

Therefore, the large deviations results of Theorem 4.4.2 and Remark 4.4.3 recover, as special
cases, the result of Ceg la, Lewis, and Raggio [CLR88] on representations of K “ SUp2q or
more generally the result of Duffield [Duf90].

4.4.2 General definition

Definition 4.4.7. Let pX,ΣpXqq be a standard Borel space and pSpHq,ΣpSpHqqq the stan-
dard Borel space of density operators on a finite-dimensional complex Hilbert space H. A
measurable function f : SpHq Ñ X is called a property and elements x P X are called
property values.

Example 4.4.8. For example, a Boolean-valued property, p : S Ñ tT, F u, of quantum
states is just a proposition about quantum states.

Given some property f : SpHq Ñ X of quantum states, the purpose of an f -estimation
scheme is to produce, for each state ρ, an estimate for the value of fpρq. Following the
framework of Keyl [Key06], an estimation scheme will be modeled by a sequence of quan-
tum measurements indexed by a positive integer n which indicates the number of copies of
the underlying state ρ on which the measurement is performed. Formally, for each n, the
associated measurement is described by a positive operator-valued measure (POVM) of the
form

En : ΣpXq Ñ BpHbn
q. (4.4.25)

Specifically, En is σ-additive set function from the Borel σ-algebra ΣpXq for X to the space
of bounded operators on Hbn (denoted BpHbn)) such that EnpHq “ 0, EnpXq “ 1

bn
H , and

for all ∆ P ΣpXq we have Enp∆q ě 0.
For a given positive integer n, measurement En : ΣpXq Ñ BpHbnq and state ρ P S, the

probability for obtaining a measurement outcome x in the region ∆ P ΣpXq after performing
the measurement En on ρbn is expressed as

ξρnp∆q :“ ξnp∆|ρq :“ TrpEnp∆qρbnq. (4.4.26)

In order for the outcome of such a measurement to serve as an estimate for the property value
of fpρq, at the very least, one should demand that the associated sequence of probability
measures pξρnqnPN, becomes increasingly concentrated around the true property value fpρq P

X as n Ñ 8. By concentration around the value fpρq P X, we consider the Dirac measure
δfpρq : ΣpXq Ñ r0, 1s, localized at fpρq P X, defined by

δfpρqp∆q “

#

1 x P ∆,

0 x R ∆.
(4.4.27)
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By convergence in this instance, we demand that for all bounded and continuous functions,
g : X Ñ R, the expected value of g, taken with respect to the state-dependent measure ξρn
convergences to the value of gpfpρqq:

lim
nÑ8

ż

X

gξρn “ gpfpρqq. (4.4.28)

In other words, we demand that the sequence pξρnqnPN of probability measures on X converges
weakly (see Section 2.1 for a definition of weak convergence) to the aforementioned Dirac
measure, δfpρq on X.

Example 4.4.9. For the sake of concreteness, consider briefly the task of estimating the
spectrum of a qutrit quantum state, ρ P SpC3q. In this case, the property under consideration
is the function which maps a qutrit density operator ρ to its three non-negative eigenvalues,
specpρq “ pλ1, λ2, λ3q, which may be assumed sorted and summing to one. The space of all
possible property values is therefore the set X “ ΣÓ3 where

ΣÓ3 :“ tpλ1, λ2, λ3q P R3
| λ1 ě λ2 ě λ3 ě 0, λ1 ` λ2 ` λ3 “ 1u. (4.4.29)

Using the spectral estimation scheme proposed by Keyl and Werner [KW01], to be considered
in detail in Section 4.4.4, one can perform a collective measurement on n copies of the
state ρ and extract an estimate pλ11, λ

1
2, λ

1
3q P ΣÓ3 for the spectrum of ρ with probability

measure ξρnppλ11, λ
1
2, λ

1
3qq. As the number n of copies of ρ increases, the probability measure

for estimates should converges to the Dirac measure concentrated at the true spectrum of ρ,
as illustrated by Fig. 4.1.

An alternative way to formalize this condition without making reference to functions on
X is to require, for every ϵ ą 0, that the probability of obtaining an estimate, x P X, which
is a distance of ϵ (or greater) from the true value, fpρq P X, tends to zero as n Ñ 8. Stated
more formally, if

Bϵpfpρqq :“ tx P X | dpx, fpρqq ă ϵu (4.4.30)

is the open ball of radius ϵ around fpρq, then one should demand

lim
nÑ8

ξρnpXzBϵpfpρqqq “ 0. (4.4.31)

In other words, for any distance ϵ ą 0 the probability that the obtained estimate x is within
a distance of ϵ of the true value fpρq can be made arbitrarily close to unity by taking n
sufficiently large.

Remark 4.4.10. The two conditions expressed by Eq. (4.4.28) and Eq. (4.4.31) are actually
equivalent. This equivalence follows from an application of the Portmanteau theorem (see
Theorem 2.1.11) together with the fact that the complement, XzBϵpfpρqq, of the open ball
Bϵpfpρqq is both closed and excludes fpρq and furthermore, every closed subset C Ď X which
excludes fpρq is a subset of the complement XzBϵpfpρqq for some sufficiently small ϵ ą 0.

This brings us to our formal definition of an f -estimation scheme.
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(a) n “ 50 (b) n “ 500

Figure 4.1: A visualization of the probability measure, ξρnppλ1, λ2, λ3q|ρq, of estimates for
the spectrum of a qutrit quantum state, ρ, with spectrum specpρq “ p0.6, 0.3, 0.1q when the
spectral estimation scheme proposed by Keyl and Werner’s [KW01] is applied to n copies of
ρ. The domain in the figures corresponds the set of all possible sorted spectra pλ1, λ2, λ3q

of a qutrit (Eq. (4.4.29)) and has extremal vertices given by u1 “ p1, 0, 0q (pure state),
u2 “ p1{2, 1{2, 0q and u3 “ p1{3, 1{3, 1{3q (maximally mixed). This figure is a reproduction
of [KW01, Fig. 1], but for different values of n.

Definition 4.4.11. Let pEn : ΣpXq Ñ BpHbnqqnPN be a sequence of POVMs and let f :
SpHq Ñ X be a property of quantum states. If, for every state, ρ P SpHq, and for every
bounded, continuous function g : X Ñ R, we have

lim
nÑ8

ż

xPX

gpxqTrrdEnpxqρbns “ gpfpρqq, (4.4.32)

then the sequence, pEnqnPN, of POVMs is said to be an f-estimation scheme .

Remark 4.4.12. While our proposed definition for an f -estimation scheme is directly in-
spired by the definition of a property estimation scheme from Keyl’s paper [Key06] on quan-
tum state estimation, our usage of the terminology is slightly different. Strictly speaking,
in [Key06], any sequence of POVMs of the form pEn : ΣpXq Ñ BpHbnqqnPN is called an
estimation scheme, and those sequences of POVMs which satisfy Eq. (4.4.32) are said to be
consistent with f .

Definition 4.4.13. An f -estimation scheme pEn : ΣpXq Ñ BpHbnqqnPN is said to be

(i) discrete if, for each n, there exists a countably infinite subset Dn Ď X such that

@∆ P ΣpXq : Enp∆q “
ÿ

xPDnX∆
Enptxuq, (4.4.33)

(ii) finite if it is discrete and moreover the set Dn has finite cardinality,

@n P N : |Dn| ă 8, (4.4.34)
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(iii) projective if for each n, En is a projective-valued measure, i.e.

@∆1,∆2 P ΣpXq : Enp∆1qEnp∆2q “ Enp∆1 X ∆2q. (4.4.35)

In addition to the measure-theoretic structure of estimation schemes, they also tend to
exhibit certain symmetries. In particular, for each integer n P N, the tensor-permutation
representation, Tn : Sn Ñ GLpHbnq, of the symmetric group acting on the n-fold tensor
product Hbn (defined in Example 2.4.2) induces group actions of Sn on BpHbnq and thus on
estimation schemes themselves. Similarly, if Φ : G Ñ GLpHq is a representation of a group
G on H, then one can consider the tensor-power representation of G on Hbn and its induced
action on estimation schemes.

Definition 4.4.14. Let Φ : G Ñ GLpHq be a group representation of G on H and, for each
n P N, let Tn : Sn Ñ GLpHbnq be the tensor-permutation representation of Sn on Hbn. An
f -estimation scheme pEn : ΣpXq Ñ BpHbnqqnPN is said to be

(i) G-covariant if there exists a continuous map α : G ˆ X Ñ X :: pg, xq ÞÑ αgpxq such
that for all g P G, ∆ P ΣpXq and n P N,

ΦbnpgqEnp∆qpΦbnpgqq
˚

“ Enpαgp∆qq, (4.4.36)

where αgp∆q “ tαgpxq P X | x P ∆u,

(ii) G-invariant if it is G-covariant and where the map α satisfies αgpxq “ x for all g P G
and x P X,

(iii) Sn-invariant if for all n P N, σ P Sn and ∆ P ΣpXq,

TnpσqEnp∆qT ˚n pσq “ Enp∆q. (4.4.37)

4.4.3 Derived estimation schemes

In Section 4.4.4, we will see that almost all examples of estimation schemes are derived from
manipulating another estimation scheme.

Our first result concerning the compositionality of estimation schemes is concerned with
the case of transforming an f -estimation scheme into an f 1-estimation scheme when the
property f 1 : SpHq Ñ X 1 is a function of the property f : SpHq Ñ X. In other words, if
there exists a transition function g : X Ñ X 1 such that f 1 “ g ˝ f , then the f -estimation
scheme pEnqnPN which, for each state ρ P S, produces an estimate for the value of fpρq,
should be capable of producing an estimate for the value of f 1pρq “ gpfpρqq. Of course, in
order to ensure the appropriate convergence, if suffices to assume that g is continuous.

Lemma 4.4.15. Let f : SpHq Ñ X be a property and let pEn : ΣpXq Ñ BpHbnqqnPN be
an f -estimation scheme. If g : X Ñ X 1 is a continuous, measurable function, then the
pushforward estimation scheme of En by g, denoted by

pg˚En : ΣpX 1
q Ñ BpHbn

qqnPN (4.4.38)

and defined for all ∆1 P ΣpX 1q and n P N by

pg˚Enqp∆1
q “ Enpg´1p∆1

qq, (4.4.39)

is a pg ˝ fq-estimation scheme.
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Proof. The proof follows directly from Lemma 2.1.12.

One might wonder what can be said about the case where the transition function g :
X Ñ X 1 happens to be discontinuous. A common instance of such a discontinuous function4

is the indicator function inR : X Ñ tF, T u which determines whether x P X belongs to the
subset R Ď X:

inRpxq :“

#

T x P R,

F x R R.
(4.4.40)

The composition, inR ˝ f , then corresponds to the proposition that evaluates whether or not
the property value fpρq lies in R Ď X. A natural question arises, given an f -estimation
scheme pEnqnPN, how can one construct an pinR ˝ fq-estimation scheme? One might think
that if the region R itself is already a Borel set, i.e. R P ΣpXq, then the two-outcome POVM
defined by tEnpRq, EnpXzRqu, taken for all n, would serve as an pinR ˝fq-estimation scheme.
Unfortunately, as the next example demonstrates, this is not always the case.

Example 4.4.16. Let H – C2 be the Hilbert space associated to a qubit, let Pψ “ |ψy xψ|

be a rank one projection operator, let P␣ψ “ 1 ´ Pψ, and let f : SpC2q Ñ r0, 1s be the
property which corresponds to the probability of obtaining the outcome Pψ when applying
the projective measurement tPψ, P␣ψu, i.e., fpρq “ TrpρPψq. An estimation scheme, En :
Σpr0, 1sq Ñ BppC2qbnq, for p “ TrpρPψq emerges from projectively measuring tPψ, P␣ψu a
total of n P N times and recording the number k P t0, . . . , nu of instances of the first outcome.
More formally, for any Borel subset ∆ P Σpr0, 1sq and integer n P N, let

Enp∆q “
ÿ

0ďkďn
k{nP∆

Ppkq (4.4.41)

where k P t0, 1, . . . , ku and Ppkq P EndppC2qbnq is the projection operator

Ppkq “
1

n!

ˆ

n

k

˙

ÿ

ΦPSn

TΦpPbkψ b P
bpn´kq
␣ψ qTΦ´1 . (4.4.42)

It is not too difficult to see that this forms as estimation scheme for p “ fpρq “ TrpρPψq in
the sense that for all states ρ,

TrpρPψq “ lim
nÑ8

ż 1

0

pTrpdEnppqρbnq. (4.4.43)

Now consider the coarse-grained property,

f 1 :“ int 1
2
u ˝ f : SpC2

q Ñ tF, T u, (4.4.44)

which decides whether or not TrpρPψq “ 1
2
. Using the f -estimation scheme pEnqnPN defined

above, one can consider a corresponding coarse-grained POVM

E 1n : ΣptT, F uq Ñ BppC2
q
bn

q (4.4.45)

4Assuming that the topology on X is such that inR is not already continuous.
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defined according to

E 1nptT uq “ Enpt
1

2
uq “

#

Ppn2 q n is even,

0 n is odd.
(4.4.46)

Here it is not too difficult to see that even if the state σ satisfies TrpσPψq “ 1
2

and thus
f 1pσq “ T , we observe

lim sup
nÑ8

TrrE 1nptF uqσbns “ 1, (4.4.47)

because it is impossible to produce an estimate for TrpσPψq of 1
2

after an odd number of
trials and therefore E 1n is not an f 1-estimation scheme.

Despite the apparent obstacle presented by Example 4.4.16 for elegantly constructing
inR˝f -estimation schemes from f -estimation schemes, the following result proves it is always
possible using an alternative method.

Lemma 4.4.17. Let pEnqnPN be an f -estimation scheme for the property f : SpHq Ñ X
and let R P ΣpXq be closed. Then there exists an pinR ˝ fq-estimation scheme, denoted by
pER

n qnPN, of the form

ER
n ptT uq “ Enp∆nq, and ER

n ptF uq “ EnpXz∆nq, (4.4.48)

where p∆n P ΣpXqqnPN is a sequence of closed, nested subsets converging to R in the sense
that

Ş

nPN ∆n “ R.

Proof. The proof is analogous to the proof of Lemma 2.1.18 and will not be repeated here.
In the end, for n P N, the subset ∆n is the closure of BqpnqpRq where, for ϵ ą 0,

BϵpRq – tx P X | Dr P R, dpx, rq ă ϵu, (4.4.49)

and where qpnq is a non-increasing sequence with limit limnÑ8 qpnq “ 0.

The following result is similar to Lemma 4.4.15 in that it constructs a new estimation
scheme from an old estimation scheme, but dissimilar in that it modifies the state space,
SpHq, of the function f : SpHq Ñ X instead of the property space, X.

Proposition 4.4.18. Let f : SpHq Ñ X be a property and let pEn : ΣpXq Ñ BpHbnqqnPN
be an f -estimation scheme. Let C : BpH1q Ñ BpHq be a completely positive, trace preserving
map with Kraus decomposition

Cpρq “
ÿ

k
CkρC

˚
k (4.4.50)

where tCk : H1 Ñ Huk are linear transformations satisfying
ř

kC
˚
kCk “ 1H1. Then the

sequence of POVMs pE 1n : ΣpXq Ñ BppH1qbnqqnPN defined for ∆ P ΣpXq by

E 1np∆q “
ÿ

k1,...,kn
pCk1 b ¨ ¨ ¨ b Cknq

˚Enp∆qpCk1 b ¨ ¨ ¨ b Cknq (4.4.51)

is a pf ˝ Cq-estimation scheme where f ˝ C : SpH1q Ñ X.
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The intuition behind Proposition 4.4.18 is simply that if one can estimate the value of
fpσq P X where the state σ is the result of sending the state ρ through the channel C
such that σ “ Cpρq, then one is implicitly estimating the value of pf ˝ Cqpρq. Our primary
application of Proposition 4.4.18 will be to the estimation of marginal or local properties of
a composite quantum state, i.e., where the channel C is simply a partial trace operation.

Example 4.4.19. Suppose the Hilbert space H is the tensor product of two Hilbert spaces,
i.e. H – A b B, and suppose one is interested in a property g : SpA b Bq Ñ X which is
local to subsystem A, meaning

gpρABq “ fpTrBpρABqq, (4.4.52)

for some property f : SpAq Ñ X. For instance, f could be the expectation value of a local
observable where

gpρABq “ TrABppOA b 1BqρABq “ TrApOAρAq “ fpρAq. (4.4.53)

Any f -estimation scheme pEA
n : ΣpXq Ñ BpHbn

A qqnPN can be lifted to a g-estimation scheme
pEAB

n : ΣpXq Ñ BppHA b HBqbnqqnPN by defining, for each n P N,

EAB
n p∆q :“ EA

n p∆q b 1
bn
B . (4.4.54)

In addition to Lemma 4.4.15, there is another way to reuse estimation schemes by ex-
ploiting the fact that TrpEkp∆qρbkq can be viewed as a polynomial in ρ of degree k or as a
linear function in ρbk.

Proposition 4.4.20. Let k P N be a positive integer, let f : SpHbkq Ñ X be a property and
let pEn : ΣpXq Ñ BppHbkqbnqqnPN be an f -estimation scheme. If g : SpHq Ñ SpHbkq is
the mapping sending ρ P SpHq to ρbk P SpHq, then the sequence of POVMs pE 1n : ΣpXq Ñ

BpHbnqqnPN defined for ∆ P ΣpXq by

E 1np∆q “ Etn
k

up∆q b 1
bpn mod kq
H , (4.4.55)

is a pf ˝ gq-estimation scheme.

The intended use case for Proposition 4.4.20 is for the estimation of properties which can
be seen as polynomial functions in the coefficients of the underlying states, otherwise known
as multi-copy observables [Ver+23].

Example 4.4.21. Consider, for instance, the purity ppρq “ TrHpρ2q of a density operator
ρ P H. It is well-known that the purity can be equivalently expressed as

ppρq “ TrHpρ2q “ TrHb2pXswappρ b ρqq, (4.4.56)

where Xswap “ T2pp12qq P Hb2 is the unitary and Hermitian operator which permutes the
two tensor factors of Hb2. Now consider the property f : SpHb2q Ñ r´1,`1s, defined for
σ P SpHb2q as the expectation value

fpσq “ TrpXswapσq. (4.4.57)
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Given any scheme for estimating the expectation value of fpσq of some unknown state σ P

SpHb2q, one could then estimate the purity ppρq of ρ using the correspondence fpρb2q “ ppρq.
Proposition 4.4.20 provides such a recipe for performing purity estimation by setting k “ 2
and viewing n copies of the state ρ as tn

2
u copies of the state ρb2 (with potentially one copy

of ρ leftover) to be used to extract an estimate of fpρb2q.

Next consider the scenario where one has access to two estimation schemes, pE1
nqnPN for

the property f1 : SpHq Ñ X1 and pE2
nqnPN for the property f2 : SpHq Ñ X2. How does one

estimate the composite property, pf1, f2q : SpHq Ñ X1 ˆX2? If the two estimation schemes
commute, then we obtain the following result.

Lemma 4.4.22 (Commuting Estimation Schemes). If pE1
nqnPN is an f1-estimation scheme

and pE2
nqnPN is an f2-estimation scheme, and for each n, E1

n and E2
n are commuting, i.e.

@∆1 P ΣpX1q,∆2 P ΣpX2q

rE1
np∆1q, E

2
np∆2qs “ 0, (4.4.58)

then pEn : ΣpX1 ˆ X2q Ñ BpHbnqqnPN, defined on ∆1 ˆ ∆2 P ΣpX1 ˆ X2q as

Enp∆1 ˆ ∆2q :“ E1
np∆1qE

2
np∆2q “ E2

np∆2qE
1
np∆1q

is an pf1, f2q-estimation scheme.

Proof. The proof makes use of the upper bounds

Enp∆1 ˆ ∆2q ď Enp∆1 ˆ X2q “ E1
np∆1q, and (4.4.59)

Enp∆1 ˆ ∆2q ď EnpX1 ˆ ∆2q “ E2
np∆2q. (4.4.60)

Therefore, for all ρ,

TrpEnp∆1 ˆ ∆2qρ
bn

q ď min
iPt1,2u

TrpEi
np∆iqρ

bn
q. (4.4.61)

Consequently, if C1 ˆ C2 P ΣpX1 ˆX2q is closed and excludes the composite property value
pf1, f2qpρq P X1 ˆ X2, and thus either f1pρq R C1 or f2pρq R C2 (or both), then at least one
of the upper bounds provided above will tend to zero as n Ñ 8 which means

lim sup
nÑ8

TrpEnpC1 ˆ C2qρ
bn

q “ 0. (4.4.62)

On the other hand, if C1 ˆ C2 P ΣpX1 ˆ X2q is closed and contains the composite property
value pf1, f2qpρq P X1 ˆ X2, then we expect for each i P t1, 2u,

lim sup
nÑ8

TrpEi
npCiqρ

bn
q “ 1, (4.4.63)

As E1
n and E2

n commute and are positive-operator-valued, we have a kind of non-projective
and commutative union bound [Gao15],

EnpC1 ˆ C2q “ E1
npC1qE2

npC2q,

“
a

E2
npC2qE

1
npC1q

a

E2
npC2q,

“ E2
npC2q ´

a

E2
npC2qE

1
npX1zC1q

a

E2
npC2q,

“ E2
npC2q ´

a

E1
npX1zC1qE

2
npC2q

a

E1
npX1zC1q.

ě E2
npC2q ´ E1

npX1zC1q.

(4.4.64)
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By Eq. (4.4.63), lim infnÑ8 TrpE1
npX1zC1qq “ 0, and therefore

lim sup
nÑ8

TrpEnpC1 ˆ C2qρbnq

ě lim sup
nÑ8

`

TrpE2
npC2qρ

bn
q ´ TrpE1

npX1zC1qρ
bn

q
˘

“ lim sup
nÑ8

TrpE2
npC2qρ

bn
q ´ lim inf

nÑ8
TrpE1

npX1zC1qρbnq

“ 1 ´ 0 “ 1.

(4.4.65)

Together, Eq. (4.4.62) and Eq. (4.4.65) imply (via condition (iii) of Theorem 2.1.11) that
pEn : ΣpX1 ˆX2q Ñ BpHbnqqnPN as defined above is an estimation scheme for the composite
property pf1, f2q.

Now suppose the two estimation schemes, pE1
nqnPN for f1 : SpHq Ñ X1 and pE2

nqnPN for
f2 : SpHq Ñ X2, are not commuting. How, then, does one estimate the product property,
f1, f2 : SpHq Ñ X1 ˆX2? Perhaps the simplest option is to partition the n independent and
identically prepared copies of ρ into two disjoint blocks and use the first block to estimate
the value of f1pρq and the second block to estimate the value of f2pρq.

Lemma 4.4.23 (Non-Commuting). For each n P N, let bn “ tn
2
u and b1n “ n´bn. If pE1

nqnPN
is an f1-estimation scheme and pE2

nqnPN is an f2-estimation scheme, then

Enp∆1 ˆ ∆2q :“ E1
bnp∆1q b E2

b1n
p∆2q

is an pf1, f2q-estimation scheme.

Proof. As the two estimation schemes have been made to act on disjoint blocks of Hbn, the
two estimation schemes effectively commute with each other,

rE1
bnp∆1q b 1

bb1n
H ,1bbnH b E2

b1n
p∆2qs “ 0. (4.4.66)

Therefore, the proof can be seen as a special case of Lemma 4.4.22. The essential difference
however is to notice that (i) as n Ñ 8, the two block sizes, bn “ tn

2
u and b1n “ n ´ bn, tend

to infinity, and moreover, (ii) every integer is contained in the sequences pbnqnPN and pb1nqnPN.
This secondary observation is needed to ensure that all of the limits still hold.

4.4.4 Example estimation schemes

In this section we endeavour to list a wide variety of estimation schemes for various properties
of quantum states. While many of the following examples are examples of moment map
estimation schemes from Section 4.4.1, some of them are not of this form.

Example 4.4.24. Consider a d-dimensional Hilbert space, H – Cd, and let X P EndpHq be
a Hermitian operator, X˚ “ X. Now consider the property, xXy : SpCdq Ñ R, assigning to
each state its X-expectation value,

ρ ÞÑ xXyρ “ TrpρXq. (4.4.67)

114



Let the spectral decomposition of X be

X “

d
ÿ

j“1

xjPj. (4.4.68)

Now for each n P N, imagine performing the projective measurement, tPju
d
j“1, n times and

letting pλ1, . . . , λdq P Nd record the number of outcomes of each type. Then the collective
POVM, EX

n : ΣpRq Ñ BpHbnq, defined by

EX
n p∆q “

ÿ

pλ1,...,λdq
1
n

ř

jxjλjP∆

1

λ1! ¨ ¨ ¨λd!

ÿ

πPSn

Tnpπq

´

Pbλ11 b ¨ ¨ ¨ b Pbλdd

¯

Tnpπ´1q, (4.4.69)

is an xXy-estimation scheme.

Example 4.4.25. Our next example is the spectral estimation scheme due to Keyl and
Werner [KW01]. Let spec : SpCdq Ñ ∆Ó

d be the function sending each d-dimensional density
operator, ρ, to its sorted spectrum of non-negative eigenvalues summing to one. Note that
the irreducible finite-dimensional representations of SUpdq are indexed by lists of d non-
negative integers, pλ1, . . . , λdq P Nd, which are non-increasing, λ1 ě ¨ ¨ ¨ ě λd. Furthermore,
the irreducible subrepresentations of the representation U P SUpdq to Ubn acting on pCdqbn

are indexed by those λ whose entries total n, i.e., λ1 ` . . . ` λd “ n. For each n P N, let
Espec
n : Σp∆Ó

dq Ñ BppCdqbnq be the POVM defined for all B P Σp∆Ó

dq by

Espec
n pBq “

ÿ

λPYnd
λ
n
PB

TrpΠ̃λ
Hbnρ

bn
q, (4.4.70)

where Π̃λ
Hbn is the projection operator onto the isotypic indexed by λ appearing in pCdqbn.

The sequence pEspec
n qnPN is a spectral estimation scheme (see Fig. 4.1). In fact, this spectral

estimation scheme can be derived from the state estimation scheme from Example 4.4.4
by pushing forward through the spectrum map spec : SpCdq Ñ ∆Ó

d defined above. The
corresponding rate function, Iρ : ∆Ó

d Ñ r0,8s, for a fixed ρ P SpCdq, is for all spectra s P ∆Ó

d

equal to the relative entropy between s and the spectrum of ρ [KW01; Key06].

Example 4.4.26. Arguably the simplest example of an estimation scheme is the following
estimation scheme when corresponds to the binary property,

isψ : SpHq Ñ tF, T u, (4.4.71)

which decides whether the state ρ P SpHq is equal to a particular fixed, pure quantum state
Pψ P SpHq associated to the ray ψ P PH, i.e.,

isψpρq “

#

T ρ “ Pψ,

F ρ ‰ Pψ.
(4.4.72)

One method for determining the value of isψpρq is to first perform the binary projective
measurement tPψ, PψKu (where PψK :“ 1H ´ Pψ) independently on n P N identical copies of

115



the ρ, and then afterwards post-select on whether or not all of the outcomes obtained were
Pψ. The resulting pisψq-estimation scheme, denoted by

Eψ
n : ΣptF, T uq Ñ BpHbn

q, (4.4.73)

has the form [Hol11]

Eψ
n ptT uq “ Pbnψ ,

Eψ
n ptF uq “ 1

bn
H ´ Pbnψ .

(4.4.74)

For each state ρ, we have

TrpEψ
n ptT uqρbnq “ TrpPψρq

n
“ expp´nIρpT qq, (4.4.75)

and therefore the above pisψq-estimation scheme satisfies the large deviation principle with
rate function given by

IρpT q “ ´ log TrpPψρq,

IρpF q “

#

8 ρ ‰ Pψ,

0 ρ “ Pψ.

(4.4.76)
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Chapter 5

Realizability problems

5.1 Realizability

The purpose of this section is to formally define the notion of a realizability problem for a
property (or collection of properties) of a class of quantum states. Recall that a property
of quantum states is considered to be a (measurable) function, f : S Ñ X, mapping each
quantum state, ρ P S, to their corresponding property value x “ fpρq P X. The problem of
determining or characterizing which values the function f can take when evaluated over the
set of all quantum states in S is called the realizability problem for f .

Definition 5.1.1. Given a measurable function f : S Ñ X with pS,ΣpSqq and pX,ΣpXqq

standard Borel spaces, define

(i) the inverse image of f as f´1 : ΣpXq Ñ ΣpSq for ∆ P ΣpXq by

f´1p∆q “ tρ P S | fpρq P ∆u, (5.1.1)

(ii) and the direct image of f , by an abuse of notation, as f : ΣpSq Ñ ΣpXq for S P ΣpSq

by
fpSq “ tx P X | f´1pxq X S ‰ Hu. (5.1.2)

The direct image, f , and inverse image, f´1, of f form an adjoint pair in the sense that
for all S P ΣpSq and ∆ P ΣpXq,

fpSq Ď ∆ ðñ S Ď f´1p∆q. (5.1.3)

Definition 5.1.2. Given a function f : S Ñ X , the inverse image evaluated at a singleton
txu P ΣpXq,

f´1ptxuq “ tρ P S | fpρq “ xu Ď S, (5.1.4)

is called the fiber over x.

Remark 5.1.3. Whenever the function f under consideration has codomain belonging to
the set of real numbers, X Ď R, the fiber over x P R may also be referred to as the level-set
at x.
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Definition 5.1.4. Given a property f : S Ñ X and an element x P X, the following
conditions are equivalent:

(i) there exists a ρ P S such that fpρq “ x,

(ii) the fiber over x is non-empty, i.e. f´1ptxuq ‰ H,

(iii) x is an element of the direct image fpSq of S.

If any, and thus all, of the above conditions are satisfied, the element x is said to be realiz-
able . Otherwise, x is said to be unrealizable . The subset fpSq Ď X of realizable elements
will be referred to as the realizable region of f . The realizability problem for f is to
decide, given x P X , whether x is realizable or unrealizable.

Remark 5.1.5. Since the fibers of any function are necessarily disjoint,

x ‰ y ùñ f´1ptxuq X f´1ptyuq “ H, (5.1.5)

the collection of non-empty fibers forms a partition of S indexed by elements of the realizable
region, denoted

S{f :“ tf´1ptxuq | x P fpSqu. (5.1.6)

Altogether, we have the following commutative diagram of maps

S X

S{f fpSq

f

mf

»

Ď (5.1.7)

where the map mf : S Ñ S{f sends each ρ P S to the unique non-empty fiber it belongs to:

mf pρq “ f´1ptfpρquq. (5.1.8)

Example 5.1.6. Consider S to be set of density operators acting on a two-dimensional
complex Hilbert space H – C2, which may be identified with a point in the Bloch ball, e.g.,
by a point px, y, zq P R3 such that

a

x2 ` y2 ` z2 ď 1 via the well-known bijection

ρ ÞÑ ptrpσXρq, trpσY ρq, trpσZρqq px, y, zq ÞÑ
1

2
pI ` xσX ` yσY ` zσZq, (5.1.9)

where σX , σY and σZ are the usual Pauli-operators. A familiar example of a function of
density operators that one might consider is the σZ-expectation value of ρ, i.e. xσZypρq “

trpσZρq. Evidently, the set of values for trpσZρq that can be realized by density operators
is equal to the closed interval r´1,`1s, while the corresponding fibers over z P r´1,`1s,
as depicted by Fig. 5.1 (b), are closed disks of radius

?
1 ´ z2 in the xy-plane displaced by

a height z. For a second example, consider the function ρ ÞÑ trpρ2q, otherwise known as
the purity of ρ. Evaluated in px, y, zq-coordinates, purity is equal to p1 ` x2 ` y2 ` z2q{2
and thus the realizable region for purity is the closed interval r1{2, 1s. The fibers of purity,
parameterized by p “ trpρ2q, correspond to spheres of radius

?
2p ´ 1 as depicted by Fig. 5.1

(a).
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x y

z

(a) p1 ` rpx, y, zq2q{2 P

r1{2, 1s

x y

z

(b) z P r´1,`1s

x y

z

(c) arccos pz{rpx, y, zqq P

r0, πs

Figure 5.1: Various functions of the coordinates px, y, zq P R3, together with a depiction of
their non-empty fibers in the unit ball. Also note rpx, y, zq “

a

x2 ` y2 ` z2. In subfigure
(c), the origin is treated as its own fiber and must be given its own special label distinct
from those in r0, πs, such as 8.

Before continuing, it will be important to elucidate the subtle, yet ultimately critical,
distinction between between properties and parameters. This claimed distinction is subtle
simply because properties and parameters are often colloquially used to describe aspects
or features of a system and in most settings, can be used interchangeably. Ultimately, in
the setting investigated by this thesis, these two concepts can be seen to be dual to each
other and thus cannot be used interchangeably. If the state or configuration of a system
is described by some element of a space of possible states, S, then a parameterization of
the system is described by a function g : Θ Ñ S where the set Θ (typically taken to be
Rd for some integer d) is called the parameter space and its elements or coordinates called
parameters. By comparison, the notion of a property emerges from considering a function
f : S Ñ X where the set X is called the property space. Any meaningful distinction between
a property and a parameter, of course, disappears when the parameterization g : Θ Ñ S
happens to be invertible, in which case its inverse, g´1 : S Ñ Θ, can be considered a property.
In precisely the same manner, if a property f : S Ñ X happens to be invertible, then its
inverse, f´1 : X Ñ S, can be considered as a parameterization. The focus of this thesis
will be on properties which encode or represent some partial or incomplete information
about the system and thus are, by assumption, not invertible. From this point of view,
properties are considered to be conceptually distinct from parameters on the basis that to
every parameter, θ P Θ, there exists the state gpθq P S, whereas there might exist property
values, x P X, for which there does not exist a state possessing that property. In other
words, unlike parameters, not all property values are realizable, and thus the problem of
determining which property values are realizable becomes a non-trivial problem.

5.1.1 Quantitative realizability

Here we consider a variant of a realizability problem for the property f : S Ñ X which
aims to essentially quantify the proportion of states ρ P S that have the property value
fpρq “ x where x P ∆ belongs to some measurable subset ∆ Ď X. The answer to this
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question, of course, depends on a choice of normalized measure, µ : ΣpSq Ñ r0, 1s, over the
set of states ρ P S, of which there are numerous physically motivated options [Woo90; ZS01].
Throughout this section, we assume S “ SpHq is the set of density operators on a complex
finite-dimensional Hilbert space H equipped with topology induced by the operator norm
on EndpHq and let the σ-algebra over S generated by that topology be denoted by ΣpSq.

Remark 5.1.7. Let f : S Ñ X be a property of quantum states and let µ : ΣpSq Ñ r0, 1s be
a prior probability measure over the set of states S. The pushforward measure of µ through
the property f , is defined for ∆ P ΣpXq by

pf˚µqp∆q “ pµ ˝ f´1qp∆q “ µpf´1p∆qq. (5.1.10)

Example 5.1.8. For example, let H “ Cd and let A P EndpHq be a Hermitian operator
with non-degenerate spectra tλ1, . . . , λdu Ă R, and let the property under consideration
be the A-expectation value, eA : S Ñ R sending ρ P S to eApρq P R. Further suppose
that the prior measure, µ, only has support over the set of pure states, PH, and when µ is
restricted to its support, is equal to the normalized, Updq-invariant Haar measure over PH.
Then the pushforward of µ through the A expectation value map, eA, has density equal to
(Theorem A.3.1 [Zha+22])

dpµ ˝ e´1A qpaq “ pd ´ 1q

d
ÿ

i“1

pa ´ λiq
d´2Hpa ´ λiq

ś

j‰ipλj ´ λiq
da. (5.1.11)

where Hpaq is the Heaviside function.

Remark 5.1.9. It is important to note that the support of the pushforward measure f˚µ :
ΣpXq Ñ r0, 1s is not necessarily equal to the image of the support of µ : ΣpSq Ñ r0, 1s

through f : S Ñ X, i.e., fpsupppµqq ‰ supppf˚µq. For a simple example of this phenomena,
consider the subset P Ă S of pure states and let f : S Ñ tT, F u be the Boolean-valued
property of whether a state is pure:

fpρq “

#

T ρ P P ,
F ρ R P . (5.1.12)

Now consider a measure µ : ΣpSq Ñ r0, 1s for which the pure states are a null-set, i.e.
µpPq “ 0, but nevertheless µ has full-support on S such as the Hilbert-Schmidt measure.
The pushforward measure in this case satisfies

pf˚µqpT q “ µpf´1pT qq “ µpPq “ 0, (5.1.13)

pf˚µqpF q “ µpf´1pF qq “ µpSzPq “ 1, (5.1.14)

and thus its support is equal to supppf˚µq “ tF u. By comparison, since the support of
µ contains both pure and mixed states, we have fpsupppµqq “ tT, F u. Consequently, the
pushforward measure f˚µ does not always faithfully capture the realizable region in general.

While a direct computation of the pushforward measure µ˝f´1 is certainly desirable, for a
generic property f , this can be prohibitively difficult to do (see Remark A.3.3). Fortunately,
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when provided with an f -estimation scheme, pEn : ΣpXq Ñ BpXbnqqnPN, it becomes possible
to approximate µ ˝ f´1. Recall that applying the POVM En to the state ρbn yields a
probability distribution, defined for ∆ P ΣpXq by

ξρnp∆q :“ TrpEnp∆qρbnq. (5.1.15)

When µ represents some prior measure describing the identity of ρ P S, we encounter the
notion of a de Finetti state.

Definition 5.1.10. Let µ : ΣpSq Ñ r0, 1s be a probability measure over S and n P N and
positive integer. The µ-de Finetti state of degree n is

Dµ
n :“

ż

S
µpdρqρbn. (5.1.16)

Proposition 5.1.11. Let f : S Ñ X be a property of quantum states, let pEn : ΣpXq Ñ

BpHbnqqnPN be an f -estimation scheme, and let µ : ΣpSq Ñ r0, 1s be a probability measure
over the set of states S. Then the sequence of probability measures pΞµ

n : ΣpXq Ñ r0, 1sqnPN,
defined for all ∆ P ΣpXq and n P N by

Ξµ
np∆q “

ż

ρPS
µpdρqTrpEnp∆qρbnq “ TrpEnp∆qDµ

nq, (5.1.17)

converges weakly to the pushforward measure of µ through f . In other words, for all bounded
continuous functions g : X Ñ R,

ż

xPX

gpxqTrpdEnpxqDµ
nq “

ż

ρPS
gpfpρqq dµpρq. (5.1.18)

Proof. The proof follows from Lemma 2.1.12 which states that the pushforward operation,
f˚, is continuous with respect to weak topologies and thus respects the notion of weak
convergence.

Remark 5.1.12. If the sequence of measures, pξρn : ΣpXq Ñ r0, 1sqnPN, defined by Eq. (5.1.15)
satisfies the large deviations principle with rate function Iρ : X Ñ r0, 1s, then one might
expect the sequence of measures, pΞρ

n : ΣpXq Ñ r0, 1sqnPN, defined by Proposition 5.1.11, to
satisfy the large deviations principle with rate function I 1 : X Ñ r0, 1s, defined for x P X by

I 1pxq :“ inf
ρPSµ

Iρpxq (5.1.19)

where Sµ “ supppµq is the support of the prior measure µ. Unfortunately, to prove I 1 is
indeed a rate function requires certain continuity assumptions of the function ρ ÞÑ Iρpxq

which may not hold in general. Moreover, to prove that pΞµ
nqnPN satisfies the large deviation

principle requires a more careful analysis of the uniformity with which large deviations
principles for pξρnqnPN hold with respect to ρ. See for example, Finnoff’s integration theorem
of sequences of probability kernels satisfying large deviation principles [Fin02].
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5.1.2 Inclusivity of de Finetti states

Definition 5.1.13. Let µ : ΣpSq Ñ r0, 1s be a probability measure with support supppµq Ď

S and define the function γ : N Ñ Rě0 for each n P N as

γpnq :“ inftc P Rě0 | @σ P supppµq, cDµ
n ě σbnu.

If γ does not increase too quickly, i.e.,

lim
nÑ8

γ
1
n pnq “ 1,

then µ is said to be inclusive and the function γ is terms the inclusivity function .

Definition 5.1.14. Let n P N and let H be a complex d-dimensional Hilbert space. Let
projection operator onto the Sn-symmetric subspace Symn

pHq Ă Hbn be denoted by Σn,

Σn “
1

n!

ÿ

πPSn

Tnpπq. (5.1.20)

The normalized state over the symmetric subspace will be expressed by

Σn “
Σn

TrpΣnq
, (5.1.21)

The uniform symmetric state defined above constitutes the motivating example of an
inclusive probability measure where the prior measure µ is taken to be the Updq-invariant
Fubini-Study or Haar measure on S with support over the pure states, i.e., supppµq “ tρ P

S|rankpρq “ 1u. In this case, the corresponding inclusivity function is given by the dimen-
sion of the nth symmetric subspace, i.e., γpnq “

`

n`d´1
n

˘

where d “ dimpHq. Of course, this
example can also be used to directly prove the inclusivity of the Hilbert-Schmidt measure
with support over the entire set of density operators S where the corresponding inclusivity
measure is γpnq “

`

n`d2´1
n

˘

. Moreover, it is conjectured that essentially all commonly en-
countered probability measures over the space of quantum states, such as those considered
in [ZS01], are inclusive with respect to definition Definition 5.1.13. Perhaps the simplest
examples of inclusive probability measures over quantum states are the discrete probability
measures. For example, consider a discrete probability measure, µ, with binary support
supppµq “ tρ, σu of the form

µ “ λδρ ` p1 ´ λqδσ. (5.1.22)

In this case, the inclusivity function, γpnq “ maxt 1
λ
, 1
1´λ

u, is independent of n.

Theorem 5.1.15. Let H be a d-dimensional complex Hilbert space, let p P N be a positive
integer and let

pXn P BpHbpn
qqnPN (5.1.23)

be a sequence of positive semidefinite operators. Let Σnp be the uniform state on the sym-
metric subspace Symnp

pHq Ď Hbnp. Further assume that the following limit exists for all
ψ P PH,

Cpψq :“ lim sup
nÑ8

TrpXnP
bpn
ψ q

1
n . (5.1.24)
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Then the supremum of Cpψq over all ψ P PH equals

sup
ψPPH

Cpψq “ lim sup
nÑ8

TrpXnΣpnq
1
n (5.1.25)

(5.1.26)

Proof. Since the ray ψbpn is a subspace of Sympn
pHq and Xn is positive semidefinite, we

have

sup
ψPPH

TrpXnP
bpn
ψ q ď TrpXnΣpnq. (5.1.27)

Furthermore, since Sympn
pHq supports an irreducible representation of SUpHq, we have by

Schur’s lemma

TrpXnΣpnq “ dimpSympn
pHqq

ż

ϕPPH
dµpϕqTrpXnP

bpn
ϕ q, (5.1.28)

where µ is the normalized Haar measure for SUpHq. Moreover, since µ is a probability
measure,

ż

ϕPPH
dµpϕqTrpXnP

bpn
ϕ q ď sup

ψPPH
TrpXnP

bpn
ψ q. (5.1.29)

Finally, since dimpSympn
pHqq “

`

pn`d´1
pn

˘

grows at polynomial rate with increasing n,

lim
nÑ8

dimpSympn
pHqq

1
pn “ lim

nÑ8
dimpSympn

pHqq
´ 1
pn “ 1. (5.1.30)

Taking the supremum limit as n Ñ 8 then yields

sup
ψPPH

Cpψq ď lim sup
nÑ8

TrpXnΣpnq
1
n ď sup

ψPPH
Cpψq, (5.1.31)

which proves the claim.

5.1.3 Moment polytopes

Consider a representation Φ : G Ñ GLpHq with moment map ΩΦ : PH Ñ ik˚. For which
values of ω “ ik˚ does there exist a ray ψ P PH such that ΩΦpψq “ ω?

To answer this question, our strategy is to make use of the correspondence, provided
by Proposition 4.3.11, between the ω-capacity of a ray and the moment map of that ray
equaling ω. In this setting, for any given ψ, we have

capωΦpψq “ 1 ðñ ΩΦpψq “ ω, (5.1.32)

which, in turn, implies

sup
ψPPH

capωΦpψq “ 1 ðñ Dψ P PH : ΩΦpψq “ ω. (5.1.33)
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Therefore, the problem of determining which ω belong to the image of the moment map
ΩΦpPHq, is equivalent to the problem of determining the maximum value of capωΦpψq. Fortu-
nately, the deformed strong duality result of Theorem 4.3.14 offers an avenue for computing
capωΦpψq at least when ω P ik˚ has a rational coadjoint orbit (where ω “ Ad˚phqpω`q and ℓω`
is dominant, analytically integral for some ℓ). Given an ω P ik˚ of this form, Theorem 4.3.14
yields,

capωΦpψq “ lim sup
nÑ8

∥∥Qω
ΦbnP

bn
ψ

∥∥ 1
n , (5.1.34)

where we have defined Qω
Φbn as the projection operator onto the subspace of highest weight

vectors for Φbn with weight nω` rotated by h P K, in accordance with Definition 4.3.13,

Qω
Φbn “ ΦbnphqΠ

nω`
ΦbnΦbnph´1q. (5.1.35)

In order to compute the supremum over all ψ P PH we can make use of Theorem 5.1.15 (for
the special case where p “ 1 and Xn “ Qω

Φbn) to obtain the following result.

Proposition 5.1.16. Let ΩΦ : PH Ñ ik˚ be the moment map for a representation Φ : G Ñ

GLpHq, and let ω P ik˚ have a rational coadjoint orbit. Then

lim sup
nÑ8

TrpQω
ΦbnΣnq

1
n “ sup

ψPPH
capωΦpψq, (5.1.36)

where Σn is the uniform state on the Sn-symmetric subspace Symn
pHq Ď Hbn. Therefore,

there exists ψ P PH such that ΩΦpψq “ ω if and only if

lim sup
nÑ8

TrpQω
ΦbnΣnq

1
n “ 1. (5.1.37)

In other words, the asymptotics of the quantity TrpQω
ΦbnΣnq completely determines the

realizability of ω P ik˚ as the moment map of some state ψ P PH. Using the symmetries of
operator Σn, one can simplify the result of Proposition 5.1.16.

Corollary 5.1.17. There exists ψ P PH such that ΩΦpψq “ ω if and only if

lim sup
nÑ8

TrpΠ
nω`
ΦbnΣnq

1
n “ 1, (5.1.38)

where Π
nω`
Φbn is the projection operator onto the subspace of highest weight vectors for Φbn

with weight nω`. In other words, the realizability of a rational ω depends only on where its
coadjoint intersects the fundamental Weyl chamber, ω` P C`.

Proof. Since symmetric subspace supports an irreducible representation of UpHq, Φ re-
stricted to the compact subgroup K is a unitary representation, we have for all k P K,

rΦbnpkq,Σns “ 0, (5.1.39)

and therefore by Eq. (5.1.35) we conclude

TrpQω
ΦbnΣnq “ TrpΦbnphqΠ

nω`
ΦbnΦbnph´1qΣnq “ TrpΠ

nω`
ΦbnΣnq. (5.1.40)

The result then follows from Eq. (5.1.37) from Corollary 5.1.17.
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Note that the statement of Corollary 5.1.17 could have been anticipated in light of the
fact that the moment map is K-equivariant (Lemma 3.2.35). Specifically, the realizability
of ω implies the realizability of Ad˚pkqpωq because

ΩΦpψq “ ω ùñ ΩΦpk ¨ ψq “ Ad˚pkqpωq. (5.1.41)

An even more useful simplification arises from noticing the actions of Sn and Φbn on Hbn

commute with each other. Therefore, rΠ
nω`
Φbn ,Σns “ 0, and therefore, we have

TrpΠ
nω`
Φ_nq “ TrpΣnΠ

nω`
Φbnq, (5.1.42)

where Φ_n is the nth symmetric power representation of G on Symn
pHq from Example 2.4.22

and Π
nω`
Φ_n is the projection operator onto subspace of highest weight vectors with weight nω`

which are also Sn-symmetric (otherwise known as covariants of weight nω` [Wal+13]). From
this observation, one obtains a slightly more surprising result.

Theorem 5.1.18. Let ∆Φ denote the intersection of the image of the moment map with the
positive Weyl chamber it˚`,

∆Φ :“ tω` P it˚` | Dψ : ΩΦpψq “ ω`u. (5.1.43)

Then ∆Φ is a convex polytope, known as the moment polytope for Φ.

Proof. To prove ∆Φ is a convex set, let α`, β` P ∆Φ be rational such that there exists
ψ, ψ1 P PH satisfying

ΩΦpψq “ α`, ΩΦpψ1q “ β`. (5.1.44)

Then for each a, b P N consider the projection operators Π
aα`
Φ_a and Π

bβ`
Φ_b

. From Corol-
lary 5.1.17, Eq. (5.1.44) and Eq. (5.1.30), we conclude

lim sup
aÑ8

TrpΠ
aα`
Φ_aq

1
a “ 1,

lim sup
bÑ8

TrpΠ
bβ`
Φ_b

q
1
b “ 1.

(5.1.45)

More importantly, since Π
aα`
Φ_a and Π

bβ`
Φ_b

are projection operators, their trace must be a non-
negative integer, and therefore, Eq. (5.1.45) implies that there exists arbitrarily large a, b P N
such that TrpΠ

aα`
Φ_aq ě 1 and TrpΠ

bα`
Φ_b

q ě 1. Given a covariant of degree a with weight aα`
and a covariant of degree b with weight bβ`, the symmetrization of their tensor product is
necessarily a non-zero covariant of degree a ` b with weight aα` ` bβ` and therefore, there
exists arbitrarily large a, b P N such that

TrpΠ
aα``bβ`
Φ_pa`bq

q ě 1, (5.1.46)

and similarly, for all n P N,
TrpΠ

naα``nbβ`
Φ_npa`bq

q ě 1. (5.1.47)

Let γ` be the convex combination of α` and β`,

γ` “
aα` ` bβ`
a ` b

. (5.1.48)
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Then Eq. (5.1.47) implies

lim sup
nÑ8

TrpΠ
nγ`
Φbnq

1
n “ 1, (5.1.49)

which means, by Corollary 5.1.17, that γ` “ ΩΦpψ2q is the moment map of some ψ2 P PH
and thus γ` P ∆Φ. To further prove that ∆Φ is a polytope requires a result which states the
algebra of symmetric highest weight vectors, viewed as covariant polynomial functions in H,
is finitely generated [Wal14; Bri87].

Remark 5.1.19. The moment polytope for Φ provides a solution to the realizability problem
for a given moment map. In particular, ω P ik˚ is realizable as the moment map of some
ray ψ P PH if and only if the coadjoint orbit of ω, denoted by Ad˚pKqpωq Ď ik˚, which
intersects the positive Weyl chamber uniquely at ω` P it˚`, is such that ω` lies inside the
moment polytope for Φ:

Dψ P PH : ΩΦpψq “ ω ðñ Ad˚pKqpωq X ∆Φ ‰ H ðñ ω` P ∆Φ. (5.1.50)

5.1.4 Beyond moment polytopes

The purpose of this section is to consider realizability problems which go beyond the re-
alizability problem associated to a single moment map. Our approach is to consider the
generalization of Proposition 5.1.16 to the case where one is interested in characterizing the
image of a moment map ΩΦppq : PpHbpq Ñ ik˚ with respect to a representations of the form
Φppq : G Ñ GLpHbpq.

Theorem 5.1.20. Let p P N be a positive integer and let Φppq : G Ñ GLpHbpq be a repre-
sentation of a complex reductive group G on Hbp. Let ω “ Ad˚phqpω`q P ik˚ have rational
coadjoint orbit and let Qω

Φbn be the projection operator onto the subspace pHbpqbn defined by

Qω
Φbn “ Φbn

ppq phqΠ
nω`

Φbn
ppq

Φbn
ppq ph

´1
q (5.1.51)

and where Π
nω`

Φbn
ppq

is the projection operator onto the highest weight subspace of pHbpqbn with

weight nω`. Then there exists a ray ψ P PH such that

ΩΦppqpψ
bp

q “ ω P ik˚, (5.1.52)

if and only if
lim sup
nÑ8

TrpQω
ΦbnΣpnq

1
n “ 1. (5.1.53)

Proof. From Theorem 4.3.14, we have for all Ψ P PHbp,

capωΦppqpΨq “ lim sup
nÑ8

TrpQω
ΦbnΨbn

q
1
n . (5.1.54)

Which implies for all ψ P PH,

capωΦppqpψ
bp

q “ lim sup
nÑ8

TrpQω
Φbnψ

bp
q

1
n . (5.1.55)
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Now applying Theorem 5.1.15 to the case where Xn “ Qω
Φbn yields

sup
ψPPH

capωΦppqpψ
bp

q “ lim sup
nÑ8

TrpQω
ΦbnΣpnq

1
n . (5.1.56)

But supψPPH capωΦppqpψ
bpq “ 1 if and only if there exists a ψ P PH such that ΩΦppqpψ

bpq “ ω,
which concludes the proof.

Remark 5.1.21. In the special case where p “ 1, Theorem 5.1.20 reduces to Proposi-
tion 5.1.16. Unlike Proposition 5.1.16, however, the Snp-symmetric subspace is not necessar-
ily invariant under the action of Φbn

ppq and therefore we generically have

rΦbn
ppq pkq,Σnps ‰ 0. (5.1.57)

Because of this lack of symmetry, we do not have a generalization of Corollary 5.1.17 for
p ą 1 and therefore no generalization of Theorem 5.1.18.

Our main application of Theorem 5.1.20 is to consider the case where ψ P PH
Corollary 5.1.22. Consider two complex reductive groups, G1 and G2, with representations
acting on the same Hilbert space,

Φ1 : G1 Ñ GLpHq, Φ2 : G2 Ñ GLpHq, (5.1.58)

and assume ω1 P ik˚1 and ω2 P ik˚2 have rational coadjoint orbits. Then there exists a ray
ψ P PH satisfying

ΩΦ1pψq “ ω1, ΩΦ2pψq “ ω2, (5.1.59)

if and only if
lim sup
nÑ8

TrpΣ2npQω1

Φbn1

b Qω2

Φbn2

qq
1
2n “ 1. (5.1.60)

Proof. The proof follows from Theorem 5.1.20 by setting p “ 2, G :“ G1 ˆ G2 and Φp2q “

Φ1 b Φ2, where
pΦ1 b Φ2qpg1, g2q “ Φ1pg1q b Φ2pg2q. (5.1.61)

Then by Lemma 3.2.38, we have

ΩΦ1bΦ2pψb2q “ ΩΦ1pψq ‘ ΩΦ2pψq (5.1.62)

and moreover for any n P N,

Qω1‘ω2

pΦ1bΦ2qbn
“ Qω1

Φbn1

b Qω2

Φbn2

. (5.1.63)

The proof technique from Corollary 5.1.23 trivially generalizes to all p P N.

Corollary 5.1.23. Let rps “ t1, . . . , pu be an index set and for each index j P rps, let
Φj : Gj Ñ GLpHq be a representation of a complex reductive group Gj, let ΩΦj : PH Ñ pikjq

˚

be the moment map for Φj, and let ωj P ik˚j have a rational coadjoint orbit. Then there exists
a ray ψ P PH, simultaneously satisfying

@j P rps : ΩΦjpψq “ ωj, (5.1.64)

if and only if

lim sup
nÑ8

TrpΣnppQ
ω1

Φbn1

b ¨ ¨ ¨ b Q
ωp

Φbnp
qq

1
np “ 1. (5.1.65)
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5.1.5 The biriffle formula

In Section 5.1.4, it was shown that the joint realizability of a given collection of properties
of quantum states is entirely characterized by the asymptotics of quantities of the form

pnpX1, . . . , Xkq :“ TrpΣnkpX1 b X2 b ¨ ¨ ¨ b Xkqq (5.1.66)

where pX1, . . . , Xkq is a k-tuple of positive semidefinite operators in EndpHbnq and Σnk

is the density operator on EndpHbnkq associated to the maximally mixed state over the
symmetric subspace Symnk

pHq Ď Hbnk. The purpose of this section is to describe a strategy
for calculating the quantity appearing in Eq. (5.1.66) by relating the state Σnk to a sum over
the symmetric group Snk, as outlined in Section 5.1.2.

Our primary observation is to note that the density operator Σnk P EndpHbnkq, which
has the form

Σnk “
PSymnkpHq

dimpSymnk
pHqq

, (5.1.67)

is fixed by the action Tnk : Snk Ñ GLpHbnkq of the symmetric group Snk on Hbnk meaning
TnkpπqΣnk “ Σnk “ ΣnkTnkpπq for all π P Snk.

Therefore if one replaces each argument operator Xi P EndpHbnq with the Sn-fixed
operator X̃i :“ PSymnpHqXiPSymnpHq, the value of pnpX1, . . . , Xkq is unchanged. Consequently,
it will henceforth be assumed that each Xi in pnpX1, . . . , Xkq is fixed by Sn and therefore
pnpX1, . . . , Xkq can be expressed as a sum over the double cosets Sˆkn zSnk{Sˆkn where Sˆkn is
viewed as a subset of Snk:

Sˆkn “ Snˆ
k

¨ ¨ ¨ ˆSn Ď Snk. (5.1.68)

While there are numerous injective group homomorphisms from Sˆkn to Snk, corresponding
to the ways of partitioning the indices t1, . . . , nku into k parts of equal size n, for the sake
of concreteness, let the j-th component permutation πj P Sn in pπ1, . . . πkq P Sˆkn permute
the j-th contiguous block of indices, i.e. tpj ´ 1qn ` 1, . . . , jn ` 1u. The double cosets
of Sˆkn zSnk{Sˆkn then correspond to the equivalence classes generated by the equivalence
relation on Snk defined by

π „ π1 ðñ Dσ, σ1 P Sˆkn Ď Snk : π “ σ ˝ π ˝ σ1. (5.1.69)

It can be shown that the double cosets Sˆkn zSnk{Sˆkn are in bijection with the set of k ˆ k
non-negative integer matrices,

ℓ “

¨

˚

˚

˚

˝

ℓ11 ℓ12 ¨ ¨ ¨ ℓ1k
ℓ21 ℓ22 ¨ ¨ ¨ ℓ2k
...

...
. . .

...
ℓk1 ℓk2 ¨ ¨ ¨ ℓkk

˛

‹

‹

‹

‚

, (5.1.70)

whose row- and column- sums are equal to n (see [Jon96, Theorem 2.2] or [Ryb19]) meaning:

@1 ď i, j ď k :
k

ÿ

i1“1

ℓi1j “

k
ÿ

j1“1

ℓij1 “ n. (5.1.71)
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Equivalently, the double cosets Sˆkn zSnk{Sˆkn are isomorphic to the set of directed multigraphs
over k vertices such that the indegree and outdegree of each vertex is n.

Furthermore, for each double coset ℓ P Sˆkn zSnk{Sˆkn , there is a unique representative
permutation belonging to ℓ, which we denote by bℓ P Snk, such that both bℓ and its inverse
b´1ℓ preserve the order of indices within each block of size n, meaning

@j P t1, . . . , ku : pj ´ 1qn ` 1 ď i1 ă i2 ď jn ` 1

ùñ pbℓpi1q ă bℓpi2qq X pb´1ℓ pi1q ă b´1ℓ pi2qq.
(5.1.72)

In other words, both bℓ P Snk and its inverse, b´1ℓ can be considered riffle shuffles of k packs of
n cards. It is for this reason that we will refer to the forthcoming formula for pnpX1, . . . , Xkq

as the biriffle formula.
The cardinality |ℓ| of the double coset ℓ P Sˆkn zSnk{Sˆkn can also be calculated using the

orbit-stabilizer theorem for double cosets:

|ℓ| “

ˇ

ˇSˆkn ˆ Sˆkn
ˇ

ˇ

|pSˆkn ˆ Sˆkn qbℓ |
“

pn!q2k
ś

1ďi,jďk ℓij!
(5.1.73)

Next we apply the identity PSymnkpHq “ 1
pnkq!

ř

πPSnk
Tnkpπq to obtain

pnpX1, . . . , Xkq “
1

pnkq! dimpSymnk
pHqq

ÿ

πPSnk

TrpTnkpπqpX1 b ¨ ¨ ¨ b Xkqq. (5.1.74)

Since X1 b ¨ ¨ ¨ b Xk is fixed by Sˆkn , the value of the summand for π P Snk equals the
value of the summand for π1 P Snk whenever π and π1 belong to the same double coset
ℓ P Sˆkn zSnk{Sˆkn . Altogether, we obtain the following result.

Theorem 5.1.24. Let pnpX1, . . . , Xkq be defined as in Eq. (5.1.66) and assume that Xi P

EndpHbnq is fixed by left and right action of Sn (via Tn : Sn Ñ GLpHbnq) on Xi for all
i P rks. Then the biriffle formula for pnpX1, . . . , Xkq is

pnpX1, . . . , Xkq “
pd ´ 1q!

pnk ` d ´ 1q!

ÿ

ℓPSˆkn zSnk{S
ˆk
n

|ℓ|BℓpX1, . . . , Xkq (5.1.75)

where BℓpX1, . . . , Xkq, called the biriffle coupling, is the scalar defined by

BℓpX1, . . . , Xkq “ TrpTnkpbℓqpX1 b ¨ ¨ ¨ b Xkqq. (5.1.76)

To better understand the nature of the biriffle coupling BℓpX1, . . . , Xkq, note that bℓ,
and in particular Tnkpbℓq, can be interpreted, for entry ℓij in the matrix representation of ℓ
(Eq. (5.1.70)), as a partial contraction of ℓij tensor factors in the codomain of Xi with ℓij of
the tensor factors in the domain of Xj. In other words, BℓpX1, . . . , Xkq can be interpreted as
a kind of trace over X1 b ¨ ¨ ¨ bXk twisted by the coset ℓ. Since each Xi is implicitly assumed
to be fixed by the tensor-permutation action of Sn on EndpHbnq this partial contraction can
be performed over the symmetric subspace SymℓijpHq of Hbℓij .
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To illustrate, consider that for any k-tuple of non-negative integers pq1, . . . , qkq with total
Q “

řk
j“1 qj, we have a GLpHq-equivariant isometry representing the subspace inclusion

relation between symmetric subspaces:

ιq1,...,qk : SymQ
pHq ãÝÑ

âk

j“1
SymqjpHq. (5.1.77)

This isometry and its dual, denoted by ι˚q1,...,qk , can be represented using a diagrammatic
shorthand (in the usual style of string diagrams, e.g. [Sel12; WBC11; Cvi08]).

Q

q1 q2 qk
· · ·

– ιq1,...,qk : SymQ
pHq ãÝÑ

âk

j“1
SymqjpHq (5.1.78)

Q

q1 q2 qk
· · ·

– ι˚q1,...,qm :
âk

j“1
SymqjpHq ↠ SymQ

pHq. (5.1.79)

Next let X̃i denote the operator of the form

X̃i :
âk

j“1
SymℓjipHq Ñ

âk

j1“1
Symℓij1 pHq (5.1.80)

defined by
X̃i “ ι˚ℓi1,...,ℓik ˝ Xi ˝ ιℓ1i,...,ℓki . (5.1.81)

Then the coset coupling BℓpX1, . . . , Xkq can be expressed diagrammatically, for small k as
follows.

If k “ 1, then ℓ “ pnq and thus

BpnqpX1q “ X̃1 n . (5.1.82)

If k “ 2 then ℓ “

¨

˝

a n ´ a
n ´ a a

˛

‚ is parmeterized by the integer a P t0, 1, . . . , nu value

and

B¨

˝

a n ´ a
n ´ a a

˛

‚

pX1, X2q “ X̃1

k

k

a

X̃2

k

k

a

n− a

n− a

. (5.1.83)
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If k “ 3 then,

BℓpX1, X2, X3q “

X̃1

k

k

`11

X̃
2

k

k
`22

X̃
3

kk

`33

`12

`23 `31

`13

`21
`32

. (5.1.84)

In the special case where k “ 2, the biriffle formula for pnpX1, X2q leads to the following
useful inequality on pnpX1, X2q.

Lemma 5.1.25. Let X1, X2 be positive semidefinite operators on Hbn fixed by the tensor-
permutation action Tn : Sn Ñ GLpHbnq. Then

pnpX1, X2q “ TrpΣ2npX1 b X2qq ě
TrpΣnpX1X2qq

p2nqd´1
ě 0. (5.1.85)

Proof. Using Theorem 5.1.24 and Eq. (5.1.83), we have

pnpX1, X2q “ TrpΣ2npX1 b X2qq “

ˆ

2n ` d ´ 1

2n

˙´1
pn!q2

p2nq!

n
ÿ

a“0

ˆ

n

a

˙2

X̃1 X̃2

a ab b

n n (5.1.86)

where the combinatoric coefficient arises from the decomposition S2n into double cosets
Sˆ2n zS2n{Sˆ2n and where Eq. (5.1.73) yields

ÿ

ℓPSˆ2
n zS2n{S

ˆ2
n

|ℓ| “

n
ÿ

a“0

pn!q4

pa!q2ppn ´ aq!q2
“ pn!q2

n
ÿ

a“0

ˆ

n

a

˙2

“ p2nq!. (5.1.87)

By string diagrammatic manipulations, the factor involving X1 and X2 in the summand
above can be written in terms of the transpose XT

2 of X2:

X̃1 X̃2

a ab b

n n “

X̃1 X̃T
2

a ab

b

n n “
X̃1 X̃T

2

k

k

b

b

a a

n

n
. (5.1.88)

By assumption, X1 and X2 are postive semidefinite operators and thus X b XT
2 is also

positive semidefinite. Viewing the above formula as the trace of a positive semidefinite
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operator acting on Syma
pHq˚ b Syma

pHq, one may lower-bound its value by the trace over
any subspace. Therefore,

X̃1 X̃T
2

k

k

b

b

a a

n

n
ě

1

a
X̃1 X̃T

2

k

k

b

b

a

a

n

n

,“
1

a
X̃1 X̃T

2

n

n

,“
1

a
X̃1

X̃2

n n . (5.1.89)

Finally, since a ď n, dimpSyma
pHqq ď dimpSymn

pHqq “
`

n`d´1
n

˘

, we obtain

ˆ

2n ` d ´ 1

2n

˙

pnpX1, X2q ě

ˆ

n ` d ´ 1

n

˙

TrpX̃1X̃2q “ TrpΣnpX1X2qq, (5.1.90)

and since
`

2n`d´1
2n

˘

ď p2nqd´1, the claim holds.

Unfortunately, a result analogous to Lemma 5.1.25 for k ě 3 seems unlikely to hold; for
k “ 3, the quantity BℓpX1, X2, X3q may not be real, let alone positive.

5.2 Examples

5.2.1 Absolutely maximally entangled states

In this section we cover the problem of determining the existence of so-called absolutely
maximally entangled states previously discussed in the introduction. Absolutely maximally
entangled states appear in a variety of contexts in quantum information theory, including
quantum error correction and quantum secret sharing [Hub17; Sco04; HC13].

To begin we consider a fairly general setup. Let rps “ t1, . . . , pu be a set of p P N indices
and let H –

Â

iPrpsHi be a finite-dimensional p-partite Hilbert space. Let the dimension

of the local Hilbert spaces be expressed as di “ dimpHiq, while the dimension of the whole
Hilbert space is expressed as D “ dimpHq “

ś

iPrps di. Now fix a subset S Ď rps of indices,

and consider the |S|-partite subsystem HS :“
Â

iPS Hi with dimension dS “ dimpHSq,
alongside a complementary subsystem H␣S :“

Â

jPrpszS Hj with dimension d␣S “ dimpH␣Sq

such that D “ dSd␣S. Given a pure quantum state, described by a ray ψ P PH over the
whole Hilbert space, the quantum state describing the subsystem S can be obtained from ψ
by applying the partial trace over the complementary subsystem H␣S:

ρψS “ TrH␣SpPψq. (5.2.1)

Alternatively, one can obtain the reduced state ρψS by first considering a unitary representa-
tion, ΦS : SUpdSq Ñ SUpDq of SUpdSq acting locally on the subsystem HS by sending the
dS-dimensional unitary U P SUpdSq to the D-dimensional unitary,

ΦSpUq :“ U b 1H␣S . (5.2.2)
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Then, the moment map of the representation ΦS is a function of the form

ΩS : PH Ñ pisupdqq
˚. (5.2.3)

Using the moment map, we note a correspondence between ρψS and ΩSpψq, captured by the
following expression, which holds for all traceless Hermitian operators X P isupdq:

TrpρψSXq “ ΩSpψqpXq. (5.2.4)

In other words, the moment map for the representation ΦS applied to ψ determines the
reduced state of ψ on subsystem S up to normalization.

Now a pure state, ψ P PH, is said to be S-uniform if its reduced state onto subsystem
HS is proportional to the identity operator, meaning

ρψS “
1HS

dS
, (5.2.5)

or equivalently, the moment map associated to the representation ΦS vanishes, i.e.,

ΩSpψq “ 0. (5.2.6)

A pure state, ψ P PH, is said to absolutely maximally entangled, if for all subsystems S Ď rps

of size

|S| ď

Z

D

2

^

, (5.2.7)

the state ψ is S-uniform.

Example 5.2.1. For example, consider the case where p “ 2, d1 “ d2 “ 2, and D “ 4. In
this case, the familiar two-qubit Bell state ψ P PpC2 b C2q associated to the unit vector

v :“
1

?
2

pe0 b e0 ` e1 b e1q P C2
b C2, (5.2.8)

is absolutely maximally entangled because both of its reduced states (on either the first
or second subsystem) are proportional to identity matrix on C2, or equivalently, for all
2-dimensional traceless Hermitian operators X P isup2q,

Trpρ1Xq “ Ω1pψqpXq “ xv, pX b 1qvy “ 0,

Trpρ2Xq “ Ω2pψqpXq “ xv, p1 b Xqvy “ 0.
(5.2.9)

Using the strong-duality result from Section 3.3.4, we see that ψ P PH is S-uniform, i.e.
ΩSpψq “ 0, if and only if

lim sup
nÑ8

TrpPbnψ ΓΦbnS
q

1
n “ 1, (5.2.10)

where, for each n P N, ΓΦbnS
is the projection operator onto the subspace of vectors in

pHS b H␣Sqbn which are invariant under the action of SUpdSq through the representation
ΦS.

Combining this observation with the results from Section 5.1.4, we obtain the following
result which may be used to determine, for any given collection of subsystems S1, . . . , Sm Ď

rps, whether or not there exists a state which is Sj-uniform for all j P t1, . . . ,mu.
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Corollary 5.2.2. Let S1, . . . , Sm Ď rps be a collection of subsystems indexed by j P rms P

t1, . . . ,mu. Then, for each n P N and j P rms, let ΓΦbnSj
be the aforementioned projection

operator onto the subspace of vectors in pCDqbn invariant under the action of ΦbnSj : SUpdjq Ñ

SUpDnq defined by
ΦSjpUSjq :“ UbnSj b 1

bn
␣Sj

. (5.2.11)

Then there exists a ray ψ P PpCDq which is Sj-uniform for all j P rms if and only if

lim sup
nÑ8

TrpΣnmpΓΦbnS1
b ¨ ¨ ¨ b ΓΦbnSm

qq “ 1 (5.2.12)

where Σnm is defined in Definition 5.1.14.

This result thus constitutes a first step toward, at least partially, generalizing the result of
Bryan, Reichstein, and Van Raamsdonk [BRV18] for the complete solution to the existence
or non-existence of locally maximally entangled states (i.e., the case where |Sj| “ 1 for all
j) as a function of local dimensions.

5.2.2 Quantum marginals

The quantum marginals problem can be understood as a non-uniform generalization of the
problem considered in Section 5.2.1. In fact, by using the marginal representations defined by
Eq. (5.2.2), we observe that Corollary 5.1.23 already provides an asymptotic solution to the
quantum marginals problem, at least for marginal states with rational spectra. In Chapter 6,
we will revisit the quantum marginals problem in greater detail and will encounter an alter-
native, but ultimately related, strategy for asymptotically characterizing which collections
of marginals are jointly realizable.
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Chapter 6

Quantum marginal problems

The purpose of this chapter is to explore a class of realizability problems known as quantum
marginal problems. From the perspective of Chapter 5, and for the purposes of this chapter, a
quantum marginal problem can be understood as a realizability problem where the properties
under investigation are localized in the sense that they pertain to subsystems of a multipartite
Hilbert space. Although a solution to the quantum marginal problem was already presented
in Section 5.2.2, this chapter provides an alternative, albeit related, solution in the form of
Theorem 6.3.4 which has the advantage of being much easier to articulate. The contents of
this chapter are taken directly from my paper on the quantum marginals problem [Fra22],
with only minor modifications.

6.1 Introduction

The quantum marginal problem (QMP) is interested in characterizing the space of re-
duced/marginal states of a multipartite quantum state, and is widely regarded as being
an important, albeit challenging problem to solve.

Connections and applications of the QMP to other topics in quantum theory (and be-
yond) include multipartite entanglement and separability [CKW00; Wal+13], quantum error
correction [Ock+11; Hub17; Yu+21], entropic constraints [Maj18; CŞW18; Kim20; Osb08],
other forms of quantum realizability problems [HMZ16; Haa+21; Doh+08], the asymptotics
of representations of the symmetric groups [DH05; CM06; CŞW18], the asymptotic restric-
tion problem for tensors [CVZ18], random matrix theory [CM21; Chr+14], and many-body
physics [Col01; Sch15].

The quantum marginal problem, and its associated terminology, is derived from an anal-
ogous problem in probability theory called the classical marginal problem. The classical
marginal problem is concerned with characterizing the relationships between the various
marginal distributions of a joint, multivariate distribution [FC12; Vor62; Mal88]. As a joint
probability distribution and its marginals can always be faithfully represented by the eigen-
values of a joint quantum state and its marginals using a product eigenbasis, the quantum
marginal problem subsumes the classical marginal problem, and consequently, any of its
applications [FC12; LSW11; AB11; FW18].

One of the earliest formulations of the problem dates back to the early 1960s, when,
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for the purposes of simplifying calculations involving the atomic and molecular structure,
quantum chemists became interested in characterizing the possible reduced density matrices
of a system of N interacting fermions [Cou60; Col63]. This version of the problem, referred
to as the N -representability problem, has a long history [CY00; Col01; LTC+13; BD72;
Rus07; Kly09] that continues to evolve [Maz12b; Maz12a; Kly06; Cas+21].

Now the QMP comes in a variety of flavours which can be broadly organized by consid-
ering any additional assumptions or constraints that are imposed on either i) the properties
of the joint state, and/or ii) the properties of the set of candidate density operators [TV15].

When focusing on the joint state, specializations of the QMP exist where the joint state
is assumed to be fermionic [CY00; SGC13], bosonic [WMN10], Gaussian [Eis+08; Vla15],
separable [NBA21], or having symmetric eigenvectors [AFT20]. Generally speaking, the
QMP is difficult in the sense that it is a QMA-complete problem [Liu06; LCV07; WMN10;
Boo12]. For the purposes of this section, the only restriction imposed on joint states will
be that they live in a finite-dimensional Hilbert space, with a finite and fixed number of
subsystems.

Regarding the list of candidate density operators, e.g., pρAB, ρBC , ρACq, the list of sub-
systems they correspond to, e.g., pAB,BC,ACq, is known as the marginal scenario, while
the individual elements, e.g., AB, BC, or AC, will be referred to as marginal contexts. A
key consideration for understanding previous work on the QMP is whether the marginal
contexts are disjoint. When the marginal contexts are disjoint, a complete solution to the
QMP is known [Kly04; KS06]. For a given specification of Hilbert space dimensions, this
solution takes the form of a finite list of linear inequality constraints on the spectra of the
candidate density operators. These solutions furthermore recover earlier results pertaining
to low dimensional Hilbert-spaces [HSS03; Hig03; Bra03; HZG05].

In contrast, when the marginal scenario involves overlapping marginal contexts, existing
results are comparatively more sporadic and typically weaker, being only applicable to low-
dimensional systems, small numbers of parties, or only yielding necessary but insufficient
constraints [Che+14; CLL13; BSS06; Hal07; Che+16]. One promising approach, developed
in [CŞW18] for relating marginal spectra to the recoupling theory of the symmetric group,
appears limited to situations where the marginal contexts do not overlap too much.

Whenever a candidate set of density operators is explicitly given, one strategy to de-
cide their realizability is to use convex optimization techniques, e.g., semidefinite program-
ming [VB96]. If the joint state is not necessarily pure, realizability can be decided with
a single semidefinite program [Hal07]. Additionally, when the joint state is assumed pure,
realizability can still be decided by an infinite hierarchy of semidefinite programs [Yu+21].
In either case, analytic inequality constraints that serve as witnesses for unrealizability can
be extracted from the outputs of such semidefinite programs [Hal07].

The objective of this chapter is to improve our understanding of the QMP, in particular
for the case of overlapping marginal contexts, by i) deriving inequality constraints that are
necessarily satisfied by all realizable collections of density operators, and ii) proving that if
a collection of density operators satisfies these inequalities, then they are realizable. This
chapter begins by formally defining the QMP and then reformulating it from a different
perspective. The primary advantage of this reformulation of the QMP is that it exposes an
implicit symmetry of the problem which is helpful in deriving our main result.
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6.2 A Reformulation of the QMP

This section introduces some notation and terminology that is sufficient to formally define
both the QMP and an equivalent reformulation that is better suited for the techniques
developed in subsequent sections.

First and foremost, every Hilbert space considered will be complex, finite-dimensional,
and labeled by some subscript X, e.g., HX . For each labeled Hilbert space, HX , we will
implicitly assume there exists some canonical orthonormal basis such that HX – CdX where
dX “ dimpHXq. The corresponding set of linear operators, density operators (states), and
pure states of HX are respectively denoted LpHXq, DpHXq, and PpHXq. The identity oper-
ator on HX is denoted 1X .

Given a list of labels, S “ pX1, . . . , Xkq, which we identify with the concatenated string,
S » X1 ¨ ¨ ¨Xk, the composite Hilbert space HX1 b ¨ ¨ ¨ b HXk , will be labeled by S itself and
thus denoted HS. For instance, if S “ ABC, then HABC “ HA b HB b HC . Additionally,
for any positive integer n and label X, the list of labels consisting of n copies of X will be
abbreviated by

nX :“ pX, n. . ., Xq » X
n

¨ ¨ ¨ X (6.2.1)

Using this notational convention, the nth tensor-power of a Hilbert space HX can be written
as Hbn

X “ HnX “ H
X
n
¨¨¨X

.
Associated to any instance of the QMP, is a joint (or global) Hilbert space HJ where

J “ pX1, . . . , Xpq is a given finite list of labels called the joint context. Every non-empty
sublist S of J will be called a marginal context. For each S Ď J , the partial trace from HJ

onto HS will be denoted by
TrJzS : LpHJq Ñ LpHSq. (6.2.2)

A finite, non-empty tuple of marginal contexts,

M “ pS1, . . . , Smq, (6.2.3)

is called a marginal scenario. The cardinality of a marginal scenario will always be denoted
by m “ |M|.

Problem 6.2.1 (QMP). Given a marginal scenario, M “ pS1, . . . , Smq, and list of states
pρS1 , . . . , ρSmq where ρSi P DpHSiq for each i P t1, . . . ,mu, decide if there exists a joint pure
state ψJ P PpHJq such that

@Si P M : ρSi “ TrJzSipψJq. (6.2.4)

The assumption above of purity for the joint state is made without loss of generality as
shown in Section 6.6.1.

Whenever such a pure state ψJ exists, the m-tuple of states pρS1 , . . . , ρSmq is said to be
realizable and otherwise they are unrealizable.

For the sake of brevity, unless otherwise specified, a joint Hilbert space HJ with joint
context J will always be implicitly given together with a particular marginal scenario M “

pS1, . . . , Smq of length m.
Our first step is to reinterpret the m linear constraints imposed on the joint state ψJ by

Eq. (6.2.4) as a single linear constraint on the mth tensor-power state, ψbmJ . Specifically,
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the m-tuple of states pρS1 , . . . , ρSmq satisfies Eq. (6.2.4) if and only if

ρS1 b ¨ ¨ ¨ b ρSm “ TrJzS1pψJq b ¨ ¨ ¨ b TrJzSmpψJq,

“ pTrJzS1 b ¨ ¨ ¨ b TrJzSmqpψbmJ q.
(6.2.5)

This observation motivates the following definitions.

Definition 6.2.2. The Hilbert space on M, denoted HM, is

HM :“ HS1 b ¨ ¨ ¨ b HSm . (6.2.6)

The partial trace from mJ onto M, denoted TrmJzM, is

TrmJzM :“ TrJzS1 b ¨ ¨ ¨ b TrJzSm . (6.2.7)

Note that the partial trace frommJ onto M, TrmJzM, is simply the partial trace operation
mapping elements of LpHmJq “ LpHbm

J q to elements of LpHMq “ LpHS1 b ¨ ¨ ¨ b HSmq.

Definition 6.2.3. An M-product state is any state, ρM P DpHMq, of the form

ρM “ ρS1 b ¨ ¨ ¨ b ρSm (6.2.8)

where each component, ρSi , is a state in DpHSiq.

Since there is a bijection between m-tuples of states pρS1 , . . . , ρSmq and M-product states
ρS1 b ¨ ¨ ¨ b ρSm , the QMP can be equivalently restated entirely in terms of ρM.

Problem 6.2.4. Given an M-product state, ρM, determine whether or not there exists a
pure state ψJ such that

ρM “ TrmJzMpψbmJ q. (6.2.9)

The equivalence between Problem 6.2.1 and Problem 6.2.4 follows from Eq. (6.2.5); more-
over, whenever such a pure state ψJ exists in either formulation of the QMP, it satisfies both
Eq. (6.2.4) and Eq. (6.2.9). Pursuant to this equivalence, an M-product state, ρS1 b¨ ¨ ¨bρSm ,
is said to be realizable whenever the m-tuple of states pρS1 , . . . , ρSmq is realizable (and unre-
alizable otherwise). The set of all realizable M-product states will be denoted CM.

6.3 Necessary and Sufficient Inequality Constraints

In this section, we construct inequalities that are necessarily satisfied by all realizable M-
product states, ρM. These inequalities, therefore, can be used to answer the QMP in the
negative; if an M-product state violates any of the forthcoming inequalities, then it is
unrealizable. In addition, it will be shown that if an M-product state, ρM, satisfies all of
the forthcoming inequalities, then it must be realizable.

These inequalities emerge from considering the permutation symmetry of the kth tensor
power, ψbkJ , of a pure state ψJ P PpHJq. For each k P N, let Σk be the symmetric group
on k symbols, and let TJ : Σk Ñ LpHbk

J q be the representation of Σk acting on Hbk
J by

permutation of its k factors.
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Definition 6.3.1. The kth symmetric subspace _kHJ Ď Hbk
J is defined as

_
kHJ “ t|ϕy P Hbk

J | @π P Σk, TJpπq |ϕy “ |ϕyu. (6.3.1)

The orthogonal projection operator onto _kHJ will be denoted by Π
pkq
J .

Given any vector |ψJy P HJ , it is straightforward to verify that |ψJy
bk is an element of

the kth symmetric subspace _kHJ Ď Hbk
J .

Proposition 6.3.2. Let ψJ “ |ψJy xψJ | be a pure state, let k P N. Then

ψbkJ ď Π
pkq
J , (6.3.2)

where Π
pkq
J is defined in Definition 6.3.1.

Throughout this chapter, an inequality A ě B between Hermitian operators A and B
always indicates that A´B is positive semidefinite, i.e. A´B ě 0. See [Bha97, Section V].

By comparing Eq. (6.2.9) with Eq. (6.3.2), and recalling that partial traces are positive
channels, it becomes possible to eliminate ψJ from Eq. (6.2.9). For example, when k “ m,

the partial trace TrmJzM applied to Eq. (6.3.2) yields TrmJzMpψbmJ q ď TrmJzMpΠ
pmq
J q and

thus we obtain the following corollary.

Corollary 6.3.3. If ρM is a realizable M-product state, then

ρM ď TrmJzMpΠ
pmq
J q. (6.3.3)

In Section 6.6.3, it is shown that the utility of this constraint is quite sensitive to the
marginal scenario under consideration. For certain marginal scenarios, Eq. (6.3.3) happens
to be satisfied by all M-product states, and thus is useless for the purposes of the QMP.
Nevertheless, for other marginal scenarios, Eq. (6.3.3) happens to be violated by some M-
product states, and thus it serves as a non-trivial condition for the realizability of an M-
product state ρM.

Analogous reasoning can be used to construct stronger inequality constraints for the
QMP. When k is a multiple of m, k “ nm, one can apply the nth tensor power of TrmJzM
to both sides of Eq. (6.3.2). While it is clear from the preceding discussion that this will
yield inequality constraints necessarily satisfied by all M-product states, we will additionally
show that their satisfaction for all n P N is sufficient to conclude that ρM is a realizable
M-product state.

Theorem 6.3.4. An M-product state, ρM, is realizable if and only if for all n P N,

ρbnM ď TrbnmJzMpΠ
pnmq
J q. (6.3.4)

Note that TrbnmJzM is the partial trace operation taking elements of LpHbnm
J q to elements

of LpHbn
M q.

To prove Theorem 6.3.4, we first need the following lemma which states that the upper-
bound in Eq. (6.3.4) represents the expected value of σbnM , up to normalization, when σM
is sampled according to a probability measure, νM, whose support is precisely the set of
realizable M-product states, denoted CM.
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Lemma 6.3.5. There exists a probability measure, νM, over DpHMq, with support CM, such
that for all n P N,

TrbnmJzMpΠ
pnmq
J q “

`

nm`dJ´1
nm

˘

ż

CM
νMpdσMqσbnM , (6.3.5)

where dJ “ dimpHJq.

Proof. See Section 6.5.3.

Now consider a measurement effect, En, acting on Hbn
M , i.e. a Hermitian operator En P

LpHbn
M q such that 0 ď En ď 1

bn
M . If Eq. (6.3.4) is satisfied by some state ρM P DpHMq, and

TrpEnρ
bn
M q ‰ 0, then Lemma 6.3.5 implies

sup
σMPCM

TrpEnσ
bn
M q

TrpEnρ
bn
M q

ě
`

nm`dJ´1
nm

˘´1
. (6.3.6)

Therefore, to show that every M-product state, ρM, eventually violates Eq. (6.3.4), and
thus prove Theorem 6.3.4, it suffices to prove the existence of a sequence of measurement
effects, n ÞÑ En, such that the above ratio of probabilities, as a function of increasing n,

approaches zero faster than
`

nm`dJ´1
nm

˘´1
, thus violating Eq. (6.3.6).

The particular problem of finding a sequence of measurements such that TrpEnρ
bn
M q stays

reasonably large while simultaneously minimizing TrpEnσ
bn
M q for all σM distinct from ρM

is related to the problems of asymmetric quantum state discrimination and quantum hy-
pothesis testing [HP91; ON05; PBP22; Hay01; Hay02]. Broadly speaking, existing results in
these fields are sufficiently strong to establish the claimed violation of Eq. (6.3.6) for each
unrealizable ρM R CM.

Our specific approach, largely inspired by applications of the spectral estimation tech-
nique [KW01] to the spectral QMP [CM06; CHM07; CŞW18], relies on ideas developed by
Keyl [Key06] for the purposes of quantum state estimation. In the interest of being con-
structive and non-asymptotic, in Section 6.5.4 it is shown how to construct, for each ρM, an
explicit sequence of projection operators, n ÞÑ En, such that for all n P N,

sup
σMPCM

TrpEnσ
bn
M q

TrpEnρ
bn
M q

ď expp´pn ´ d2MqΩpρMq ` cpρMqq (6.3.7)

where cpρMq ě 0 and ΩpρMq ě 0 are quantities independent of n (but dependent on ρM)
and dM “ dimpHMq. Additionally, it is shown that the exponential rate, ΩpρMq, vanishes if
and only if ρM is realizable and thus its positivity can serve as a witness of the unrealizability
of ρM.

Proof of Theorem 6.3.4. The discussion preceding Theorem 6.3.4 has already established the
“only if” portion of Theorem 6.3.4: applying TrbnmJzM to Eq. (6.3.2) when k “ nm yields

ρbnM “ TrbnmJzMpψbnmJ q ď TrbnmJzMpΠ
pnmq
J q. (6.3.8)

Therefore, all that remains is to prove the “if” portion of Theorem 6.3.4. Suppose ρM P

DpHMq is a state that satisfies Eq. (6.3.4) for some particular value of n. By combining
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Eq. (6.3.7) with Eq. (6.3.6), we conclude

ΩpρMq ď
log

`

nm`dJ´1
nm

˘

` cpρMq

n ´ d2M
. (6.3.9)

Since
`

nm`dJ´1
nm

˘

P OpndJ´1q is polynomial of degree dJ ´ 1 in n, the upper bound above
approaches zero in the limit as n Ñ 8. For finite n, the inequality in Eq. (6.3.9) merely
implies that ΩpρMq must be small. For the purposes of Theorem 6.3.4, if a state ρM satisfies
Eq. (6.3.4) for all n, Eq. (6.3.9) implies that ΩpρMq “ 0 and thus ρM P CM must be a
realizable M-product state.

6.4 Conclusion

This chapter makes progress toward an analytic solution to the quantum marginal problem
(QMP) by constructing a countably infinite family of necessary operator inequalities whose
satisfaction by a given tuple of density operators is sufficient to conclude their realizability.
The primary advantage of this approach is its generality: for any finite Hilbert space dimen-
sion(s) and any number of subsystems with arbitrary overlap, the corresponding family of
necessary inequalities is shown to be sufficient. The results of this chapter, therefore, consti-
tute the first solution to the QMP for overlapping marginal contexts that is free of existential
quantifiers. However, the characterization of realizable density operators produced by this
approach is not finite, and thus inherently more challenging to compute. Evidently, further
insights will be required to produce a finite set of necessary and sufficient conditions for the
overlapping QMP.

6.5 Supporting results

6.5.1 Schur-Weyl Decompositions

Given any representation of the symmetric group Σn over a finite-dimensional complex
space, such as the aforementioned tensor-permutation representation T : Σn Ñ LppCdqbnq,
Maschke’s Theorem guarantees the representation is completely reducible and therefore de-
composes into irreducible subrepresentations [Sag13, Theorem 1.5.3]. Furthermore, the com-
plete set of non-isomorphic irreducible representations of Σn is isomorphic to the set of
conjugacy classes of Σn [Sag13, Proposition 1.10.1] which itself is isomorphic to the set of
partitions of n.

Definition 6.5.1. A partition of n, λ “ pλ1, . . . , λℓq, is a sequence of non-increasing (λi ě

λi`1) positive integers (λi P N) whose total sum is n (
ř

iλi “ n). The length of λ is denoted
by ℓ “ ℓpλq. The set of all partitions of n will be denoted Yn.

For each partition λ P Yn, let ωλ : Σn Ñ Vλ denote the corresponding irreducible
representation of Σn, otherwise known as the Specht module for λ [Sag13, Section 2.3].
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Using this notation, the Maschke decomposition of the tensor-permutation representation
T : Σn Ñ LppCdqbnq yields a decomposition of pCdqbn,

pCd
q
bn

–
à

λPYn
Vλ b Md

λ, (6.5.1)

where the Md
λ denotes the multiplicity space, whose dimension counts the number of iso-

morphic copies of Vλ in pCdqbn. It is also worth noting that dimpMd
λq ą 0 if and only if

ℓpλq ď d [Sag13] and therefore the above summands over λ are implicitly restricted to the
subset Yd

n Ď Yn of partitions of n with length at most d. Another result, referred to as
Schur-Weyl duality [Pro07, Chapter 9], implies that the multiplicity space Md

λ itself sup-
ports an irreducible representation of GLpdq, denoted πλ : GLpdq Ñ LpMd

λq. Let |ϕλy P Md
λ

denote the unique highest weight vector of Md
λ characterized by the property that

πλpdiagpx1, . . . , xdqq |ϕλy “

d
ź

i“1

xλii |ϕλy (6.5.2)

for all diagpx1, . . . , xdq P GLpdq. Furthermore, for each partition λ P Yd
n, let

ιλ : Vλ b Md
λ ãÝÑ pCd

q
bn (6.5.3)

be the Σn ˆ GLpdq-intertwining isometry from the isotypic subspace Vλ b Md
λ into pCdqbn

associated to λ. Furthermore, let
Πλ
d :“ pιλqpιλq

: (6.5.4)

denote the corresponding orthogonal projection operator acting on pCdqbn.

Proposition 6.5.2. Let Q P LppCdqbnq be an Σn-invariant operator in the sense that

@g P Σn : T pgqQT :pgq “ Q. (6.5.5)

Then Q admits of the following decomposition,

Q “
à

λPYdn

1Vλ b τλpQq, (6.5.6)

where the λ-component of Q, τλpQq P LpMd
λq, is defined as

τλpQq “
TrVλpι:λQιλq

dimpVλq
. (6.5.7)

Proof. This follows from an application of Schur’s lemma [Hal15, Theorem 4.29].

Definition 6.5.3. Let πλ : GLpdq Ñ Md
λ be the irreducible representation of GLpdq with

highest weight vector |ϕλy P Md
λ where λ P Yd

n. For each unitary operator U P Updq Ď GLpdq,
let the twirled highest weight vector be defined as |ϕUλ y :“ πλpUq |ϕλy P Md

λ.

Consider the quantity xϕUλ | τλpρbnq |ϕUλ y, which depends only on λ P Yd
n and U :ρU P

DpCdq. In Section 6.5.4, specifically Proposition 6.5.12, we will show that this quantity
can be extended to a formula that remains well-defined even when λ is permitted to be a
non-increasing sequence of non-negative real numbers.
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6.5.2 Spectra & Partitions

The purpose of this subsection is to develop a connection between i) partitions λ P Yd
n with

length at most d, and ii) the possible eigenvalues of density operators ρ P DpCdq.

Definition 6.5.4. A subset C Ď Rd is called a convex cone if it is closed under

i) addition: for any x, y P C, x ` y P C, and

ii) multiplication: for any x P C, and a ě 0, ax P C.

Two convex cones that are relevant here will be the cone of non-negative real numbers,

Rd
ě0 “ tpx1, . . . , xdq P Rd

| @i : xi ě 0u, (6.5.8)

and the subset of non-increasing non-negative real numbers,

Rd;Ó
ě0 “ tpx1, . . . , xdq P Rd

| x1 ě ¨ ¨ ¨ ě xd ě 0u. (6.5.9)

While there is a natural surjective map from Rd
ě0 to Rd;Ó

ě0 which sorts the elements of

px1, . . . , xdq in a non-increasing order, there is also a bijective linear map γ : Rd
ě0 Ñ Rd;Ó

ě0 which
takes partial sums. Specifically, γ maps y “ py1, . . . , ydq P Rd

ě0 to γpyq “ pγ1pyq, . . . , γdpyqq

where
γipyq “ yi ` yi`1 ` ¨ ¨ ¨ ` yd. (6.5.10)

The inverse of γ, henceforth denoted δ : Rd;Ó
ě0 Ñ Rd

ě0, takes finite differences; specifically, δ

maps x “ px1, . . . , xdq P Rd;Ó
ě0 to δpxq “ pδ1pxq, . . . , δdpxqq, where

δipxq “ δipx1, . . . , xkq “

#

xi ´ xi`1 1 ď i ă d

xd i “ k
. (6.5.11)

Definition 6.5.5. For each x “ px1, . . . , xdq P Rd
ě0, the size of x, |x|, is the sum of its

elements
|x| “ x1 ` ¨ ¨ ¨ ` xd, (6.5.12)

If x is not equal to all-zero d-tuple, x ‰ p0, . . . , 0q, then |x| ą 0, and the normalization of x
is defined as

x

|x|
“

ˆ

x1
|x|
, . . . ,

xd
|x|

˙

. (6.5.13)

Two subsets of Rd;Ó
ě0 will be crucial to the results of Section 6.5.4. The first subset was

already discussed in Section 6.5.1, namely partitions of n with length at most d: Yd
n Ď Rd;Ó

ě0.
If the length, ℓ, of λ “ pλ1, . . . , λℓq is strictly less than d, then it can be viewed as a element
of Rd;Ó

ě0 by padding λ with d ´ ℓ zeros, i.e. λ – pλ1, . . . , λℓ, 0, . . . , 0q. The second subset
corresponds to the set of possible eigenvalues, or spectra, of density operators DpCdq.

Definition 6.5.6. The set of spectra, or sorted probability distributions, is

Sd “ ts P Rd;Ó
ě0 |

ÿd

i“1
si “ |s| “ 1u. (6.5.14)
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While the normalization of any partition, λ P Yd
n, is a spectrum, λ

n
P Sd, multiplying

a spectrum, s P Sd, by n P N does not necessarily produce a partition because the entries
of ns, pns1, . . . , nsdq, may not be integer-valued. Nevertheless, ns P Rd;Ó

ě0 can always be
approximated by a partition, λ P Yd

n, so that |λi ´ nsi| ď 1 for all i P t1, . . . , du 1. In
Section 6.5.4, it will be useful to consider approximating ns with a partition, λ, in a different
manner, where i) degeneracies of s are preserved, i.e., δipsq “ 0 ùñ δipλq “ 0, and ii) non-
degeneracies of s are adequately represented, e.g., δipλq ě δipnsq. The next lemma shows
that this can always be accomplished by partitions, λ, whose size is approximately n.

Proposition 6.5.7. Let s “ ps1, . . . , skq P Sd be a spectrum and n P N. Let

λ “ pλ1, . . . , λdq P Nd;Ó
ě0 (6.5.15)

be defined by
λi “ rnpsi ´ si`1qs ` ¨ ¨ ¨ ` rnpsd´1 ´ sdqs ` rnsds, (6.5.16)

such that δipλq “ rδipnsqs holds. Then λ is a partition of size |λ| where

n ď |λ| ď n `
`

d`1
2

˘

´ 1. (6.5.17)

Proof. First note that for all 1 ď i ď d,

ϵi :“ rδipnsqs ´ δipnsq, (6.5.18)

is upper and lower bounded by 0 ď ϵi ă 1. From this observation, it will be shown that λ
approximates ns, specifically,

0 ď λi ´ nsi ă d ´ i ` 1, (6.5.19)

To prove Eq. (6.5.19), we use (reverse) induction starting from the base case of i “ d. Since
λd “ δdpλq “ rδdpnsqs “ rnsds “ nsd ` ϵd, we have λd ´ nsd “ ϵd and thus Eq. (6.5.19) holds
when i “ d. Then, assuming Eq. (6.5.19) holds for i “ j ` 1, we prove it holds for i “ j.
Since

δjpλq “ λj ´ λj`1 “ rδjpnsqs (6.5.20)

“ δjpnsq ` ϵj “ nsj ´ nsj`1 ` ϵj, (6.5.21)

we conclude that λj ´ nsj “ λj`1 ´ nsj`1 ` ϵj and thus 0 ď λj ´ nsj ă d ´ j ` 1 which is
Eq. (6.5.19) for i “ j. Finally, Eq. (6.5.17) follows from Eq. (6.5.19) by summing over all i:

0 ď |λ| ´ n |s| ă

d
ÿ

i“1

pd ´ i ` 1q “
`

d`1
2

˘

. (6.5.22)

Since |λ| is necessarily an integer, |s| “ 1, and the upper bound above is strict, Eq. (6.5.19)
holds.

The bounds proven above are also tight for every d: if s “
`

d`1
2

˘´1
pd, d ´ 1, . . . , 1q, then

n “ 1 or n “
`

d`1
2

˘

yields λ “ pd, d´ 1, . . . , 1q with size |λ| “
`

d`1
2

˘

which achieves the upper

bound when n “ 1 and the lower bound when n “
`

d`1
2

˘

.

1An explicit scheme for accomplishing such an approximation is to let t “ n ´
ř

itnsiu and define λi “

tnsiu ` 1 whenever i ď t and λi “ tnsiu whenever i ą t.
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6.5.3 Proof of Lemma 6.3.5

Proof of Lemma 6.3.5. Let dJ “ dimpHJq, let µJ be the UpdJq-invariant Haar probability
measure over the space of pure states PpHJq, For any k P N, the orthogonal projection

operator, Π
pkq
J , onto the symmetric subspace, _kHJ , is proportional to the expected value of

ψbkJ when ψJ is sampled according to the probability measure µJ :

Π
pkq
J “

`

k`dJ´1
k

˘

ż

PpHJ q

µJpdψJqψbkJ , (6.5.23)

where the normalization factor is simply TrrΠ
pkq
J s “

`

k`dJ´1
k

˘

. The proof of Eq. (6.5.23)
follows from Schur’s lemma (see [Har13, Proposition 6]).

Next, define the map τM : PpHJq Ñ DpHMq by

τMpψJq “ TrmJzMpψbmJ q. (6.5.24)

Let νM be the push-forward measure of µJ through τM, i.e. νM “ µJ ˝ τ´1M .
Next note that the coefficients τMpψJq are homogeneous polynomials of degree m in the

coefficients of ψJ , and thus τM is continuous and measurable. Additionally, by construction,
the image of τM is precisely the set of realizable M-product states CM. Therefore, since
PpHJq is compact (as HJ is finite-dimensional), CM is also compact (and thus closed).

Moreover, the support of the pushforward measure, νM “ µJ ˝ τ´1M is equal to CM. This
is because, by the closure of CM, ρM R CM implies there exists an open set, O containing
ρM, such that O X CM “ H which implies νMpOq “ µJpτ´1M pOqq “ µJpHq “ 0, i.e. ρM is
not in support of νM. Moreover, if σM P CM and O1 is any open set containing σM, τ´1M pO1q
is non-empty and open (by continuity of τM) in PpHJq and thus νMpO1q “ µJpτ´1M pO1qq ą 0.
Therefore, because νMpO1q ą 0 for all open sets containing σM, σM is in the support νM.

Finally, using Eq. (6.5.23), linearity of TrmJzM, and a change of variables,

TrbnmJzMpΠ
pnmq
J q

9

ż

PpHJ q

µJpdψJqpTrmJzMpψbmJ qq
bn, (6.5.25)

“

ż

PpHJ q

µJpdψJqpτpψJqq
bn, (6.5.26)

“

ż

CM
νMpdσMqσbnM . (6.5.27)

6.5.4 Keyl Divergence & State Discrimination

The purpose of this subsection is to prove Theorem 6.5.14 which can be interpreted as an
explicit strategy for asymmetric quantum state discrimination. While Theorem 6.5.14 is
exclusively used by this paper in the proof of Theorem 6.3.4, it may be of independent
interest. Many of the results of this subsection come directly from Keyl’s work on a large-
deviation-theoretic approach to quantum state estimation [Key06]. The only additional
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insight not taken from [Key06] is the use of Proposition 6.5.7 in the proof of Theorem 6.5.14.
Both Section 6.5.1 and Section 6.5.2 are considered prerequisites for this subsection.

Definition 6.5.8. Let x P Rd;Ó
ě0 and let ρ P DpCdq, define

∆xpρq “
źd

i“1
lpmipρq

δipxq, (6.5.28)

where lpmipρq is the ith (leading) principal minor of ρ, i.e. the determinant of the upper-left
i ˆ i-submatrix of ρ with respect to some fixed, computational basis t|0y , . . . , |dyu. 2

The function defined in Eq. (6.5.28) is also referred to as the generalized power func-
tion [OW16, Notation 4.1]. Note however, in [OW16], x is restricted to be a partition with
length at most d, while ρ is permitted to be any d ˆ d complex-valued matrix.

Proposition 6.5.9. Let s “ ps1, . . . , sdq P Sd be the spectrum of σ P DpCdq. For all
x “ px1, . . . , xdq P Rk;Ó

ě0,

∆xpσq ď ∆xpdiagps1, . . . , sdqq “
źd

i“1
sxii , (6.5.29)

with equality holding if and only if σ “ diagps1, . . . , sdq.

Proof. Consider any i P t1, . . . , du. Let ps
piq
1 , . . . , s

piq
i q with s

piq
1 ě ¨ ¨ ¨ ě s

piq
i denote the eigen-

values of the i ˆ i leading principal submatrix of σ so that lpmipσq “ s
piq
1 ¨ ¨ ¨ s

piq
i . According

to Cauchy’s interlacing theorem (see [Fis05] or [HJ85, Thm. 4.3.17] noting the reversed
ordering of labels), for all 1 ă i ď d,

s
piq
1 ě s

pi´1q
1 ě s

piq
2 ě ¨ ¨ ¨ ě s

piq
i´1 ě s

pi´1q
i´1 ě s

piq
i . (6.5.30)

Therefore, for any k and i such that 1 ď k ď i ď d, sk “ s
pdq
k ě s

piq
k ě s

pkq
k . Therefore, for all

i P t1, . . . , du,
lpmipσq ď s1 ¨ ¨ ¨ si, (6.5.31)

with equality holding (for all i) only if σ “ diagps1, . . . , sdq.

Proposition 6.5.10. Let s “ ps1, . . . , sdq P Sd Ď Rd;Ó
ě0. Then

∆spdiagpsqq “
źd

i“1
ssii “ expp´Hpsqq ą 0. (6.5.32)

where Hpsq “ ´
řd
i“1si log si is the Shannon entropy of s.

Corollary 6.5.11. Let ρ P DpCdq have spectrum s “ ps1, . . . , sdq P Sd and let U P Updq be a
unitary such that ρ “ Udiagps1, . . . , sdqU

: and let σ P DpCdq. Then

∆spU
:σUq

∆spdiagpsqq
“ expp´Kpρ∥σqq (6.5.33)

where Kpρ∥σq is defined as

Kpρ∥σq “
ÿd

i“1
si log si ´ δipsq log lpmipU

:σUq, (6.5.34)

where Kpρ∥σq P r0,8s and Kpρ∥σq “ 0 if and only if σ “ ρ.

2If it happens that lpmipρq “ 0 and δipxq “ 0 for some index i, then the indeterminant expression 00 is
taken to be equal to 1.
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Notice that if ρ and σ are simultaneously diagonalized by U so that

U :σU “ diagpt1, . . . , tdq, (6.5.35)

then the quantityKpρ∥σq simplifies to the classical relative entropy, Dps∥ tq “
řd
i“1 siplog si´

log tiq, also known as Kullback-Liebler divergence [Kul97]. Also note that, in general,
Kpρ∥σq does not equal the quantum relative entropy Spρ∥σq “ Trpρplog ρ ´ log σqq, but
is nevertheless bounded by Kpρ∥σq ď Spρ∥σq [Key06]. For these reasons, we refer to the
quantity Kpρ∥σq as Keyl-divergence.

Proposition 6.5.12. Let λ P Yd
n be a partition of n P N and let |ϕUλ y P Md

λ be the twirled
highest weight vector for U P Updq (see Definition 6.5.3). Then for all σ P DpCdq,

xϕUλ | τλpσb|λ|q |ϕUλ y “ ∆λpU :σUq. (6.5.36)

Proof. This result is noted by Keyl as [Key06, Eqs. (141) & (151)] with reference to [Zhe73,
Sec. 49].

Henceforth, define the projection operator ΦU
λ P LpHb|λ|q by

ΦU
λ :“ ιλp|ϕUλ y xϕUλ | b 1Vλqι:λ, (6.5.37)

so that,
TrpΦU

λ ρ
b|λ|

q “ dimpVλq∆λpU :ρUq. (6.5.38)

Corollary 6.5.13. Let ρ, σ P DpCdq and let U P Updq diagonalize ρ,

ρ “ Udiagps1, . . . , sdqU
:. (6.5.39)

If ρ has rational spectra s “ ps1, . . . , sdq P Sd, i.e. there exists a q P N such that qs P Yd
q is a

partition of q, then for all n P N,

TrpΦU
nqsσ

bnqq

TrpΦU
nqsρ

bnqq
“ expp´nqKpρ∥σqq. (6.5.40)

Proof. The proof follows from Eq. (6.5.38) and Corollary 6.5.11. When Eq. (6.5.38) is applied
to the numerator and denominator on the left-hand-side of Eq. (6.5.40), the common factor
of dimpVnqsq ą 0 cancels out.

A result similar to Corollary 6.5.13 holds for arbitrary states ρ P DpCdq, e.g., for states
that do not have rational spectra.

Theorem 6.5.14. Let ρ, σ P DpCdq, let s “ ps1, . . . , sdq P Sd be the spectrum of ρ, and let
U P Updq diagonalize ρ, such that ρ “ Udiagps1, . . . , sdqU

:. Then there exists a sequence,
n ÞÑ λn P Yd

n of partitions such that for all n P N,

TrpΦU
λnσ

bnq

TrpΦU
λnρ

bnq
ď Dpsq expp´pn ´

`

d`1
2

˘

` 1qKpρ∥σqq. (6.5.41)

where Dpsq is a constant depending only on s.
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Proof. The proof relies on an explicit construction of a sequence, n ÞÑ λn, that satisfies
the claim. For each non-negative integer k P Ně0, let µk be the partition characterized by
δipµ

kq “ rδipksqs (see Proposition 6.5.7). Then for any state η P DpCdq, we claim

∆kspηq∆µ1pηq ď ∆µkpηq ď ∆kspηq. (6.5.42)

To see the upper bound, note that for all i P t1, . . . , du, δipµ
kq ě δipksq ą 0 so lpmipηqδipµ

kq ď

lpmipηqδipksq since lpmipηq ă 1 (noting Eq. (6.5.31)). For the lower bound, note that δipµ
kq “

rδipksqs ď δipksq ` rδipsqs “ δipksq ` δipµ
1q, so ∆µkpηq ě ∆kspηq∆µ1pηq holds. Next, apply

Corollary 6.5.11 and Eq. (6.5.42) (the upper bound when η “ U :σU , and the lower bound
when η “ U :ρU “ diagps1, . . . sdq) to obtain

TrpΦU
µk
σb|µk|q

TrpΦU
µk
ρb|µk|q

ď
expp´kKpρ∥σqq

∆µ1pdiagps1, . . . sdqq
. (6.5.43)

Now, notice that Eq. (6.5.43) is almost in the form of Eq. (6.5.41). The main obstacle
remaining is simply that the size of µk needs to be decoupled from the spectra of ρ. Fortu-
nately, Proposition 6.5.7 guarantees that

ˇ

ˇµk
ˇ

ˇ is, at least, approximately equal to k because

k ď
ˇ

ˇµk
ˇ

ˇ ď k`
`

d`1
2

˘

´ 1. Moreover, since
ˇ

ˇµk`1
ˇ

ˇ ě
ˇ

ˇµk
ˇ

ˇ, there always exists at least one value
of k such that µk has size approximately n for any n P N; specifically, there exists a k P N
such that

n ´
`

d`1
2

˘

` 1 ď
ˇ

ˇµk
ˇ

ˇ ď n. (6.5.44)

Now simply define λn P Yd
n by

λn “ pµk1 ` n ´
ˇ

ˇµk
ˇ

ˇ , µk2, . . . , µ
k
dq, (6.5.45)

where k is the largest such that µk satisfies Eq. (6.5.44). Note that when n is small
(n ă

`

d`1
2

˘

´ 1), is entirely possible for k “ 0 and µ0 “ p0, 0, . . . , 0q, in which case,
λn “ pn, 0, . . . , 0q. This definition ensures

TrpΦU
λnρ

bn
q “ s

n´|µk|
1 TrpΦU

µkρ
b|µk|q, (6.5.46)

TrpΦU
λnσ

bn
q ď TrpΦU

µkσ
b|µk|q. (6.5.47)

Therefore, from Eqs. (6.5.43) and (6.5.44), we conclude Eq. (6.5.41) where Dpsq is the
constant

Dpsq “ s
1´

`

d`1
2

˘

1 p∆µ1pdiagps1, . . . sdqqq
´1 (6.5.48)

“ s
1´

`

d`1
2

˘

1

d
ź

i“1

ps1s2 ¨ ¨ ¨ siq
´rδipsqs. (6.5.49)

Remark 6.5.15. To derive the inequality in Eq. (6.3.7) from the result of Theorem 6.5.14,
note that

`

d`1
2

˘

´ 1 ď d2 and substitute
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i) En “ ΦU
λn ,

ii) ΩpρMq “ infσMPCM KpρM ∥σMq,

iii) cpρMq “ logDpspecpρMqq, and

iv) d “ dM “ dimpHMq.

The claim that ΩpρMq vanishes if and only if ρM P CM follows from the compactness of CM
and the following corollary.

Corollary 6.5.16. Let C Ď DpCdq be compact. Define

Ωpρq :“ inf
σPC

Kpρ∥σq . (6.5.50)

Then Ωpρq “ 0 if and only if ρ P C.

Proof. If ρ P C, then Corollary 6.5.11 implies Ωpρq “ Kpρ∥ρq “ 0. Otherwise if ρ R C, then
consider, for each fixed x P Rd;Ó

ě0 and U P Updq, that the function σ ÞÑ ∆xpU :σUq P r0, 1s

is continuous as lpmipU
:σUq is a polynomial in the coefficients of σ. The compactness of C

guarantees (using the extreme value theorem) the supremum is attained by some σUx P C:

∆xpU :σUx Uq “ sup
σPC

∆xpU :σUq. (6.5.51)

Since Ωpρq “ K
`

ρ∥σUx
˘

and ρ ‰ σUx , we conclude, from Corollary 6.5.11, that Ωpρq ‰ 0.

6.6 Special Cases

6.6.1 Pure vs. Full QMP

One might wonder why the version of the QMP considered in this paper (Problem 6.2.1)
seems to be exclusively interested in the existence of joint states that are pure, ψJ P PpHJq,
instead of the more general density operator, ρJ P DpHJq. In order to distinguish between
these two types of QMP, the former is sometimes called the pure QMP, while the latter is
sometimes called the mixed QMP. Of these two variants, the mixed QMP is arguably a much
closer analogy to the classical marginals problem [FC12].

The distinction between these two variants is strongest when the marginal scenario under
consideration, M “ pS1, . . . , Smq, has disjoint marginal contexts, i.e. Si X Sj “ H for all
i ‰ j, or equivalently HM “ HS1 b ¨ ¨ ¨ b HSm – HJ . Under the assumption of disjoint
marginal contexts, the mixed QMP becomes trivial; every collection of density operators
pρS1 , . . . , ρSmq are the M-marginals of the density operator ρJ “ ρS1 b ¨ ¨ ¨ b ρSm . On the
other hand, under this assumption, the pure QMP remains non-trivial.

At the level of generality considered in this paper, wherein the marginal scenario M “

pS1, . . . , Smq is permitted to contain overlapping marginal contexts, e.g., Si X Sj ‰ H, the
distinction becomes less important because the marginals of a mixed state can equivalently
be viewed as the marginals of any of its purifications. Specifically, there exists a density
operator σJ P DpHJq with marginals ρS “ TrJzSpσJq for all S P M if and only if there exists
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a joint pure state ψJJ 1 P PpHJ b HJ 1q (where HJ 1 – HJ) such that pTrJzS b TrJ 1qpσJq “ ρS
for all S P M. Consequently, the techniques developed in this paper, which directly apply to
the pure QMP, can also be applied to any instance of the mixed QMP without substantial
modification.

6.6.2 Diagrammatics

The purpose of this subsection is to briefly introduce some diagrammatic notation that will be
useful for performing a few calculations in Section 6.6.3. The particular notations involving
symmetrization and antisymmetrization used here (Eq. (6.6.11) and onward), are taken
from Cvitanović’s excellent textbook [Cvi08] on diagrammatic calculations of invariants of
Lie groups, and are essentially the same those used by Penrose [Pen71]. For a categorical
justification of this notation, see [Sel12]. For further applications within quantum theory,
see [CK10; WBC11; BB17].

The essential idea is to depict linear operators, L : HX Ñ HY , by pictures with corre-
sponding inputs and outputs:

L

Y

X

. (6.6.1)

Of course, two linear operators can be combined in at least three different ways; specifi-
cally, by addition `, tensor product b, and sequential composition ˝. These operations are
depicted respectively as

L+M

Y

X

“ L

Y

X

` M

Y

X

, (6.6.2)

L⊗M

Y

X

Z

W

“ L M

Y

X

Z

W

, (6.6.3)

M ◦ L
X

Z

“
L

M

Y

X

Z

. (6.6.4)

Important special cases of this notation include the identity operator 1X : HX Ñ HX ,

I

X

X

“ X , (6.6.5)

and vectors |ψXy : C Ñ HX (and their conjugates xψX | : HX Ñ C) as

ψ

X , and
ψ

X
. (6.6.6)

This notation is especially elegant for depicting two concepts frequently encountered in this
paper: the partial trace and permutations.

First, given a bipartite operator L : HX b HY Ñ HX b HY , the partial trace TrY over
Y , is depicted as

TrY (L)

X

X

“ L

X

X

Y . (6.6.7)
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The trace over the identity operator 1X : HX Ñ HX , which is equal to the dimension of
HX , is therefore depicted as a closed loop

dX “ dimpHXq “ I X “ X “ X . (6.6.8)

Second, the tensor permutation representation, TX : Σm Ñ LpHbm
X q, of the symmetric

group, Σm, has elements depicted naturally as follows. When m “ 2, Σ2 “ te, p12qu, and
the identity TXpeq and swap TXpp12qq are depicted respectively by

X X

, and
X X

. (6.6.9)

Analogously, for m “ 3, the 3! “ 6 permutations in Σ3 are depicted by

X X X

,
X X X

,
X X X

,

X X X

,
X X X

,
X X X

.

(6.6.10)

The orthogonal projection operator, Π
p2q
X , onto the symmetric subspace _2HX Ď Hb2

X , re-
ferred to as the symmetrization operator, is given the following unique notation:

X X

:“ Π
(2)
X

X X

“
1

2 X X

`
1

2 X X

. (6.6.11)

Similarly, the orthogonal projection operator onto the antisymmetric subspace ^2HX Ď

Hb2, denoted by Π
p1,1q
X and referred to as the antisymmetrization operator, is depicted in a

complementary manner:

X X

:“ Π
(1,1)
X

X X

“
1

2 X X

´
1

2 X X

. (6.6.12)

Generalizing this notation for the orthogonal projection operators onto the symmetric and
antisymmetric subspaces of Hbm

X for m ą 2 can be done recursively as follows. For the sake
of clarity, the Hilbert space label, X, can often be omitted without introducing ambiguity.

...

...
“

1

m

ˆ

...

...
` pm ´ 1q ...

...

...

˙

, (6.6.13)

...

...
“

1

m

ˆ

...

...
´ pm ´ 1q ...

...

...

˙

. (6.6.14)

Finally, in order to generalize the above symmetrization and antisymmetrization notation to
the case of multipartite Hilbert spaces, e.g., HXY “ HX b HY , we introduce the following
notational definition for the joint symmetrization Π

p2q
XY :

X YX Y

“
1

2 X YX Y

`
1

2 X YX Y

. (6.6.15)
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6.6.3 The degree one case

This subsection explores the strength of the constraint imposed by Eq. (6.3.4) for the special
case when n “ 1 (equivalently Eq. (6.3.3)) for the purposes of detecting unrealizable M-
product states. For marginal scenarios involving disjoint marginal contexts, it will be shown
that Eq. (6.3.3) happens to be satisfied by all M-product states, and therefore is useless
for the QMP. For at least some marginal scenarios involving non-disjoint marginal contexts,
it will shown that Eq. (6.3.3) is already capable of witnessing the unrealizability of certain
M-product states. Finally, it is shown that for some (admittedly degenerate) marginal
scenarios, the constraint imposed by Eq. (6.3.3) is also sufficient for the corresponding QMP.

Throughout this subsection, unipartite subsystems are labeled alphabetically, e.g., A, B,
C . . ., and their respective dimensions denoted by lower-case letters, e.g., a “ dA, b “ dB,
etc.

Consider the marginal scenario M “ pA,Bq (m “ 2) for the joint context J “ AB. In
this scenario, the QMP is already fully solved: ρA and ρB are the marginals of some pure
state ψAB if and only if specpρAq “ specpρBq (see Section 6.6.4). To what extent, if any,
does Eq. (6.3.3) reproduce this known solution? If ρA and ρB are the marginals of some pure
state ψAB, Eq. (6.3.3) implies

ρA b ρB ď pTrB b TrAqpΠ
p2q
ABq. (6.6.16)

To calculate the right-hand side of the above inequality, it will be convenient to use the
diagrammatic notation introduced in Section 6.6.2. Specifically, Π

p2q
AB can be depicted using

Eq. (6.6.15) (with X, Y substituted by A,B), and thus pTrB b TrAqpΠ
p2q
ABq is equal to

A BBA
“

1

2 A BBA

`
1

2 A BBA

, (6.6.17)

“
ab

2 A B

`
1

2 A B

, (6.6.18)

“
1 ` ab

2 A B

. (6.6.19)

Therefore, Eq. (6.6.16) is equivalent to ρA b ρB ď 1
2
p1 ` abq1A b 1B, i.e.

ρA ρB

A B

ď
1 ` ab

2
A B

, (6.6.20)

which is an inequality satisfied by all pA,Bq-product states ρA b ρB because ρX ď 1X

already holds for all ρX P DpHXq and ab ě 1. In fact, it is not too difficult to show that
when M “ pX1, . . . , Xkq contains disjoint contexts, i.e. XiXXj “ H for i ‰ j, the inequality
in Eq. (6.3.3) is always trivial because TrmJzMpTJpπqq ě 1M holds for all π P Σk and thus

TrmJzMpΠ
pmq
J q ě 1M also. Fortunately, the same is not necessarily true for non-disjoint

marginal scenarios.
For an example of a non-trivial instance of Eq. (6.3.3), consider the marginal scenario

M “ pAB,AC,BCq for the joint context J “ ABC. In this scenario, the aforementioned
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operator inequality becomes

ρAB b ρAC b ρBC ď pTrC b TrB b TrAqpΠ
p3q
ABCq. (6.6.21)

The projector Π
p3q
ABC onto _3pHA b HB b HCq can be expressed as

A B C

“
1

3!

„

A B C
`

A B C
` (6.6.22)

A B C
`

A B C
`

A B C
`

A B C

ȷ

.

Therefore, pTrC b TrB b TrAqpΠ
p3q
ABCq becomes

A B C

“
1

3!

„

abc
A B C

` (6.6.23)

` c
A B C

` a
A B C

` b
A B C

` 2
A B C

ȷ

.

To show that Eq. (6.6.21) is a non-trivial constraint, we consider consider the case of three
qubits, i.e. a “ b “ c “ 2. For a given pair of qubits, the unique antisymmetric pure
state (also called the singlet state), Φ “ |Φy xΦ| P PpC2 b C2q, can be identified with
|Φy “ 1?

2
p|01y ´ |10yq and depicted as follows

Φ
“ , s.t. “ ´ , “ 1. (6.6.24)

When applied to pTrC b TrB b TrAqpΠ
p3q
ABCq (assuming a “ b “ c “ 2) we obtain the identity

“
1

3!
pabc ´ a ´ b ´ c ´ 2q “ 0, (6.6.25)

which, when combined with Eq. (6.6.21) proves that the pAB,AC,BCq marginals of a three-
qubit pure state ψABC always satisfy

ρAB ρBC ρCA “ 0. (6.6.26)

An example of an unrealizable triple of states pρAB, ρAC , ρBCq whose unrealizability is wit-
nessed by the above equality constraint is the triple of anti-correlated states, ρAB “ ρAC “

ρBC “ 1
2
p|01y x01| ` |10y x10|q, where the left-hand side evaluates to 2´5. Other examples

includes the triple of singlets ρAB “ ρAC “ ρBC “ Φ (with value 2´4), or the triple of maxi-
mally mixed states ρAB “ ρAC “ ρBC “ I

2
b I

2
(with value 2´6). An example of an inconsistent

triple of states for which Eq. (6.6.26) happens to be satisfied is ρAB “ ρBC “ |00y x00| and
ρAC “ |11y x11|.

To conclude, consider the rather non-standard marginal scenario M “ pX,Xq for the
joint context J “ X. Taken literally, the QMP for this marginal scenario is to determine,
for any given pair of states ρX , σX P DpHXq, whether or not there exists a pure state
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ψX P PpHXq such that ρX “ ψX and σX “ ψX . This marginal scenario can be regarded
as “non-standard” for at least two reasons: (i) the marginal context X is repeated twice
in M, and (ii) since X is not a proper subset of X, ρX and σX are not proper marginals
of ψX . Taken together, the QMP for this scenario has a simple solution: ρX and σX are
realizable if and only if they are both pure states and equal to each other. Nevertheless, in
this scenario Eq. (6.3.3) is a valid constraint; in particular, it simplifies to ρX b σX ď Π

p2q
X ,

or diagrammatically

ρX σX

X X

ď
X X

. (6.6.27)

The above inequality implies that TrpσXρXq “ 1 since

0 ď ρX σX
ď “ 0, (6.6.28)

and

ρX σX
“

1

2 ρX σX
´

1

2 ρX σX
, (6.6.29)

“
1

2

˜

1 ´
ρX

σX

¸

. (6.6.30)

Since TrpσXρXq “ 1 holds if and only if σX “ ρX “ ψX for some pure state ψX , we see that
Eq. (6.3.3), which becomes Eq. (6.6.27), is both necessary and sufficient for the M “ pX,Xq

instance of the QMP.

6.6.4 The Bipartite QMP

This subsection considers the bipartite marginal scenario, M “ pA,Bq, for the joint context
J “ AB. For this scenario, the QMP is fully solved and admits of a simple solution: ρA and
ρB are the marginals of a joint pure state ψAB P PpHABq if and only if they have the same
spectrum [TV15; Kly04]. A natural question arises: how does Theorem 6.3.4 recover this
well-known result?

To answer this question, first let a “ dimpHAq, b “ dimpHBq, and let ℓ “ minpa, bq. For
this scenario, Eq. (6.3.4) becomes

pρA b ρBq
bn

ď pTrB b TrAq
bn

pΠ
p2nq
AB q. (6.6.31)

Now let sA P Sa and sB P Sb be the spectra of ρA and ρB. Using the results of Section 6.5.4
(or essentially the spectral estimation theorem [KW01; CM06]), together with Eq. (6.5.23),
it is possible to show that the exponential factor in Eq. (6.3.7), ΩpρA b ρBq, depends only
on rA and rB and is equal to:

ΩpρA b ρBq “ inf
rPSℓ

pDpsA ∥rq ` DpsB ∥rqq, (6.6.32)

where Dpp∥qq is the relative entropy Dpp∥qq “
ř

i piplog pi ´ log qiq. Since Dpp∥qq only
vanishes if p “ q, ΩpρA b ρBq only vanishes if sA “ sB. Therefore, we conclude that ρA
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and ρB are the pA,Bq-marginals of a pure state ψAB P PpCa b Cbq if and only if they have
equal spectra. Additionally, using Pinsker’s inequality [RW09], ∥p ´ q∥21 ď 2Dpp∥qq, and
the triangle inequality for ∥¨∥1, we obtain:

∥sA ´ sB∥21 ď 3p∥sA ´ r∥21 ` ∥sB ´ r∥21q (6.6.33)

ď 6pDpsA ∥rq ` DpsB ∥rqq. (6.6.34)

Therefore, ΩpρA b ρBq ě ∥sA ´ sB∥21 {6.
A more direct consequence of Eq. (6.6.31) is the following proposition.

Proposition 6.6.1. Let n P N and let α P Ya
n and β P Yb

n be partitions. If ρA b ρB satisfies
Eq. (6.6.31), then

sαprAqsβprBq ď
ÿ

λPYℓ2n

cλαβ
dimpMa

λq dimpMb
λq

dimpVλq
, (6.6.35)

where rA and rB are the spectra of ρA and ρB respectively. Additionally, sα and sβ are
Schur functions [Sra16; Sag13] and cλαβ is the Littlewood-Richardson coefficient [LR34; Ful00;
PPY19].

Proof. One of the most powerful tools for decomposing bipartite Hilbert spaces, specifically
the symmetric subspace of a bipartite system _kpHA b HBq – V ab

pkq, is known as GLpaq ˆ

GLpbq-duality [How87] (see also [Wal14, Eq. (2.25)]):

V ab
pkq –

à

λPYℓk

Ma
λ b Mb

λ, (6.6.36)

where ℓ “ minpa, bq. Using this result, and applying Πα
A b Πβ

B to the right-hand-side of
Eq. (6.3.4), we obtain

TrbnABtpΠα
A b Πβ

BqpTrbnB b TrbnA qpΠ
p2nq
AB qu

“ dimpVαq dimpVβq
ÿ

λPYℓ2n

cλαβ
dimpMa

λq dimpMb
λq

dimpVλq
,

(6.6.37)

where cλαβ counts the multiplicity of the Σn ˆ Σn irreducible representation space Vα b Vβ
inside Vλ under the restriction of Σ2n to Σn ˆ Σn. By comparison, applying Πα

A b Πβ
B to the

left-hand-side of Eq. (6.3.4) yields

TrppΠα
A b Πβ

BqpρbnA b ρbnB qq (6.6.38)

“ TrpΠα
Aρ
bn
A qTrpΠβ

Bρ
bn
B q, (6.6.39)

“ sαprAq dimpVαqsβprBq dimpVβq. (6.6.40)

Therefore, Eq. (6.6.31) implies Eq. (6.6.35) and thus the claim holds.
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6.6.5 Fermionic & Bosonic QMP

Our sufficient family of necessary inequality constraints can be modified to handle the
fermionic and bosonic variants of the QMP. Recall that a state describing a system of p
fermions (resp. bosons) with f internal degrees of freedom, is typically modeled by an el-
ement of the antisymmetric subspace ^pCf (resp. the symmetric subspace _pCf ). Since
^pCf (resp. _pCf ) can be viewed as a subspace of a p-partite composite Hilbert space
pCf qbp, and _n ^pCf (resp. _n _pCf ) serves as the respresentation space for an irreducible
representation of SUp^pCf q – SUpdimp^pCf qq – SUp

`

f
p

˘

q (resp. SUp
`

p`f´1
p

˘

q), the ana-

logue of Eq. (6.5.23) holds and thus an analogue of Lemma 6.3.5 also holds. Altogether, a
generalization of Theorem 6.3.4 holds:

Corollary 6.6.2. Let HV Ď HJ be a subspace of a joint Hilbert space, HJ . An M-product
state, ρM “ ρS1 b ¨ ¨ ¨ bρSm, is realizable by a joint pure state ψV P HV Ď HJ in the subspace
HV if and only if for all n P N,

ρbnM ď TrbnmJzMpΠ
pnmq
V q, (6.6.41)

where Π
pnmq
V is the projection operator onto the nm-symmetric subspace _nmHV Ď Hbnm

J .

6.6.6 Counting Solutions to the QMP

Whenever a given M-product state, ρM “ ρS1 b¨ ¨ ¨bρSm , is shown to be realizable, a natural
follow-up problem is to determine whether or not the joint state, ψJ , satisfying Eq. (6.2.9)
is unique. For the bipartite marginal scenario, M “ pA,Bq, if the common spectrum of ρA
and ρB is s “ ps1, . . . , sr, 0, . . . , 0q, with positive values distinct, i.e. s1 ą ¨ ¨ ¨ ą sr ą 0, then
the unique pure state, ψAB P PpHJq, satisfying Eq. (6.2.9) is ψAB “ |ψABy xψAB| where

|ψABy “

r
ÿ

i“1

?
si |ϕ

piq
A y b |ϕ

pjq
B y , (6.6.42)

where tϕ
piq
A uri“1 and tϕ

piq
B uri“1 are the eigenvectors of ρA and ρB. If, however, the common

spectrum, ps1, . . . , sr, 0, . . . , 0q, is degenerate in the sense that some of its values are identical,
then the solution to Eq. (6.2.9) may not be unique. A familiar example of this phenomenon,
for the two-qubit Hilbert space HJ – C2 b C2, are the four Bell states all sharing the same
pair of maximally-mixed, single-qubit marginals, p1

2
, 1
2
q.

The following result generalizes Eq. (6.3.4) by considering the possibility that an M-
product may be realizable by multiple, orthogonal, joint states.

Corollary 6.6.3. Let ρM “ ρS1 b ¨ ¨ ¨ b ρSm be an M-product state and tψ
p1q
J , . . . , ψ

pvq
J u be a

set of joint pure states, satisfying i) for all 1 ď j, k ď v,

Trpψ
pjq
J ψ

pkq
J q “ | xψ

pjq
J |ψ

pkq
J y |

2
“ δj,k, (6.6.43)

and ii) for all 1 ď i ď m, and 1 ď k ď v,

ρSi “ TrJzSipψ
pkq
J q. (6.6.44)
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Then, the following inequality holds:

vnmρbnM ď
ÿ

λPYvnm

TrbnmJzMpΠλ
Jq. (6.6.45)

Proof. Let PV be the orthogonal projection operator onto the subspace of HJ spanned by
tψ

pkq
J uvk“1, i.e.,

PV “

v
ÿ

k“1

ψ
pkq
J . (6.6.46)

Since each ψ
pkq
J has marginals pρS1 , . . . , ρSmq, we conclude

TrbnmJzMpPbnmV q “ vnmρbnM . (6.6.47)

Furthermore, PbnmV commutes with TJpπq for all π P Σnm and thus commutes with Πλ
J for

every λ P YdJ
nm. In fact, we obtain

PbnmV “
ÿ

λPYvnm

Πλ
JP

bnm
V Πλ

J ď
ÿ

λPYvnm

Πλ
J , (6.6.48)

because i) Πλ
JP

bnm
V “ 0 for all λ with length ℓpλq ą v, and ii) PV ď 1J . Applying TrbnmJzM

yields Eq. (6.6.45).

Note that Eq. (6.6.45) is equivalent to Eq. (6.3.4) if v “ 1. Also note that while
Eq. (6.6.45) is necessary for the existence of v orthogonal solutions to the QMP, satisfy-
ing Eq. (6.6.45) for all n is generally insufficient (for v ą 1) to conclude that v orthogonal
solutions to the QMP exist. For example, if v “ dJ , Eq. (6.6.45) simplifies to

ρbnM ď

ˆ

1M

dM

˙bn

. (6.6.49)

The above constraint is evidently satisfied for all n P N, if and only if ρM is the maximally-
mixed M-product state, i.e., ρM “ 1M{dM. However, such states are generally unrealiz-
able [Kly02], e.g., it can be shown that p

1A

a
, 1B
b

q are not the pA,Bq-marginals of any pure
state, ψAB, if a ‰ b.
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Concluding remarks

This thesis considered the notion of a quantum realizability problem, which can be understood
as any kind of constraint satisfiability problem involving collections of constraints placed on
a quantum state. Throughout the thesis, these constraints are freely interpreted as candidate
properties the states of a quantum system may or may not possess. If the constraints happen
to be satisfiable by some quantum state, then the corresponding property values are said to
be realizable, otherwise they are unrealizable.

This thesis makes progress toward a general method for tackling quantum realizability
problems based upon insights from quantum property estimation and quantum tomogra-
phy. In particular, our main contribution is to demonstrate that the realizability of a given
collection of property values is encoded in the asymptotics of a corresponding sequence of
probabilities indexed by a positive integer n. These probabilities, in turn, can be interpreted
as the expected likelihood for n-copies of a random quantum state to behave in a manner
which is, in a certain sense, indicative of quantum states exhibiting those property values. In
the end, this method produces a hierarchy of necessary conditions, in the form a probabilistic
bounds, for the realizability of a given collection of property values which convergences to
sufficiency as the number of copies, n, tends to infinity.

Special emphasis is placed upon quantum realizability problems wherein each property
under consideration corresponds to the moment map, Ω, of a representation of a complex
reductive group, G, acting on an underlying complex finite-dimensional Hilbert space, V . In
this setting, the moment map evaluated on the subspace spanned by a given unit vector, v,
denoted by Ωprvsq, serves two purposes: (i) as a non-commutative gradient of the logarithm
of the norm of a point in the G-orbit of v, and (ii) as the map assigning to each Hermitian
operator in the Lie algebra of G, the corresponding expectation value with respect to the pure
quantum state associated to the vector v. It is this bridge between the statistical moments
of Hermitian observables and the algebreogeometric features of group orbits which gives rise
to the vast majority of the results presented in this thesis.

Specifically, this thesis builds upon two recent and intimately related results. First and
foremost is the strong-duality result (see Section 3.3.4, Theorem 3.3.20) due to Franks and
Walter [FW20] for the problem of non-commutative optimization theory [Bür+19]. The sec-
ond result upon which this thesis relies is the generalization of Keyl’s large deviation theory
approach to quantum state estimation theory [Key06] to handle the estimation of arbitrary
moment maps developed by Botero, Christandl, and Vrana [BCV21] (see Section 4.4.1).

These results are ultimately derivable from the deformed strong-duality theorem (see
Section 4.3.4, Theorem 4.3.14 or [FW20]) which, for the purposes of this thesis, provides
a correspondence between (i) the value, ω, of the moment map of the ray spanned by the
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unit vector v, and (ii) the rate of exponential decay of the norm, ∥Qω
nv
bn∥ of the nth tensor

power vbn when projected onto a corresponding sequence of subspaces (by the projection
operator Qω

n) as n tends to infinity. The square of the latter of these two quantities can, via
the Born rule, be interpreted as the probability for a particular outcome to occur when a
collective, covariant measurement is performed on n copies of the quantum state associated
to v. Altogether, these results enable one to distinguish between those quantum states,
v, whose moment map equals ω from those quantum states whose moment map does not
equal ω; if Ωprvsq ‰ ω, then the probability ∥Qω

nv
bn∥2 decays to zero at an exponential rate

with increasing n, otherwise Ωprvsq “ ω and the probability ∥Qω
nv
bn∥2 does not decay at

an exponential rate with increasing n. These insights are then used in Chapter 5 to derive
novel solutions to quantum realizability problems involving a finite, by otherwise arbitrary,
collection of moment maps.

Perhaps the most significant application for these new tools was to the quantum marginal
problem, where in Chapter 6, it was shown how to construct a sufficient hierarchy of necessary
operator inequalities for the realizability of any given collection of quantum marginals. Ex-
isting attempts to analytically solve the quantum marginal problem have also produced nec-
essary and sufficient conditions, albeit only for marginal scenarios involving disjoint marginal
contexts [Kly06], marginal scenarios with a small degree of overlap [CŞW18] or additionally
only for low-dimensional Hilbert spaces [Che+14]. While numerical methods for solving
quantum marginal problems using semidefinite programming already exist [Hal07; Yu+21],
the results presented in Chapter 6 constitute a significant step toward a fully analytic solution
to the quantum marginal problem.

Beyond the immediate application of these techniques to instances of quantum realizabil-
ity problems which remain unsolved, such as the existence of absolutely maximally entangled
states for large composite quantum systems [HC13] or the allocation of von Neumann en-
tropies for more than three subsystems [Pip03; LW05], there exists numerous promising areas
for follow-up research which could build upon the estimation-theoretic themes presented by
this thesis, or at the very least, could seek to address or alleaviate some of its apparent
limitations.

For instance, perhaps the most broadly applicable and powerful result of this thesis,
Corollary 5.1.23, suggests the need to calculate the asymptotics of quantities of the form
appearing in Section 5.1.5, Eq. (5.1.66) as n tends to infinity. Despite the myriad of symme-
tries which may be exploited to simplify calculations (see Section 5.1.5), a direct calculation
for large n remains both numerically and analytically intractable. To address these difficul-
ties, future research could either seek to characterize which terms in the biriffle expansion
(Theorem 5.1.24) dominate in the limit of large n, or otherwise seek to derive non-trivial
bounds analogous to the bounds from Lemma 5.1.25. Alternatively, using techniques from
geometric group theory applied to the symmetric group it appears possible to explore var-
ious asymptotic regimes wherein Hilbert space dimensions tend to infinity (analogously to
Ref. [DLN20]).

Another limitation of this approach which future research could seek to address is the
assumption that the underlying Hilbert space dimension is both finite and known a prior.
From the perspective of performing quantum estimation schemes experimentally, the as-
sumption that the dimensionality is known a prior is difficult to justify. Moreover, the
assumption of finite dimensionality was crucial in establishing the inclusivity lower-bounds
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used in Section 5.1.2, and would prove challenging to generalize under the assumption of
infinite dimensional Hilbert spaces. Nevertheless, it may be possible to reinterpret some
of the results of this thesis as providing witnesses of large dimensionality which could be
experimentally tested.

Future research could also seek to better understand how the convergent hierarchies of
necessary inequalities for realizability presented here are related to the convergent hierarchies
of semidefinite programs used to solve similar feasibility and optimization programs involving
constraints placed on quantum states [Yu+21; BKM21; NPA08]. At the very least, these
two approaches appear superficially related; while the mathematical machinery of this thesis
relies on a method for non-commutative optimization in the sense of Bürgisser et al. wherein
the domain of optimization is a non-abelian group [Bür+19], the convergent hierarchies of
semidefinite programs can also be understood as a method for solving non-commutative
optimization problems, albeit in a different sense, wherein the domain of optimization is a
collection of not-necessarily-commuting variables [PNA10]. Although the degree to which
these two approaches are connected remains unclear, resolving these connections would likely
be a fruitful area of research.

Finally, it appears possible to use the results of this thesis to also tackle approximate
realizability problems. Specifically, by using the bound presented in Proposition 4.3.12 for
fixed degree n along with a Eq. (5.1.29) appearing in the proof of Theorem 5.1.15, it be-
comes possible to place a lower-bound on the supremum of the deformed capacity, which
when combined with the quantitative strenghthing of the Kempf-Ness theorem obtained by
Bürgisser et al. [Bür+19, Thm. 1.17], it appears possible to place an upper-bound on how
close a given moment map value is to being realizable. By analyzing this series of bounds in
rigorous detail (and generalizing to the case of multiple moment maps as in Section 5.1.4),
it seems plausible that one could place an upper bound on the minimal degree needed to
decide a given approximate realizability problem as a function of the approximation param-
eter, ε. Of course, future research is needed to verify the details of this proposal and to
determine if the minimal degrees needed to decide an ε-realizability problem in this manner
grows sufficiently slowly with descreasing ε as to be practical.
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Appendices

A.1 Misc. Results

Lemma A.1.1. Let X be a topological space and let f : X Ñ r´8,8s be a function. Let
Lf pcq “ tx P X | fpxq ď cu be a lower level set of f . Then f is lower-semicontinuous if and
only if Lf pcq is closed for all c.

Proof. To prove the “only if” portion of the proof, note that a function f : X Ñ r´8,8s is
lower-semicontinuous if and only if whenever fpxq ą y, there exists an open neighborhood
N Ď X of x such that @n P N : fpnq ą y. Since x R Lf pcq if and only if fpxq ą c we
conclude that there exists an open neighborhood N of x such that @n P N : fpnq ą c and
thus N Ď XzLf pcq. Therefore, every x P XzLf pcq is an interior point of XzLf pcq and thus
Lf pcq is closed. To prove the “if” portion of the proof, note that if XzLf pcq is open for all c
then for every x P XzLf pcq there exists an open neighborhood N of x contained in XzLf pcq
such that @n P N , fpnq ą c and thus f is lower-semicontinuous.

A.2 Invariant post-selection

At the core of many of the theorems and results of this thesis is a deceptively simple yet
powerful technique for placing universal upper bounds on the probability, TrpρEq, where the
effect E P BpVq is K-invariant (k ¨ E “ Φpkq˚EΦpkq “ E for all k P K) for generic states
ρ in terms of the probability assigned to E by a special state τ . As will be shown in this
section, this powerful technique relies upon viewing the state ρ as the post-measurement
state obtained after witnessing a particular outcome when measuring a purification of the
special state τ . It is from perspective that this this technique was termed the post-selection
technique by Christandl, König, and Renner when it was first introduced in [CKR09] and
[Ren10]. Although the post-selection technique was only explicitly demonstrated in the
context where G was the symmetric group Sn and V was the n-fold tensor product space,
the original authors accurately concluded that their concept could be extended to the more
general setting presented here.

We begin by considering the following steering lemma which expresses every quantum
state, ρ, as the resulting steered state after obtaining a outcome dual to ρ when measuring
a portion of a maximally entangled state.

Proposition A.2.1. Let H be a finite-dimensional complex Hilbert space with dimension d “

dimpHq and let Z » Cd be another finite-dimensional complex Hilbert space isomorphic to H
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through the identification of an orthonormal basis t|1yH , . . . , |dyHu for H with an orthonormal
basis t|1yZ , . . . , |dyZu for Z. Then any quantum state ρH P SpHq on H can be expressed as

ρH “ dTrZrp1H b Dρ
Zqp|ψy xψ|qHbZs (A.2.1)

where |ψyHbZ is the pure state

|ψyHbZ “
1

?
d

d
ÿ

i“1

|iyH b |iyZ , (A.2.2)

and Dρ
Z P BpZq is the effect dual to ρ defined by

Dρ
Z “

d
ÿ

i,j“1

p|iy xj|qZTrrρHp|jy xi|qHs. (A.2.3)

The next result essentially extends Proposition A.2.1 to the setting where ρ is a K-
covariant quantum state. It can be seen as a generalization of [CKR09, Lem. 2] or equiva-
lently [Ren10, Lem. 3].

Corollary A.2.2. Let Φ : K Ñ UpVq be a unitary representation of a compact group K on
a finite-dimensional complex Hilbert space V. Let V˚ denote the dual vector space of V and
let Φ˚ : K Ñ UpV˚q be the dual representation of K on V˚. Let ρV P SpVq be a K-covariant
quantum state in the sense that for all k P K, ΦpkqρVΦpk´1q “ ρV . Then there exists an
ancillary Hilbert space Z, state τVbZ P SpV b Zq and effect Dρ

Z P BpZq satisfying

ρV “ dimppV b V˚qKqTrZrp1V b Dρ
ZqτVbZs. (A.2.4)

Proof. Consider the subspace of K-invariant vectors in V b V˚ defined by

pV b V˚qK :“ tw P V b V˚ | @k P K : pΦpkq b Φ˚pkqqw “ wu, (A.2.5)

and let its dimension be denoted by

γ :“ dimppV b V˚qKq. (A.2.6)

Let τVbV˚ P SpV bV˚q be the quantum state proportional to the projection operator ΠK
VbV˚

onto the fixed subspace pV b V˚qK :

τVbV˚ “ γ´1ΠK
VbV˚ . (A.2.7)

Additionally, let τV P SpVq be partial trace (over V˚) of τVbV˚ :

τV “ TrV˚rτVbV˚s “ γ´1TrV˚rΠK
VbV˚s. (A.2.8)

Now let t|1y
pVbV˚qK , . . . , |γy

pVbV˚qKu be an arbitrary orthonormal basis for the subspace

pV bV˚qK Ă V bV˚ and fix a purifying space Z » Cγ isomorphic to pV bV˚qK and consider
the unit vector

|ψyVbV˚bZ :“
1

?
γ

γ
ÿ

i“1

|iy
pVbV˚qK b |iyZ . (A.2.9)
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Viewing |ψyVbV˚bZ as a unit vector in V b V˚ b Z, it becomes a purification of τVbV˚ and
thus its sensible to define

τVbV˚bZ :“ p|ψy xψ|qVbV˚bZ . (A.2.10)

Finally let
τVbZ :“ TrV˚rτVbV˚bZs. (A.2.11)

Then for any ρV P EndpVqK – pV b V˚qK , the effect Dρ
Z P BpZq considered in Proposi-

tion A.2.1 (where H is replaced by pV b V˚qK) satisfies

ρV “ γTrZrp1V b Dρ
ZqτVbZs, (A.2.12)

which proves the claim.

Theorem A.2.3. Let Φ : K Ñ UpVq be a unitary representation of a compact group on a
finite-dimensional complex Hilbert space V. Let E P BpVq be an effect, 0V ď E ď 1V , that is
K-covariant in the sense that

@k P K : ΦpkqEΦpk´1q “ E. (A.2.13)

Then there exists a state τ such that

sup
ρPSpVq

TrrEρs ď dimppV b V˚qKqTrrEτ s, (A.2.14)

where pV b V˚qK is the subspace of K-invariant vectors in V b V˚.

Proof. By the K-covariance of E, for any state ρ P SpVq, the value of the probability TrpEρq

is always equal to the probability associated to a K-covariant state ρ̃ because

TrrEρs “

ż

K

dµpkqTrrΦpkqEΦpk´1qρs,

“ TrrE

ż

G

dµpkqΦpk´1qρΦpkqs,

“ TrrEρ̃s.

(A.2.15)

Therefore, by an application of Corollary A.2.2, there exists a state τVbZ such that

TrrEρ̃s “ γTrrpE b Dρ̃
ZqτVbZs (A.2.16)

where γ “ dimppV b V˚qKq. The upper-bound on TrrEρ̃s then emerges by noting that
Dρ̃

Z ď 1Z and thus
TrrEρ̃s ď γTrrpE b 1ZqτVbZs “ γTrrEτVs. (A.2.17)
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A.3 Expected expectation values

The purpose of this section is to calculate the probability density of the probability measure
obtained by pushing forward the uniform probability measure over the unit sphere, S2d´1,
of a d-dimensional complex Hilbert space through the natural map into the projective space
PpCdq and then through the expectation value map ψ ÞÑ TrpPψXq of a single observable
X P EndpHq satisfying X˚ “ X.

It is important to note that the results obtained in this section, namely Theorem A.3.1
and Theorem A.3.2, are not new. These results were obtained previously by Venuti and
Zanardi [VZ13, Eq. (17)] and later by Zhang et al. [Zha+22, Prop. 4]. These results can
also be interpreted as a special case of [Chr+14, Thm. 4.1]. The particular Laplace transform
techniques used to derive this probability density are due to Zhang et al. [Zha+22].

Our reasoning for including the forthcoming derivation in this thesis is three-fold. The
first reason is simply that the exact formula obtained here serves as a point of comparison
to the asymptotic approximations obtained in Section 5.1.3 and Section 5.1.4. The second
reason is simply to highlight, from the perspective of residue theory, the significant role
played by the degeneracies in the spectrum of the observable X. Finally, the third reason
is to expose some of the challenges that arise when trying to calculate the joint probability
density associated to the expectation values of a tuple of non-commuting observables (see
Remark A.3.3).

The starting point is to consider the natural Updq-invariant probability measure over the
sphere of unit vectors S2d´1 » tv P Cd | ∥v∥2 “ 1u (Definition 2.2.6), and its push-forward
to a measure over the projective space PpCdq » CP d´1 via the map v ÞÑ rvs “ Cv. The
surface area of the unit sphere S2d´1 is known to be equal to 2πd{Γpdq where Γ is the Gamma
function which, when restricted to positive integers, has the form Γpdq “ pd´1q!. Therefore,
the uniform measure on the unit sphere S2d´1 Ă R2d can be expressed as a probability
density relative to the Lebesgue measure on R2d by

dνpvq “
Γpdq

2πd
δp1 ´ ∥v∥2q

d
ź

i“1

dxi dyi, (A.3.1)

where δp1´∥v∥2q enforces normalization and where the coordinates xi and yi are related to v
via zj “ xi ` iyi “ xei, vy for some chosen orthonormal basis te1, . . . , edu of Cd. Furthermore
note that δp1 ´ ∥v∥2q “ 2δp1 ´ ∥v∥22q.

The pushforward of the measure ν on the unit sphere S2d´1 through the aforementioned
map v ÞÑ Cv yields a measure on PpCdq, denoted by µ, and can be defined implicitly for all
measurable functions g : PpCdq Ñ R by the equation

ż

ψPPpCdq
dµpψqgpψq “

ż

vPS2d´1

dνpvqgprvsq. (A.3.2)

Therefore if X is a Hermitian operator on H » Cd, then the pushforward of µ through the
expectation value map ψ ÞÑ ΓψpXq has density fXpxq defined by

fXpxq “

ż

ψPPpCdq
δpx ´ ΓψpXqq dµpψq “

ż

vPS2d´1

δpx ´ xv,Xvyq dνpvq. (A.3.3)
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Next let the eigenvalues of X be denoted by tλ1, . . . , λdu Ă R and then non-uniquely
construct an orthonormal basis te1, . . . , edu for Cd consisting of eigenvectors of X such
that Xej “ λjej holds for all j P rds. Using this basis in Eq. (A.3.1) with coordinates
zj “ xj ` iyj “ rje

iθj “ xej, vy simplifies the expression xv,Xvy above substantially. In par-
ticular, by switching to polar coordinates (with change of measure dxj dyj “ rj drj dθj), then
integrating over the polar angles θj, and then finally changing variables to the non-negative
quantity pj “ r2j “ |xej, vy|

2 produces

fXpxq “ Γpdq

ż

pPRdě0

δpx ´

d
ÿ

i“1

λipiqδp1 ´

d
ÿ

i“1

piq
d

ź

i“1

dpi. (A.3.4)

This integral expression for fXpxq admits of a straightforward interpretation as an integral
over the standard probability simplex, i.e., where the coordinates pp1, . . . , pdq form a proba-
bility distribution and

řd
i“1 λipi “ x expresses the constraint that x P R must be a convex

combination of the spectra of X.
From here, one can directly compute the density fXpxq by calculating its characteristic

function via Fourier methods and then using Gaussian integration as in [VZ13], or equiv-
alently by calculating its moment generating function via Laplace methods and then using
the inverse Laplace transform as in [Zha+22]. As previously mentioned, we will adopt the
Laplace method used by Zhang et al. [Zha+22].

Recall that the (bilateral) Laplace transform and inverse Laplace transforms (also known
as the Bromwich or Fourier-Mellin integration) can be respectively written as

F psq “ L tfupsq “

ż 8

´8

fptqe´st dt, (A.3.5)

fptq “ L ´1
tF uptq “

1

2πi
lim
TÑ8

ż σ`iT

σ´iT

F psqest ds. (A.3.6)

Note that the latter integral expression for L ´1tF uptq is calculated by means of residue
theory. Specifically, the integral may be evaluated along any line segment from σ ´ iT to
σ ` iT in the complex plane with constant real part σ such that the integral expression for
Laplace transform evaluated at σ, namely F pσq above, actually converges. For our purposes,
this condition amounts to ensuring that the value of σ is larger than all of the real parts of
all poles of F psq and such that F psq is bounded along this line segment.

Returning to Eq. (A.3.4), the Laplace transform for fXpxq can be interpreted as a mo-
ment generating function (with opposite sign) for the random variable with density fXpxq.
Specifically, the Laplace transform of fXpxq as a function of χ is

L tfXupχq “ Γpdq

ż

pPRdě0

expp´χ
d

ÿ

i“1

λipiqδp1 ´

d
ÿ

i“1

piq
d

ź

i“1

dpi. (A.3.7)

Following [Zha+22], we renormalize the pi-coordinates such that
ř

ipi “ t and define the
function rptq by

rptq :“ Γpdq

ż

pPRdě0

expp´χ
d

ÿ

i“1

λipiqδpt ´

d
ÿ

i“1

piq
d

ź

i“1

dpi. (A.3.8)
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such that rp1q “ L tfXupχq. Applying a second Laplace transform to the function rptq
sending t ÞÑ τ , produces

L trupτq “ Γpdq

d
ź

i“1

ż

piPRě0

expp´pχλi ` τqpiq dpi. (A.3.9)

As this integration is now separable with respect to pi-coordinates, one obtains (assuming
χλi ` τ ą 0 for the sake of convergence),

L trupτq “ Γpdq

d
ź

i“1

1

χλi ` τ
. (A.3.10)

In order to apply the inverse Laplace transform, Eq. (A.3.6), one must identify the poles in
L trupτq as complex function of τ P C. It is at this stage that one can invoke the simplifying
assumption that X has non-degenerate spectra meaning λi ‰ λj for all i ‰ j. Under this
assumption, the function L trupτq has only simple poles whenever τ “ ´χλi for some i P rds.
Therefore by the residue theorem (and closing the contour of integration to the left at ´8),
the inverse Laplace transform produces

rptq “ Γpdq

d
ÿ

i“1

Res

˜

exppτtq
d

ź

j“1

1

χλj ` τ
, x ÞÑ ´χλi

¸

, (A.3.11)

“ Γpdq

d
ÿ

i“1

expp´χλitq

χd´1
ś

j‰ipλj ´ λiq
. (A.3.12)

The Laplace transform of fXpxq is recovered when the normalization parameter t, is set back
to t “ 1, i.e. L tfXupχq “ rp1q. Therefore, fXpxq can be recovered by another application
of Eq. (A.3.6). Now L tfXupχq has a single pole of order d´ 1 at χ “ 0, so we obtain by an
analogous calculation (which contour of integration closed to the right) that

fXpxq “ Γpdq

d
ÿ

i“1

Hpx ´ λiq
ś

j‰ipλj ´ λiq
Res

ˆ

exppχpx ´ λiqq

χd´1
, χ ÞÑ 0

˙

, (A.3.13)

where the factor of Hpx ´ λiq (with H the Heaviside step function) arises because if x ´ λi
were negative, the resulting contour of integration excludes the only pole at χ “ 0, and thus
the integral vanishes. Moreover, the value of the residue itself is simply

Res

ˆ

exppχpx ´ λiqq

χd´1
, χ ÞÑ 0

˙

“
1

pd ´ 2q!
lim
χÑ0

B
pd´2q
χ exppχpx ´ λiqq, (A.3.14)

“
1

pd ´ 2q!
pχ ´ λiq

d´2. (A.3.15)

In conclusion, the above analysis proves the following theorem which is equivalent to
[Zha+22, Prop. 4] (or under the substitution 2Hptq “ signptq ` 1 to [VZ13, Eq. (17)]).
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Theorem A.3.1. Let X be a Hermitian operator on a d-dimensional Hilbert space H with
non-degenerate spectra λ “ tλ1, . . . , λdu. Then the probability density, fXpxq, of the push-
foward of the uniform measure on PH through the expectation-value map ψ ÞÑ TrpPψXq is
given by a piece-wise polynomial function of x:

fXpxq “ pd ´ 1q

d
ÿ

i“1

px ´ λiq
d´2Hpx ´ λiq

ś

j‰ipλj ´ λiq
. (A.3.16)

Unfortunately, Theorem A.3.1 is limited to the special case of non-degenerate spectra,
which excludes examples where X is a projector operator or when X is a local operator
having the form L b I.

Nevertheless, generalizing Theorem A.3.1 to cover the case of degenerate spectra, while
tedious, is fairly straight-forward. Specifically, the only modification that needs to be made
in the above derivation is to recognize that degeneracies in the spectra of X give rise to
non-simple poles appearing in Eq. (A.3.10). The proof of the following generalization of
Theorem A.3.1 can be found in [VZ13, Sec. 3 & App. B].

Theorem A.3.2. Let X be a Hermitian operator on a d-dimensional complex Hilbert space
H with ℓ distinct eigenvalues tλ1, . . . , λℓu where the eigenvalue λj has multiplicity (or de-

generacy) dj where 1 ď dj ď d and
řℓ
j“1 dj “ d. Then the probability density fXpxq, as

described in Theorem A.3.1, has the form

fXpxq “ Γpdq

ℓ
ÿ

k“1

dk´1
ÿ

Mk“0

pλk ´ xqd`Mk´dk´1signpλk ´ xqp´1qMk

2pd ` Mk ´ dk ´ 1q!pdk ´ 1 ´ Mkq!
ˆ

ˆ
ÿ

tmju
ℓ
j“1

ř

j‰kmj“Mk

ź

j‰k

ˆ

dj ` mj ´ 1

mj

˙

1

pλk ´ λjqdj`mj
.

(A.3.17)

Remark A.3.3. One might wonder how to generalize the above derivation to handle the
case of multiple observables. For instance, if A and B are two Hermitian observables, then
the joint probability density fA,Bpa, bq induced by pushing forward the uniform measure PH
through the map ψ ÞÑ pTrpPψAq,TrpPψBqq is

fA,Bpa, bq “

ż

ψPPpCdq
δpa ´ TrpPψAqqδpb ´ TrpPψBqq dµpψq. (A.3.18)

Interestingly one can relate the joint probability density fA,Bpa, bq for the pair of observables
A and B to the probability density fαA`βB associated to the linear combination αA ` βB.
To accomplish this, one utilizes the linearity of TrpPψ¨q and the Laplace transform of the
Dirac distributions δpa´TrpPψAqq and δpb´TrpPψBqq to obtain the joint Laplace transform
of fA,B:

L tfA,Bupα, βq “

ż

ψPPpCdq
expp´TrpPψpαA ` βBqq dµpψq. (A.3.19)

However, in order to calculate the above expression using the techniques introduced in this
section, it appears necessary to derive an expression for the eigenvalues of αA ` βB as a
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function of the pair pα, βq P R2. If the operators A and B commute, rA,Bs “ 0, then this
problem becomes straightforward as the eigenvalues of linear combinations of A and B are
simply linear combinations of the eigenvalues of A and B respectively. If however, A and B
do not commute, rA,Bs ‰ 0, then this problem becomes far too difficult, except in the case
of low-dimensional Hilbert spaces where relatively simple formulas for roots of characteristic
polynomials actually exist.

Example A.3.4. The joint probability density for a pair of qubit expectation values, A and
B, in the sense of Remark A.3.3, can be found in [Zha+22, Prop. 5]. Assuming A and B are
both traceless and linearly independent qubit observables, the expression in [Zha+22, Prop.
5] simplifies to

fA,Bpa, bq “
Hp1 ´ ωA,Bpa, bqq

2π
b

detpTA,Bqp1 ´ ω2
A,Bpa, bqq

, (A.3.20)

where TA,B is the invertible matrix

TA,B “

ˆ

xA,AyHS xA,ByHS

xB,AyHS xB,ByHS

˙

(A.3.21)

and where ωA,Bpa, bq “

b

pa, bqT´1A,Bpa, bqT . This formula was used previously to derive the

joint density found in Eq. (1.4.7).

A.4 A quantum de Finetti theorem

The following theorem, originally [Chr+07, Thm. II.2], demonstrates that the marginals
of states belonging to the irreducible representation space Hµ`ν of Updq (when viewed as
bipartite states with respect to the inclusion of Hµ`ν in Hµ bHν) are well-approximated by
convex combinations of coherent states.

Lemma A.4.1. Let λ be a highest weight in the irreducible representation space Hλ of the
compact Lie group G containing the highest-weight vector vλ P Hλ. For each g P G, let the
twirled highest-weight vector be vgλ “ Φλpgqvλ P Hλ, and define the rank-one quasi-projection
operator Eg

λ by
Eg
λ :“ dimHλ |vgλy xvgλ| . (A.4.1)

Then Eg
λ is the density of a positive-operator valued measure with respect to the G-invariant

Haar measure dg, i.e.
ż

gPUpdq

dgEg
λ “ 1Hλ

. (A.4.2)

Lemma A.4.2. Let everything be defined as in Lemma A.4.1 and let G “ Updq where the
weights λ can be identified with integer partitions with at most d parts or equivalently Young
diagrams with at most d rows.

If µ and ν are integer partitions, then the multiplicity of the representation Hµ`ν inside
the inner product representation Hµ b Hν is exactly one and highest weight vector vµ`ν in
Hµ`ν can be identified with the product vµ b vν. In other words,

Eg
µ`ν “

dimpHµ`νq

dimpHµq dimpHνq
Eg
µ b Eg

ν . (A.4.3)
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Theorem A.4.3. Let everything be as in Lemma A.4.2 and let ρµ,ν P SpHµ`νq Ď SpHµbHνq

be a bipartite quantum state and let ρµ P SpHµq be the partial trace over Hν of ρµ,ν. Then
there exists a probability measure, m, over Upgq and a convex combination of coherent states
Cµ
m P SpHµq, such that

∥ρµ ´ Cµ
m∥ ď 4ϵ, (A.4.4)

where ∥¨∥ is the trace norm (∥X∥ “ Trp
?
X˚Xq), and

ϵ “ 1 ´
dimpHνq

dimpHµ`νq
. (A.4.5)

Proof. Here we present the same proof technique used in [Chr+07, Thm. II.2]. For ease of
notation, let P g

λ “ |vgλy xvgλ| be the rank-one projection operator satisfying Eg
λ “ dimpHλqP g

λ .
Now define wg by

wg “ Trrp1µ b Eg
νqρµ,νs (A.4.6)

and the residual state ρgµ P SpHµq by

ρgµ “ w´1g Trνrp1µ b Eg
νqρµ,νs (A.4.7)

such that

ρµ “

ż

Updq

dgwgρ
g
µ. (A.4.8)

Also, let the probability measure m on Updq be defined such that

Cµ
m “

ż

Updq

dmpgqP g
µ , (A.4.9)

“

ż

Updq

TrrEg
µ`νρµ,νsP g

µ dg, (A.4.10)

“
dimpHµ`νq

dimpHνq

ż

Updq

TrrpP g
µ b Eg

νqρµ,νsP g
µ dg, (A.4.11)

“
dimpHµ`νq

dimpHνq

ż

Updq

wgTrrP g
µρ

g
µsP g

µ dg, (A.4.12)

“
dimpHµ`νq

dimpHνq

ż

Updq

wgP
g
µρ

g
µP

g
µ dg, (A.4.13)

where the last equality follows because P g
µ is rank-one. Now using the above integral expres-

sions for ρµ and Cµ
m along with the definition of ϵ, the difference ρµ ´ Cµ

m can be expressed
as

ρµ ´ Cµ
m “ ρµ ´

dimpHνq

dimpHµ`νq
Cµ
m ´ ϵCµ

m “

ż

Updq

dgwg
`

ρgµ ´ P g
µρ

g
µP

g
µ

˘

´ ϵCµ
m. (A.4.14)

At this stage, note that the operator ρgµ ´ P g
µρ

g
µP

g
µ need not be positive semidefinite. Never-

theless, by letting the maximal projector orthogonal to P g
µ be denoted by P␣gµ “ 1µ ´ P g

µ ,
one obtains

ρgµ ´ P g
µρ

g
µP

g
µ “ ρgµP

␣g
µ ` P␣gµ ρgµ ´ P␣gµ ρgµP

␣g
µ . (A.4.15)
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Then, by the definition of wgρ
g
µ given above,

ż

Updq

dgwgP
g
µρ

g
µ “

ż

Updq

dgTrνrpP g
µ b Eg

νqρµ,νs “
dimpHνq

dimpHµ`νq
ρµ, (A.4.16)

which, in turn, implies the contribution of the P␣gµ ρgµ term is of order ϵ:

ż

Updq

dgwgP
␣g
µ ρgµ “ ϵρµ. (A.4.17)

In a similar manner, one can also prove the contribution from the ρgµP
␣g
µ is the same, as

ż

Updq

dgwgρ
g
µP

␣g
µ “ ϵρµ. (A.4.18)

Finally, using the convexity of the trace norm and cyclicity of the trace yields∥∥∥∥ż

Updq

dgwgP
␣g
µ ρgµP

␣g
µ

∥∥∥∥ ď

ż

Updq

dgwgTrpP␣gµ ρgµP
␣g
µ q “ ϵTrpρµq. (A.4.19)

Altogether,
∥ρµ ´ Cµ

m∥ ď 3ϵTrpρµq ` ϵTrpCµ
mq “ 4ϵ. (A.4.20)

A.5 The Laplace principle

An alternative, yet ultimately equivalent approach, to the subject of large deviation theory
is to consider it as a generalization of Laplace’s method for approximating integrals of expo-
nentials of bounded continuous functions g : X Ñ R over an interval X “ ra, bs Ă R. Recall
that Laplace’s method in this setting yields the expression

lim
nÑ8

1

n
log

ż b

a

dx exppngpxqq “ max
aďxďb

gpxq. (A.5.1)

The following condition generalizes this idea to the setting where (i) the domain of integra-
tion, X, is more general, and (ii) the measure over X used in the integration depends on the
value of n.

Definition A.5.1 (Laplace Principle). A sequence of probability measures pµn : ΣpXq Ñ

r0, 1sqnPN on a standard Borel space pX,ΣpXqq satisfies the Laplace principle with rate
function I : X Ñ r0,8s if for all bounded continuous functions g P CbpXq,

lim
nÑ8

1

n
log

ż

xPX

µnpdxq exppngpxqq “ sup
xPX

pgpxq ´ Ipxqq. (A.5.2)
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That the large deviation principle implies the Laplace principle (with the same rate
function) is known as Varadhan’s integral lemma [Var66] (see also [DE11, Thm. 1.2.1] or
[DZ10, Sec. 4.3]). Also note that a converse to Varadhan’s lemma also holds [DE11, Thm.
1.2.3]. In order to see the connection between these two approaches more carefully, we will
first need to better understand how the rate function is directly related to the asymptotics
of the sequence of probability measures pµnqnPN.

Definition A.5.2. Let pX,ΣpXqq be a standard Borel space, let µ : ΣpXq Ñ r0, 1s be a
probability measure, and let g P X Ñ R be a measurable function. Define the (generalized)
cumulant generating function for µ, denoted by Λ, as

Λpgq :“ log

ż

X

µpdxq exppgpxqq. (A.5.3)

If pµn : ΣpXq Ñ r0, 1sqnPN is a sequence of probability measure on X, then define the
(generalized) regularized3 cumulant generating function as

Λnpgq :“
1

n
log

ż

X

µnpdxq exppngpxqq, (A.5.4)

and let Λ8pgq be the result of the following limit, if it exists:

Λ8pgq “ lim
nÑ8

Λnpgq. (A.5.5)

Remark A.5.3. The function Λ defined above is referred as the generalized cumulant gen-
erating function simply because if g1 : X Ñ R and g2 : X Ñ R are measurable func-
tions corresponding to independent random variables, X1 and X2, meaning for all regions
∆1,∆2 P ΣpRq,

ppg1, g2q˚µqp∆1,∆2q “ ppg1q˚µqp∆1qppg2q˚µqp∆2q, (A.5.6)

or perhaps expressed more commonly as,

ppX1 P ∆1, X2 P ∆2q “ ppX1 P ∆2qppX1 P ∆2q, (A.5.7)

then Λ is cumulative in the sense that

Λpg1 ` g2q “ Λpg1q ` Λpg2q. (A.5.8)

Moreover, if the special case where X happens to be an vector space and the measurable
function g : X Ñ R is linear, i.e.

gpxq “ xλ, xy (A.5.9)

for some λ, then the cumulant function Λpλq :“ Λpxλ, ¨yq becomes the usual cumulant gen-
erating function for the probability measure µ (see [DZ10, Pg. 26]).

The next result, known as Bryc’s theorem, expresses conditions under which it becomes
possible to prove that a sequence probability measures satisfies the large deviation principle,
and moreover what the rate function must be equal to [DZ10, Thm. 4.4.2].

3Instead of the adjective regularized, some authors prefer the adjective scaled or upper-limiting [DZ10;
Tou11].
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Theorem A.5.4 (Bryc’s theorem). Let pX,ΣpXqq be a standard Borel space. Let pµn :
ΣpXq Ñ r0, 1sqnPN be a sequence of probability measures that is exponentially tight (Defini-
tion 2.1.23). If for all bounded, continuous functions, g P X Ñ R P CbpXq, the limit Λ8pgq

of the regularized cumulant generating function (see Eq. (A.5.5)) for pµnqnPN exists, then
pµnqnPN satisfies the large deviation principle with rate function

Ipxq :“ sup
gPCbpXq

pgpxq ´ Λ8pgqq. (A.5.10)

Furthermore, for every g P CbpXq,

Λ8pgq “ sup
xPX

pgpxq ´ Ipxqq. (A.5.11)

Proof. For a proof, see [DZ10, Thm. 4.4.2], [DE11, Thm. 1.3.8], or the Bryc’s original
paper [Bry90].

In light of Theorem A.5.4, specifically Eq. (A.5.11), it makes sense to formalize the
following transformation of rate functions.

Definition A.5.5. Let X be a set, let I : X Ñ r0,8s be a function and let g P CbpXq be
a bounded continuous real-valued function on X. We define the (generalized) Fenchel-
Legendre transform of I by

I˚pgq :“ sup
xPX

pgpxq ´ Ipxqq. (A.5.12)

Remark A.5.6. If the set X is a vector space and the function g is taken to be a linear
function on X, i.e. gpxq “ xλ, xy, then the map sending λ to

I˚pxλ, ¨yq “ sup
xPX

pxλ, xy ´ Ipxqq, (A.5.13)

is better known as the Fenchel-Legendre transform of I [DZ10]. When the function I is
additionally convex, then I˚ is known as the Legendre transform of I.

Remark A.5.7. Given definitions for the regularized cumulant generating function (Defini-
tion A.5.2) and the generalized Fenchel-Legendre transform (Definition A.5.5), we see that a
sequence of probability measures pµn : ΣpXq Ñ r0, 1sqnPN satisfies the Laplace principle with
rate function I : X Ñ r0,8s if and only if the limit of the regularized cumulant generating
function for pµnqnPN exists and equals the Fenchel-Legendre transform of I for all bounded
continuous real-valued functions on X:

@g P CbpXq : Λ8pgq “ lim
nÑ8

Λnpgq “ I˚pgq. (A.5.14)

A.6 Asymptotic Born rule

The following result can be interpreted as saying that if you measure an unknown quantum
source n times with binary projective measurement tP, I ´ P u and obtain the outcome
associated to P each time, then in the limit of large n, the probability of obtaining outcome
Q after applying the projective measurement tQ, I ´ Qu is given by the Born rule for the
density operator ρP corresponding to the normalization of P .
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Lemma A.6.1. Let P,Q P EndpCdq be Hermitian operators where P 2 “ P , let ρP “

P {TrpP q be a density operator associated to P and let n P N. Then

TrpρPQq “ lim
nÑ8

TrpΣn`1pPbn b Qqq

TrpΣnpPbnqq
. (A.6.1)

Proof. A direct calculation yields

TrpΣn`1pP
bn

b Qqq “
pd ´ 1q!

pn ` dq!

pn ` dP ´ 1q!

pdP ´ 1q!
rTrpQq ` nTrpρPQqs . (A.6.2)

As a sanity check, note when n “ 0, TrpΣ1pQqq “ 1
d
TrpQq, and when Q “ I,

TrpΣn`1pPbn b Iqq “
pd ´ 1q!

pn ` dq!

pn ` dP ´ 1q!

pdP ´ 1q!
pd ` nq “

`

n`dP´1
n

˘

`

n`d´1
n

˘ , (A.6.3)

as expected. In any case, since TrpΣnpPbnqq “ TrpΣn`1pP
bn b Iqq, we conclude

TrpΣn`1pP
bn b Qqq

TrpΣnpPbnqq
“

TrpQq ` nTrpρPQq

d ` n
. (A.6.4)

In the limit as n Ñ 8, only the TrpρPQq remains and thus the claim holds.

Remark A.6.2. Note that if the operator Q in Lemma A.6.1 is a non-zero projective effect
(meaning 0 ă Q ď I and Q2 “ Q), then the expression in Eq. (A.6.4) is minimized when
Q is both rank one and orthogonal to the density operator ρP in which case the minimum
probability assignable to the effect Q conditioned on n repeated observations of the effect P
is given by pd ` nq´1, i.e.

TrpΣn`1pP
bn b Qqq

TrpΣnpPbnqq
ě

1

d ` n
. (A.6.5)

This bound is consistent with the claim made by Blume-Kohout that the minimum prob-
ability that can be assigned to an element of a d-outcome measurement after n trials is
pd ` nq´1 [Blu10, Eq. (2)].
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