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Abstract 

Qualitative data analysis is important to the field of healthcare since it allows researchers to 

understand the lived experience of patients, practitioners, and everyone in between. 

However, qualitative data requires time and effort, which is not always available. A potential 

way to overcome this barrier is to use artificial intelligence as a tool to help researchers with 

data analysis. However, many qualitative researchers do not have the programming skills to 

use AI and are reluctant to lose their sense of agency when conducting research. As a 

potential way to bridge this gap, we explored the use of data visualizations to foster 

researcher agency and make using AI more accessible.  

We used Design Science Research and developed a datavis tool prototype to map out 

how researchers perceive agency. A user centered design approach was used to design a 

non-functional data visualization tool with the assistance of 5 qualitative heath researchers. 

Two semi-structured interviews were used to facilitate the user centered design, the first to 

provide guidelines for the prototype and the second for testing the tool and altering any 

features considered confusing or lacking. 

The results showed that qualitative researchers have a wide range of cognitive needs 

when conducting data analysis and for that, need a variety of visualizations to best 

accommodate their needs. Additionally, they place high importance upon choices and 

freedom, wanting to feel autonomy over their own research and not be replaced or hindered 

by AI. Despite this, participants were open to the idea of delegating tasks, so long as they 

could maintain the final choice on results. 

Seven barriers were identified for the fostering of agency when conducting research with 

AI: full AI delegation, lack of transparency with results, no choice in how results are reached, 

excessive freedom with no guidance, lack of ability to make edits, no guidance on how a tool 

works, and restricted movements. 

As potential solutions for these issues, five facilitators were found during the interviews. 

Those being: providing choices for different kinds of data visualization, explaining the AI 

process in simple language, the addition of co-creation tools, addition of guidance in 

navigation, and the ability to enable free movement. 
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Chapter 1 

Introduction 

Healthcare is a field that can benefit from the collection of data about lived experience of 

patients and healthcare practitioners for a variety of reasons [1]. One way that researchers 

can glean insights into this kind of data is by using qualitative methods of data collections 

and analysis [1]. Qualitative research is better suited for the analysis of rich, interconnected, 

and often contradictory datasets, which makes it valuable when dealing with people [2, 3].  

In the field of healthcare, qualitative research is especially important to complement 

quantitative results [4]. For example, if quantitative methods can measure the effectiveness 

of an intervention, then qualitative methods can help researchers understand why the 

results might be impractical to implement in clinical practice [4]. This is especially relevant 

because changes in healthcare are highly dependent upon the people participating in their 

creation and implementation, making it very important to collect information about lived 

experiences [5]. The main questions tackled by qualitative research are very different than 

the ones that quantitative research focuses on. Qualitative research in healthcare is more 

focused on understanding meanings and experiences and it is particularly useful when 

dealing with the intricacies of improving the quality of a system [6]. 

Additionally, this type of method allows for researchers to understand the meanings, 

experiences, and views of participants, giving voice to the experiences of people that have 

to deal with the realities of the healthcare system [4]. Rice (1996) described that qualitative 

research is important for describing and explaining behavior, understanding how people 

understand their own health experience, the reasons behind people's behaviors, and how to 

best design a health program taking into consideration those that will use it [3]. 

However, analyzing qualitative data is a labor-intensive, rigorous, and exhausting process 

[7, 8]. It can take weeks for researchers to manually sort through datasets and often this 

process is even further complicated by the lack of available time [2, 7]. 

The field of quantitative data analysis, which usually deals with large datasets, solves this 

issue by making use of tools such as AI, but for qualitative researchers, this is less common 

[7]. However, there is potential for the use of AI for the analysis of qualitative data [2, 7]. For 

example, Chapmen et al. (2015) talks about the use of grounded theory to analyze data 
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related to healthcare to provide a more holistic view of the healthcare system. At the same 

time, grounded theory follows similar patterns to Machine Learning (ML), a type of Artificial 

Intelligence that focuses on pattern finding [7]. This opens possibilities of combining 

elements of qualitative data analysis with AI. 

However, despite this potential, it is important to highlight that the presence of a 

researcher is paramount to qualitative research, and no software should look to replace it [4, 

8]. This type of method depends on the critical and creative thinking of the researcher, as 

well as their ability to interpret the results and form meanings [4, 8].  

Software packages exist to help researchers organize complex data more efficiently, 

amongst them, the most wildly used are QSR NUD*IST, now replaced with NVIVO, and 

ATLAS.ti [8]. Using software can assist with the laborious and repetitive tasks, as well as 

increase rigor to the process by making it systematic [8]. However, software must always be 

used with caution as computer assisted analysis is not able to replace the role of the 

researcher in making sense of the data collected [8]. 

1.1 AI for qualitative research 

In this world of big data, it is necessary to develop tools to help researchers properly 

process it and keep pace with the current developments [2]. Despite many researchers’ 

disliking the use of AI for qualitative research, many were found to already work alongside 

AI for assistance in data sampling, inductive code development, general coding, and 

examination of patterns [2]. The place for AI to assist qualitative researchers is reportedly 

very specific, and must not remove researcher agency or serendipity [2, 7, 9] 

Overall, researchers are much more open to AI coming in after initial data analysis, as 

they theorize on how they could use AI for comparing and picking up on themes that were 

missed [2]. Researchers also are open to the idea of the AI coding alongside them, both 

influencing each other [2]. In this, the AI would act as a partner and make suggestions 

instead of just informing the researcher of what it did, which is an approach that has been 

used to develop software for qualitative research aided by AI [2, 9]. 

Currently, there are tools available that offer the automation of AI and ML to qualitative 

researchers. One of these includes the Computational Thematic Analysis Toolkit [10], of 
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which this research is a continuation of. The Computational Thematic Analysis Toolkit (CTA) 

seeks to make using Machine Learning more accessible to qualitative researchers with no 

programming experience. The purpose of this tool is to assist researchers and guide them in 

the process of conducting their analysis, without replacing interpretation. The software runs 

one of the three types of topic model sampling and then presents the user with a data 

visualization, which the researchers can use to help assist in data interpreting (Figure 1).  

  

Figure 1: Computational Thematic Analysis Toolkit (Gauthier & Wallace, 2022) data 

visualization 

Another example is Scholastic, a tool that seeks to put the human in the center of the 

research and use the AI only as assistance [9]. The researchers retain agency over when 

the machine will assist in the research and in which phases [9]. However, it is important to 

highlight how, in qualitative research with AI, there is no one size-fits-all and the tool should 

be flexible to accommodate the multitude of different needs from researchers [2, 9]. 
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However, a big issue with those tools is that they can be complicated to use for non-

programmers, or people who are not familiar with programming language. In fact, the lack of 

understanding of programming language is a big hurdle in the incorporation of using 

Machine Learning to assist in qualitative data analysis and researchers have expressed that 

tools that assist in data analysis should be intuitive and easy to learn [7]. Therefore, it 

becomes necessary to propose a tool that can act as a translator between programmers 

and qualitative researchers to help researchers feel more agency over their own research. 

For this, we propose the use of data visualizations. 

Data visualizations (datavis) function as resources to assist cognition and foster 

understanding that raw data cannot provide [11, 12]. Datavis has many benefits, such as: 

aiding in objectivity, impartiality, allowing for the user to see impossible or complicated data, 

simplification, predicting patterns, supporting decision making, informed choices, and taking 

social and political action [12–17].  

Datavis has great potential for helping qualitative researchers with no knowledge of 

Artificial Intelligence to use AI during their research [18], becoming an essential tool in 

bridging the gap between data production and consumption [19]. In particular, data 

visualization’s potential for supporting change is interesting for the field of healthcare. 

Because datavis can assist people in making informed decisions and taking social and 

political action [17], they can become important tools for healthcare practitioners to analyze 

health data and with it enact change. 

Datavis has been explored as a tool to assist in AI for qualitative analysis, however, it 

mostly centers around the exploratory phases of data analysis and coding [2]. Furthermore, 

when it comes to visualizations, their use cannot address all issues of AI trust or lack thereof 

[18]. However, they are powerful tools of communication and can make the process of 

working of AI more transparent [18]. In especial, visualizations that are adaptative and 

dynamic can support a wide range of stakeholders, including those that are not familiar with 

using AI or programming language [18]. 

Of course, data visualizations are not perfect. Some purely because of the nature of 

representing things, such as being limited in inferring causation [20], while others are 



 

 5 

because of the people designing said visualizations, like data manipulation [21–23], and 

designer bias [11].  

There are many models looking for ways to automatize the process of qualitative 

research, or assist the researchers, however, few consider how the qualitative researchers 

feel when using said tools. Jiang et al. (2021) talks about the requirements that qualitative 

researchers have for using AI in their data analysis, and a surprising amount of them pertain 

to how they feel when carrying out their research. They want to feel ownership over their 

data, preserve those eureka moments when the pieces slot into place, they want to be 

serendipitous when coding and still feel agency over their own research [7]. 

Agency itself is an important concept when it comes to research, since it is the feeling 

that enables people to take ownership of their situation and act upon it [24]. For this 

purpose, datavis has the potential to assist researchers that are not familiar with 

programming language to use AI during their research and preserve a sense of agency [18]. 

Additionally, the importance of designing tools for qualitative research that retain researcher 

agency over the AI has been noted to be important [9]. Therefore, for this thesis, we will be 

focusing on the fostering of agency as a feeling.  

However, the way a data visualization is designed mediates how user will perceive their 

agency, and therefore designers need to understand how the design elements employed 

affect user agency to choose them accordingly [11, 25, 26].  

However, for a person to become aware of their agency, they need to have enough 

literacy of a determined language to be able to interact with it [27]. In order to have proper 

literacy, a person needs to be able to recognize the elements that belong to a specific 

language, act upon them, and be able to reflect on what they say [27]. Our hypothesis is that 

datavis can be used to increase perceived agency for qualitative researchers when using AI. 

1.2 Research Question 

There are many ways to conduct qualitative research in healthcare, but the most common 

one is interviews, especially semi-structured interviews [4–6]. Semi-structured interviews 

allow health researchers the flexibility to produce richer data, as well develop a good rapport 

with the participants. It is appropriate for the collection of experiences and attitudes and 
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provide depth to the issues being researched, which is highly important for the field of 

healthcare [4–6]. Since this method of qualitative research is so widespread, we have 

elected to explore the use of data visualizations to assists researchers in conducting data 

analysis from interviews. Additionally, despite visualizations not being able to fix all the 

issues of miscommunication and lack of trust between humans and AI, they are still a 

powerful and flexible tool that could bridge that gap [18].  

Furthermore, since the way designers design datavis will impact on how users interact 

with it [28], it becomes necessary to explore modes of data visualization that will foster 

researcher agency when conducting data analysis in order to better align with the needs and 

wants of qualitative researchers, especially since the use of data visualizations has been 

considered crucial for human agency when it comes to working with AI [18]. There are 

technological options available for researchers to use, but no clear guideline on how each 

different option suffices different needs of qualitative researchers. With this, the question 

that arises is: How can data visualizations be used as knowledge translation tools for 

fostering agency in qualitative researchers performing interview data analysis with the 

assistance of AI. 

1.3 Objectives 

1.3.1 Main objective 

The main objective of this thesis is to: Map out the main barriers for fostering agency that 

qualitative researchers perceive when conducting data analysis using data visualizations. 

1.3.2 Secondary Objectives 

The secondary specific objectives are to: 

1. Determine how qualitative researchers use visual techniques to make sense of their 

data analysis. 

2. Compile what visual elements qualitative researchers find important to have in their 

data visualizations for qualitative analysis. 

3. Determine what kinds of data visualization satisfy which needs of the qualitative 

healthcare researcher community. 
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4. Determine how qualitative researchers perceive their sense of agency when doing 

qualitative research. 

5. Develop a template for using data visualizations as knowledge translation tools for 

qualitative researchers performing interview data analysis with the assistance of 

automated tools. 
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Chapter 2 

Literature Review 

In this chapter, three concepts will be discussed, the place of AI in qualitative research, data 

visualizations and their design, and the concepts of agency and how it can be fostered in 

media.  

2.1 AI delegation and issues 

Before diving into the possibilities for human-AI collaboration, it is important to discuss the 

issues that can come from automation, as well as what kinds of tasks should be delegated 

to it [29]. Human-AI collaboration can be something positive and likely necessary in the 

coming years [30]. Humans and AI see the world differently and there is value in their 

unique perspectives and the solutions they can come up together [30]. 

However, caution is necessary when discussing the place of AI in performing tasks. For 

example, Lubars and Tan (2022) highlight some of the issues that come from using AI 

indiscriminately, including an incident in which a program to detect people’s sexual 

orientation via their images caused backlash and a repudiation letter from GLAAD and the 

Human Rights Campaigns, pointing out how dangerous the study was for LGBTQ+ and non-

LGBTQ+ people [29, 31]. 

Even more recently, the use of AI has caused a commotion in the artistic world with the 

deployment of many AI generators that can create intricate piece of art in a short amount of 

time [32]. The main argument center around the nature of art and the fact that the AI cannot 

create anything, but only copy art that belongs to another artist and combine them [32]. 

Netflix Japan also had a controversial usage of AI when they fired artists in mass, only to 

then announce a short, animated series that used AI art generators to create the 

background [33]. This has brought up many issues of ownership and plagiarism, with artists 

claiming that they did not give permission for their art to be used in this way by the AI [32]. 

Despite the usefulness of AI for some tasks, should not be delegated to AI for a variety of 

reasons. For example, civil surveillance would have ethical, privacy and legal concerns if 

delegated to AI [29]. The same thing would happen to creative areas which require human 

motivation, such as creative writing, art, etc. [29]. Because of this it is important to establish 
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when to delegate tasks to AI and the appropriateness of this delegation. Deciding on which 

level of automation to assign to a task is not a hard science but there are parameters that 

can be used to make decision-making more solid [29, 34]. 

Automation of tasks is not a new concept, but the nature of AI brings some unique issues 

to the field. Frameworks to delegate tasks to machines existed for a long time. For example, 

Parasuraman et al. (2000) developed a framework for defining different kinds of human-

machine interaction and their levels of automation. The authors analyze the automation in 

different levels of a task, which is divided into: 1) information acquisition, 2) information 

analysis, 3) decision and action selection, and 4) action implementation. 

For the purposes of this thesis, we will focus on step 2, information analysis since we 

want to find out how to improve upon qualitative data analysis. For analysis automation, the 

algorithms can be applied to allow to extrapolation over time and prediction [34]. More 

automation means integration of various data points into a single value. In this stage, 

automation should help humans with perception and cognition, as well as management of 

information [34].  

The framework presented by the authors seeks to help with automation by guiding people 

into deciding if the automation is needed. Six aspects are highlighted for consideration when 

wanting to use automation:  

1. Mental workload: automation can lessen mental workload to a level that is healthier 

to the human as better for the completion of the task. 

2. Situational awareness: high automation might lessen the awareness humans have 

over a system if they take away decision-making tasks from the human. 

3. Complacency: when humans stop checking for errors in the machine and end up 

missing vital moments when the algorithm makes a mistake. 

4. Skill degradation: if decision-making is always left to the machine (i.e., high 

automation), then the skill of the human operator can deteriorate. 

5. Reliability: If the machine is not reliable than there will be no benefits to automation 

as the human operators do not trust it. 
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6. Cost of decision: low level decisions that have very low risks are better candidates 

for automation since they lessen the load of the human operator without risking 

causing skill degradation or loss of situational awareness.  

Additionally, automation might be useful for very high-risk situations that are time 

sensitive and cannot rely on human unpredictability [34]. When it comes to AI it can be more 

helpful the investigate the roles that humans would like to give to AI and how to conciliate 

that want [29]. Lubars and Tan (2022) developed a framework to outline what tasks should 

be performed by AI based on four factors: motivation, perceived difficulty, perceived risks, 

and trust. 

Motivation for doing the task take into consideration intrinsic motivation, goals, and utility 

as ways to measure motivation [29]. Ryan and Deci (2000, p. 69) defend that "Motivation 

concerns energy, direction, persistence and equifinality--all aspects of activation and 

intention”. There are many aspects to motivation. People can become motivated because 

there is value to an activity, or strong external factors that convince them of the tasks’ 

importance [35]. There are two main kinds of motivation: intrinsic and extrinsic, with the first 

one being the most relevant for this thesis. Intrinsic motivation is a powerful human feeling 

that drives change and is feeds on novelty and challenges to improve and explore [35]. It is 

a feeling that comes from within and cannot be replicated by external pressures, however, 

when there is no intrinsic motivation, behavior can be regulated via external motivation [35]. 

Motivation can also be regulated by way of the flow theory [36]. Flow is a state of mind in 

which intense focus is experienced and can be categorized by: (1) development of goals 

and monitoring of feedback, (2) immersion, (3) focus on task, and (4) enjoyment of 

experience [36]. 

Goals are defined as the interest someone has in learning to master a task and can be 

divided into leaning goals and performance goals, and utility is how important the task is 

considered by the person accomplishing it [29, 35]. The more perceived utility it has than the 

easier it is to accomplish. However, certain neurodevelopmental disorders can cause people 

to have difficulty in perceiving utility of tasks and thus low overall motivation [37]. 

Perceived difficulty of the task is divided into social skills required to complete it, creativity 

needed, whether the task will require a lot of effort – in terms of time or labor –, the expertise 
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that will take to accomplish the task, and the perceived competence of the people 

performing the task [29]. Perceived competence can also be assessed in terms of self-

efficacy, which is a fundamental part of human agency [38]. 

Perceived risks associated with completing the task have three components: the 

accountability for the outcome of the task (i.e., in case of failure who will be held 

accountable), the uncertainty around the task that may cause failure, and the impact of the 

task (i.e., whether failure will have a negative impact on someone's life) [29]. 

Lastly, trust in the AI is how people deal with risks and uncertainty. Trust is an important 

aspect of automation and seems to strongly govern the decision to delegate or not [29, 39]. 

People are more likely to rely on automation that they trust than those they do not [39]. Trust 

is here defined as "the attitude that an agent will help achieve an individual’s goals in a 

situation characterized by uncertainty and vulnerability" (Lee and See, 2004, p. 54). Trust in 

AI is multifaceted issue that stems from sociological and psychological issues that are often 

neglected to be considered, as well as dynamic and constantly changing [18]. 

Trust is divided by Lubars and Tan (2022) into 4 aspects: performance, process, 

purpose, and value alignment [29]. Performance is the ability of the machine to reach the 

goals set by the human. Process has to do with the inner workings of automation (e.g., how 

dependable it is, what is the integrity of the process and how does it conduct interpretation). 

Purpose is the intent behind automation and how it aligns with the goals of the human using 

it and depends on the machine providing explanations to its own internal processes. Lastly, 

value alignment means that humans need to trust that the AI's actions will protect and align 

with their interests and values.  

Within these 4 parameters, motivation and difficulty directly influence one another. The 

more difficult a task is perceived as, the less motivation a person has to complete it, and the 

less motivation a person has, the more difficult seems the task [29]. Similarly, the level of 

risks involved in the task will inform the trust a human would have in the AI [29]. Risks have 

three components: the accountability for the outcome of the task (i.e., in case of failure who 

will be held accountable), the uncertainty around the task that may cause failure, and the 

impact of the task (i.e., whether the failure of doing the task will have a negative impact on 

someone's life). 
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With these 4 components Lubars and Tan (2022) consider 4 stages of AI delegation: (1) 

No AI assistance, (2) Human leads and AI assists (i.e., human does most of the work, but 

the AI assists where appropriate, for example when there are blockages or AI predicts a 

possible mistake), (3) AI leads and human assists (i.e., AI performs tasks and humans 

confirms and suggests changes where appropriate), and (4) Full AI automation. This 

framework is summarized in Table 1. 

Motivation 

Intrinsic motivation Whether people are motivated internally to accomplish a task 

Goals Interest in learning the necessary skills to accomplish a task 

Utility How useful the accomplishment of the task is regarded 

Perceived 
difficulty 

Social skills What social skills are needed to accomplish a task 

Creativity How much creativity the task requires? 

Effort Whether the task will be laborious or time-consuming 

Expertise required 
What is the expertise required of the people accomplishing 
the task 

Perceived 
competence 

How does the person doing the task perceived their own 
competence for fulfilling the task 

Risk 

Accountability Who will be accountable in case of failure? 

Uncertainty Will the task fail? 

Impact Will the failure of the task have negative impacts? 

Trust 

Performance Can the machine reach the goals set? 

Process How dependable is the process? 

Purpose 
Does the machine align with the human’s goals and 

communicate effectively what those goals are? 

Value alignment 
Will be machine protect the human’s intents, interests, and 
values? 

Table 1: AI delegation framework (Lubars and Tan, 2022). 

Generally, people seldom prefer full automation and tend to opt for the human to be the 

one leading a task [29], however, they are open to AI assistance [2, 7, 29]. Lubars and Tan 

(2022) highlight that research should focus on ways to add AI to tasks while leaving the 

humans at the center, leveraging machines as support. This framework is not perfect and 
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there is plenty about human preference that cannot be encompassed in it. Human 

preferences are dynamic and might change over time, but the framework is a start into the 

field of human-machine cooperation so that delegation can be chosen with a greater degree 

of certainty [29, 34]. 

With these circumstances in mind, we characterize qualitative research as having 

potential for the integration of AI as a tool for assisting researchers, while keeping the focus 

on the researcher and not the machine. Qualitative research requires creativity and 

expertise that makes it impossible to be fully automated [4, 8]. However, it is also time 

consuming and laborious, which opens the possibility for integration of AI as an assistant. In 

fact, research shows that qualitative researchers are open to collaborating with AI, as long 

as their agency is not removed from the research process [2, 7]. The specifics of using AI to 

assist in qualitative research are furthered covered in the next session. 

2.2 Data Visualization 

We are currently living in an era of extreme data generation, collection, and storage, making 

data more accessible than ever [16]. With all this production, data visualization has taken in 

the role of providing insights into patterns and trends for the future, which means it becomes 

an essential tool to bridge the gap between people that consume information and those that 

collect it [16, 19]. 

Data means very little without interpretation, and to be made into something that can 

become meaningful it needs to be manipulated and transformed into information [40]. Data 

is only the base of the DIWK (data, information, wisdom, knowledge) hierarchy, in which 

data is interpreted into information, which is then processed as wisdom, and then 

transformed into knowledge [41]. There are many ways to follow this process, but we will be 

focusing on the perspectives from the field of Information Design, which has the purpose of 

organizing and simplifying data into information to increase accessibility [40, 42]. 

Datavis has a lot of potential for data analysis, as it does more than simply present data, 

instead creating a space where researcher can explore and interpret meanings for 

themselves [13]. Specifically, interactive data visualizations show promise of being effective 

sources of fostering user agency [43]. Additionally, datavis can provide cognitive assistance 

for researchers and help translate information for pattern finding and correlation [11, 16]. 
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One of the biggest strengths of data visualization is its ability to simplify and synthetize 

[13], which requires the filtering and removal of some information. This process risks being 

vulnerable to the biases of those making the data visualizations, be that human or machine, 

since they are the ones judging what needs to be kept or removed [11]. If simplification can 

allow for the finding of patterns and trends [13, 16, 19], then it is also vulnerable to the 

biases of people making those data visualizations [11]. 

Additionally, simplification can also risks reinforcing the idea of the “normal” or “average”, 

which not only perpetuates the myth of an attainable standard, but also risks compressing 

information into a summary that reveals less about the data than the individual assessments 

[20]. Cooley (2020) discusses this when talking about how the data visualizations portraying 

death during the COVID-19 pandemic could make people lose sights of the meaning of real 

human death. 

For the purposes of assisting with qualitative healthcare data, this simplification could 

clash with the initial purpose of using qualitative data to highlight lived experiences [3, 4, 6]. 

However, datavis can be particularly interesting for qualitative researchers when they focus 

on storytelling. When a datavis focuses on smaller narratives of individuals, they can garner 

feelings of empathy and engagement [44]. This goes hand in hand with qualitative 

research’s aim to highlight individual stories and prioritize lived experiences in the 

healthcare field [1]. 

Data visualizations have many benefits, such as allowing people to visualize concepts 

that otherwise would be too difficult, as well as large and abstract information [13, 45]. When 

data visualization is at its best it can allow for the conveyance of complex information, using 

simplification to allow for users to grasp at concepts quickly, however, at its worst it can 

confuse and manipulate those that use it [16]. 

Additionally, data visualizations also allow for data exploration and interpretation of 

meanings [13]. It can provide cognitive assistance and act as a knowledge translation tools, 

especially when the person using it is not familiar with the information being presented [11, 

13, 16]. 

On the other hand, data visualization has a history of being used for manipulation and 

misinformation, since it can so easily promote persuasion and shape minds at a 
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subconscious level [16, 21–23]. In politics, data visualizations can prioritize specific 

ideologies and use visual language to further agendas through instating meanings, signs 

and values [17]. Since people depend so heavily on it for making decisions, their design can 

shape the future [20]. We have seen this during the pandemic when so many healthcare 

measures were being taken based on the models and data visualizations made to monitor 

the pandemic [28, 44]. 

Specifically for research in partnership with AI, researchers have expressed the desire to 

use visualizations to help them find patterns and connections [7, 9]. Hong et al. (2022) have 

especially taken data visualizations into consideration when developing their platform, 

Scholastic [9]. Their tool is entirely mediated by a map data visualization, which allows the 

users to navigate through the tool using the visuals as a guide. 

2.2.1 The design of data visualizations 

Data visualizations communicate information using their own set of grammatical rules and 

internal structure, which can be harder to understand when one does not have literacy in 

them [27]. Much like writing, they create meaning by using a set of established rules 

between those that create it and those that consume it [46]. However, different types of 

design elements will communicate different meanings, and it is important to understand how 

each works to be successful [47]. 

Data visualizations are deeply influenced by the time, place, and cultural background 

they are inserted into, but despite that, there are still underlying principals essential to their 

design that should be considered when making and analysis them [47, 48]. One of these 

principals is the visual language of the media, which is the combination or words, images, 

and shapes to create a language [48]. It is separated into morphology (the most basic visual 

elements that can be used) [47, 48], syntax (how these base elements combine), semantic 

(how the elements convey meaning), and pragmatics (how language is used in real world 

applications). 

Visual language is a complicated field to study, since it encompasses many different 

areas, such as data science, information designers, human-data interaction, among others 

[49]. Because of this, different authors can use different terms when talking about the same 

phenomenon [49]. 
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Furthermore, data visualizations function not only as informational tools, but a storytelling 

medium [21, 44]. Their design has the potential to enforce one narrative or another, weaving 

tails out of data, which can be used both for deception [21, 23, 50], or for cognitive 

assistance and empathy [11, 14, 44].  

Data visualizations as storytelling tools is especially interesting when trying to foster 

agency, since stories are such ubiquitous parts of society and can aid in informing, 

explaining, understanding, persuading, and making sense of the world [51]. In data 

visualizations, Cooley (2020) highlights how there were better results for datavis in fostering 

empathy and motivation when they incorporated storytelling elements. 

To support storytelling in datavis, 4 elements are the most common: narrators, 

sequentiality, temporal dimensions, and tellability [51]. To create a narrator the data 

visualization can make use of voice narrations, commentary inferring emotion, animations, 

and more [51]. Sequentiality is when a data visualization makes explicit the sequence of 

events necessary to trigger a situation and the correlation between them [52]. In datavis this 

can happen in many ways, such as through scroll telling, when scrolling and zoom features 

are combined to generate a narrative [51]. This can happen with or without user input. 

Temporal dimension is when the media shows the passage of time and the changes that 

happen during that time [52]. Lastly, tellability is how meaningful the user finds the story 

being presented to them [52]. In datavis, this happens if the users connect to the message 

being shows and believe it to be significant. 

Ugaya Mazza (2022) proposes a way of analyzing datavis with the elements of visual 

language by different authors [14, 47, 49, 51, 53], which are separated into syntactic, 

semantic, classification of graphic representations, and elements of engagement [28]. 

The syntactic elements are the characteristic of individual elements (i.e., color, 

orientation, size, position in space, proximity, etc.), while the semantic elements are for 

example, the metaphors used to make sense of those elements, or the interactions one can 

have with them (i.e., zoom, filter, distortion, search, and locate). The classifications are the 

types of data visualization and how they combine (e.g., maps, linking diagrams, tables, etc.), 

as well as the needs that are fulfilled by distinct types of visualization. For example, maps 
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are better suited to see the geospatial data [47, 49]. Lastly, there are the elements of 

engagement, which are how data visualization can foster storytelling. 

Those elements are how a data visualization communicates meaning, however, to foster 

the feeling of agency that qualitative researchers require out of data analysis, the design of 

datavis needs to go beyond and consider how agency can be fostered. 

2.3 Agency 

Agency is defined by Murray (1997, p. 126) as the “satisfying power to take meaningful 

action and see the results of our decisions and choices”. However, agency is not equal for 

everyone, as people are born in different environments and perceive agency differently [24]. 

Acting alone is not agency. People can still sense agency even when their actions are 

limited (i.e., a game of chess). This happens because those limited actions have immediate 

consequences and cause change [54]. The more a choice changes an environment, the 

more people would experience agency, regardless of if the choice had a positive or negative 

impact [54]. 

Even more than acting, agency is also the possibility of taking an action if so desired, and 

sometimes, this perceived agency is just as powerful as action-taking [24]. Complementing 

this concept, Tanenbaum and Tanenbaum (2009) define agency as a commitment to 

meaning, emphasizing that it happens when a person chooses to immerse into a narrative 

and believes in what they are doing [55]. Therefore, agency is not simply acting within a 

world, but expressing your intentions of acting and receiving feedback from your 

surroundings [24, 54, 55]. 

2.3.1 Fostering agency 

Any piece of media can foster agency, and this can be done in many ways. For example, 

games use interactivity to foster agency in the players, while movies tend more towards 

perceived interaction through using tropes [56]. Eichner (2014) divides agency into three 

levels: personal, creative, and collective. Personal agency is fostered through the mastery of 

narrative, choice, action, and space and must be perceived before someone can perceive 

creative and collective agency [24].  
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Mastering narrative happens when one identifies the genre of media, they are interacting 

it and can predict what will happen next, thus gaining pleasure from seeing a narrative 

unfold in the way they predicted. For example, in graphs, the lines act as a narration point 

that guides the reader through the data like it’s a story [28], which makes a line graph foster 

greater agency than the same data in a table. 

Mastering choice is when the user realizes they can make a choice within the 

environment they are in [24]. This type of agency works best when there are rules that 

restrict the world around the user, instead, when there’s too much freedom, agency is more 

likely to be fostered through a commitment to meaning [55]. 

Mastering of action happens when the user moves their body and sees the same 

movement reflected on the media they are interacting with [54]. For example, in the game A 

Ceremony of Innocence, the movement of the mouse on the screen acts as an extension of 

the human body and the user perceives agency through its movement [57]. In datavis this 

can be perceived though moving a mouse over the screen and having the visualization 

respond to it (e.g., pop ups when the mouse hovers over a data point). 

Lastly, mastering of space is when the user perceives agency through the act of moving 

through space [54]. In order for this to happen seamlessly, the user needs to have enough 

knowledge of the media they are interacting with to use movement. For example, if you try 

to move and the zoom does not function in the way you are used to, then the agency is 

traded for frustration [28, 57]. 

Creative agency comes from the creation of material for the media one is interacting with, 

for example, how people create MODS for video games [24], while collective agency is 

fostered through the creation of a community around a piece of media (e.g., Comic Con). 

For this thesis, we will be focusing on only personal agency since it is the first step before 

perceiving the other two kinds of agency [24]. A summary of the different kinds of agency 

and how they are perceived can be found in Table 2. 

Types of Agency 

Personal 
agency 

Mastering of 
narrative 

When one identifies the genre of the media they are interacting 
with and can predict what will happen next by following the 
breadcrumbs left by the media. 
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Mastering of 
choice 

When one is given a choice to make. 

Mastering of action 
When one acts in the real world and sees that action reflected 
in the media they are interacting with. 

Mastering of space 
When one can move through a physical or digital space 
through an understanding of movement mechanics. 

Creative agency 
Agency that comes through the creation of objects that related 
to the principal media. 

Collective agency 
Agency that comes from the interaction with a community that 
consumes the same principal media. 

Table 2: types of Agency. 

Specifically for data visualizations, agency is also fostered through the process of 

creation, as in, the user perceives their agency because they create the visualization with 

the designer through interactions [43]. It might be a simple zoom, or an input of numbers, 

but since user can take actions that have effects on the visualization agency is perceived 

through that mutual crafting of meaning [43, 55]. 

Additionally, the agency of the user is mediated by the agency of the designer, thus 

making the end product (visualization) a collaboration between the designer, visualization, 

and the end user, each operating with their respective constraints and context [43]. Figure 1 

illustrates this by showing the perception of agency of the designer and user compared to 

what the data visualization shows. When the user is given no control over the message, 

data, and design, then they experience very limited agency. When they are given 

unconstrained control over these three elements, then their sense of agency overpowers the 

designers’ [43]. 
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Figure 2: user vs. designer agency (Rawlins & Wilson, 2014) 

For example, when it comes to the data visualization provided by the CTA the user (i.e., 

researchers) have unconstrained interactivity with the data, but static interactivity with the 

design and constrained with the message, which means out of the three elements of 

interactivity to foster agency, this datavis only fulfills one. 
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Chapter 3 

Overview of Research Process 

When it comes to designing objects, there are many benefits to taking extra care to ensure 

usable systems, such as increased productivity, reduced errors, reduced training and 

support, improved acceptance, and enhanced reputation [58]. Maguire (2001) discusses 

how to achieve usable systems from the perspective of human-centered methods. Human-

centered design has 5 key principles that need to be followed to ensure the creation of 

usable systems [58]. Those are: 

1. Active involvement of users during the development of the system; 

2. Clear understanding of user requirements, as well as the tasks that need to be 

accomplished; 

3. Appropriate delegation of tasks between human and machine (i.e., knowing what 

are the tasks that need to be done by the machine and which ones should be left 

to the user). This point is especially valid since for this thesis it will combine with 

AI task-delegation [29, 59].  

4. Iterative process of design solutions, and; 

5. Multi-disciplinary development teams. 

A more specific method stemming from Human-Centered design is Design Science 

Research (DSR), which was used for this thesis. Development methods like DSR are 

iterative and generally consist of 5 phases: planning the process, understanding specific 

context of use, specifying requirements, producing prototypes, testing the prototypes against 

requirements, and then looping back in case of necessity [58, 60].  

Design Science Research (DSR) is an iterative and cyclical method that intertwines the 

creation of a solution with the comprehension of a problem [60]. This was considered vital 

since the iterative nature of the method and the multiple points of contact with the user are 

important elements for designing usable systems [58]. During this section I will discuss how 

the DSR was adapted to fit my research project, as well as the 4 phases we used, and the 

techniques employed during each phase. 
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My method was divided into 4 phases: (1) Problem comprehension, (2) Specifying the 

user needs and requirements, (3) Development of prototype, and (4) Beta-testing of the 

prototype. Phases 2 and 3 were heavily influenced by user centered design [58, 61, 62], 

which has been used to develop products with positive reception by the users [62]. 

Phase 1 was dedicated to further understanding the problem proposed through a 

literature review and analysis of other similar software out in the market though a technique 

called Close Reading. Then, phase 2 was dedicated to understanding the specific needs 

and requirement of the users, which was achieved through a semi-structured interview with 

users, in this case qualitative researchers.  

With those phases completed, guidelines were developed for phase 3, which was the 

development of a paper prototype. Following that, phase 3 was a beta-testing of the 

prototype in which the participants of the interview in phase 2 returned for another session 

of user input. This phase had the goal of both testing the prototype and confirming that the 

design choices that came out of the first interview were what the participants wanted and 

needed. A visual representation of the entire method can be seen in Figure 4. 

 

Figure 3: method 
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The next 5 chapters will be dedicated to explaining the process of each of these 4 phases 

and the final prototype, as well as the results garnered from each of them. 

3.1 Limitations and mitigation strategies 

This research is qualitative and follows the Design Science Research Method, which means 

the results will be heavily context specific and generalization will be limited. In addition, only 

one designer will be participating in the brainstorming and developing the prototype, which 

risks designer bias. This will be mitigated with the guidelines derived from the interviews with 

researchers and the literature review. 
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Chapter 4 

Problem Comprehension 

This phase was important for identifying the specific context of use of the object as well as 

some of the needs and requirements from the stakeholders [58]. It comprises two parts for 

this thesis. First, a literature review was done to better understand the problem and propose 

a solution. Then, an analysis of available software was done to assess what are the 

currently available data visualizations and how they are incorporated into their respective 

software.  

The analysis of available software was done with the purpose of exploring the extent of 

which currently available options meet the needs of the users, as well as map out usability 

issues to incorporate in future designs [58]. It was guided by the concepts reviewed during 

the literature review using a technique called Close Reading. This technique allows for the 

researcher to develop meaningful connections that come from their own experience with a 

piece of media [56, 63, 64]. It is especially useful when dissecting mediatic objects to map 

out how their individual elements contribute to fostering specific emotions [56, 64]. For this 

thesis, it was used to assess how currently available software could come to foster feelings 

of agency in researchers. Agency, in this case, referred to what is fostered through the 

interaction with data visualizations, as opposed to control or input/output of the AI. 

Close Reading is a method that has been used previously to analyze both interactive 

media, and specifically data visualizations [28, 63]. It consists of approaching a piece of 

media with theories and as you analyze it, construct an analytic protocol for the specific 

situation at hand, which can be used in the future by other researchers [28]. In the case of 

this thesis, the theories used to analyze the sample were agency and the visual language 

principles of data visualization design. This phase partially completed the specific objectives 

3 (determining what kinds of data visualization satisfy which needs of the qualitative 

healthcare researcher community) and 4 (determining how qualitative researchers perceive 

their sense of agency when doing qualitative research). 
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4.1 Sample of data visualization for the analysis 

In total 4 different software were considered for the sample: The Computational Thematic 

Analysis Toolkit [10], NVIVO, ATLAS.ti, and Scholastic [9]. Only completely or partial open 

access platforms were included for reasons of convenience, or ones that had a free trial 

before purchase. Scholastic was the only data visualization that was not available for use at 

the time of the analysis. However, the research team has publicly available YouTube videos 

showcasing the interface and data visualization, so they were included in the sample. 

Additionally, only the data visualization aspect of the sample was analyzed.  

ATLAS.ti, Scholastic and the CTA are software that make use of AI to assist qualitative 

researchers, however, NVIVO does not. Still, the software was considered for the analysis 

for its ubiquity in the world of qualitative research. 

Thirteen different data visualizations were analysed, 2 from the Computational Thematic 

Analysis Toolkit, 7 from NVIVO, 3 from ATLAS.ti, and 1 from Scholastic. All images from the 

sample are available in appendix A. 

4.2 Analysis protocol 

The Protocol was created based on the 4 types of personal agency fostering [24]. The 

elements that were present in the sample and were observed to foster agency were 

documented accordingly. The elements were based on the proposed syntactic, semantic, 

classification, and elements of engagement by Von Engelhardt [47], Börner et al. [49], 

Weber [51], and Ugaya Mazza [28], which were explained in chapter 2.2. However, any 

additional elements that were discovered during the analysis were added to the table 

iteratively. The protocol can be found in appendix B. 

4.3 Results from sample analysis 

The visualizations were analyzed iteratively with the construction of the analytic table. The 

analysis focused on the three kinds of fostering agency in media interaction, mastery of: 

action, narrative, choice, and space. After the analysis, it was found that different graphic 

elements helped foster each of the different kinds of mastery. 
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For narrative mastery, the elements that helped foster it were using proximity to establish 

connections, focusing on showing connections, and the use of frequency as a storytelling 

tool. For choice, three elements were found to be positive: editing capabilities, explanations 

of machine processes, and guidance. For action the use of filtering elements and the ability 

to reveal more data if chosen were considered positive. Lastly, for space, the use of color-

coding, nesting of different windows, breadcrumbs and the clustering of similar elements 

helped with navigation. 

Elements that were found to hinder in the fostering of personal agency were: over 

focusing on quantitative data in detriment to the narrative, lack of freedom for editing, lack of 

explanation of how the machine generated results, inconsistent and meaningless colors, 

inability to zoom in, inability to click and drag, and inability to move and manipulate the data 

visualization. These elements will be further explained below as it pertains to each of the 

four software in the sample. 

4.3.1 ATLAS.ti 

ATLAS.ti is a software that uses AI to generate codes and then allows for the exploration of 

those codes through a data visualization. However, the machine does not allow the 

researcher to add any new codes independently, limiting editing capabilities to changing the 

codes that were already created. The codes and data visualizations are generated based on 

the dataset imported by the user, but there are no elements that explain what process the 

machine went through to generate results. Therefore, to understand the results the users 

need to spend significant time and cognitive effort to make sense of the codes the AI 

generates.  

All data visualizations organize the codes by frequency, using bar graphs (Figure 5), pie 

charts (Figure 6), or treemaps (Figure 7) so the research can see what the most prevalent 

themes were. The interface also separates the codes by color but lacks any explanation of 

why the colors are applied in that way. Two different codes can have the same color for no 

apparent reason. 
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Figure 4: ATLAS.ti line graph. 

 

Figure 5: ATLAS.ti statistical pie chart. 
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Figure 6: ATLAS.ti treemap. 

In terms of navigation, most elements in the interface open separate windows to edit the 

data relating to the element that was clicked. To return to the original page, all the user 

needs to do is close the pop-up, allowing for an easy navigation. A filter is also available so 

the user can search for only what they want to see.  

When the user selects a portion of text, the text is highlighted, and a window opens so 

codes can be edited, and comments can be added. However, despite having an option for 

creating new codes, this is not possible in the trial version, which was the one that was used 

for the analysis. 
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Figure 7: ATLAS.ti, selection of text and editing of codes. 

The software is separated into 3 different visualizations: a bar chart, a pie chart, and a 

treemap. For all of those, the data is organized based on frequency and best suited for 

ranking and ordering data points. There is a limited option for drawing connections when the 

user clicks on a section of text and is presented with Figure 9. There, the user can see all 

codes that have been applied to the same section of text, therefore drawing connections 

between two different codes. However, the software only does this on the individual level, 

providing no visualization for connections throughout the dataset. 

 

Figure 8: ATLAS.ti, connections of codes. 
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Additionally, the software makes use of color coding and saturation as navigation and 

grouping tools. For example, in Figure 10 the user can select different codes in the bar 

graph and the software will indicate they were selected using color and saturation. After the 

selection, ATLAS.ti presents the user with all the strands of text that have been coded using 

that theme. The change is instantaneous and as the user clicks on more codes, the strands 

of tact below are updated at the same time. 

 

Figure 9: ATLAS.ti color as a navigation and grouping tool. 
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4.3.2 NVIVO 

NVIVO is a qualitative analysis software that can either allow the researchers to code their 

own data, or to use AI to generate automatic coding. It was the software with the greatest 

variety in data visualizations available, having options for a word cloud, bar chart, linking 

diagram, treemap, pie chart, and table.  

NVIVO’s data visualizations give greater emphasis to building connections through 

different kinds of linking diagram. For example, the user has the option to view the 

connection in their data by checking which codes are applicable to which participant (Figure 

11), or by checking the connections specific words have with others (Figure 12). In addition 

to that, the software also has options for data visualizations that highlight frequency, such as 

word clouds, bar graphs, and tables. 

 

Figure 10: NVIVO linking diagram for codes. 
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Figure 11: NVIVO linking diagram for words. 

The software provides some interactivity through clicking to reveal more information. For 

example, in Figure 12, yellow highlights appear to show the path of the word tree, guiding 

the user through the machine’s process of organizing the data into that kind of visualization. 

The colors act as both an exploration and a guidance tool. 

In terms of navigation, NVIVO has some features that facilitate the mastery of space. One 

such feature is color-coding, which is highly used both to derive connections (such as the 

one mentioned before), and to group similar elements, and highlight frequency. Colors are 

used for coding, for example, in the treemaps and sunbursts, where each theme is 

connected to its sub-themes by color and proximity (Figure 13). When it comes to frequency, 

the tables are equipped with heat maps that show counts via color saturation (Figure 14). 

These uses of color are elements that help guide the user and facilitate navigation within the 

software. 
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Figure 12: NVIVO treemap using color-coding and proximity to form groups. 

 

Figure 13: NVIVO using color-coding for heatmaps in a table. 

Another form of navigation tools is the ability to filter information by codes, files, 

connections, classification, etc. NVIVO provides the researcher with a wide selection of 

filters and editing capabilities that make data manipulation more accessible. The software 

also shares the quantity of each of the filters in a circle to the right, so the user can have an 

overall idea of how much data each filter contains (Figure 15). 
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Figure 14: NVIVO filtering capabilities. 

In addition to that, NVIVO is equipped with a click and drag feature for most of its linking 

diagrams that allows the users to move the elements in the visualization to where they 

please. To further guide the user, the elements that are clicked appear with a blue square 

around them (Figure 16). 

 

Figure 15: NVIVO click and drag features. 

However, not all data visualizations have the same manipulation capabilities. Linking 

diagrams can be zoomed in, moved around with the scrolling bars, and have their elements 

moved around, while other kinds of datavis have very limited interaction. For example, bar 

graphs and word clouds have almost no interaction other than hovering over data points to 

see more information about data (i.e., bar graph), or right-click to get more information (i.e., 

word cloud).  

Even for datavis that allows some movement, it can be difficult since they reach large 

sizes and the only way to move through it is to use the scrolling bars, which can be 

frustrating (Figure 17). This inconsistency in editing capabilities was highlighted in the 
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analysis as an element that could come to hinder agency when it came to interactions with 

the data visualization tool. 

 

Figure 16: NVIVO example of how large the data visualizations can get. 

Right-clicks are also available for most of the data in the data visualizations. Doing so will 

open a separate window and allow for the user to further explore their data with other kinds 

of data visualization. The example in Figure 18 illustrates how the user can right-click on a 

word in the word-cloud and open an option for running a text search query, which in term 

generates a word tree data visualization. However, the software fails to communicate this is 

an option and the user has to rely on previous knowledge, experimentation, or outside 

tutorials in order to learn that the feature even exists. 
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Figure 17: NVIVO right-click function for data exploration. 

Overall, lack of guidance is an issue that is present throughout NVIVO. The software has 

many different functionalities and tools for qualitative researchers, and it can be difficult to 

locate them all without external assistance. This is detrimental to fostering agency, as it 

limits the users’ choices and possibilities of acting and makes navigation in space difficult. 

4.3.3 Computational Thematic Analysis Toolkit 

Unlike the other software included in this analysis, the Computational Thematic Analysis 

Toolkit (CTA), was originally developed for qualitative analysis of short text (i.e., social 

media posts). Similar to NVIVO, it allows for the user to code alone, or with the help of AI. 

CTA has two kinds of data visualization, one for displaying the information that is run by the 

AI, and one for when the user manually inputs data. The former is presented as a statistical 

linking diagram with word clouds for each section (Figure 19), and the latter as a mind map 

(Figure 20). 
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Figure 18: CTA statistical linking diagram with the word clouds. 

 

Figure 19: CTA mind map. 

The software places emphasis on mapping out connections and their frequency, serving 

as a mixed method software by combining both qualitative (connections) and quantitative 
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(frequency). The size of the slices and the word cloud (Figure 19) are the elements that 

display frequency counts, and the lines that connect the slices are what shows connection.  

This combination of elements can foster agency through narrative by creating a narrator 

out of the connections made by the data visualization. For example, the thickness of the 

lines tells the story that more people that talk about topic 3, also talk about topic 12 over all 

other topics. With this frequency of connection mapped out, the researcher can then begin 

to make inferences about reasons and motivations, crafting a narrative out of the data. 

The CTA offers a limited amount of editing of the codes generated by the AI. It is possible 

to merge or unmerge the themes generated, but the user cannot separate a code into two, 

or create new codes from scratch. This limitation is detrimental to the autonomy of the users 

as it limits their choices and possibilities of action, both elements that are instrumental for 

fostering agency. 

Additionally, the software does not provide any explanation as to how the AI came to the 

results it did. Similar to ATLAS.ti, the results are presented with a lack of context and 

explanation about the machines’ processes. This can affect the fostering of agency by 

removing the sense of autonomy of the user relating to their own research. 

When it comes to navigation, CTA allows for some clickable options that reveal more 

data. By clicking on the topics, a word cloud appears sharing the frequency of the specific 

words inside of that topic. Another option is to click on the slices and make the connections 

appear and disappear. These connections are organized by color-coding so the user can 

keep track of where the connections stem from. These elements assist in making navigation 

easy and can come to foster agency through the mastery of space, by making it intuitive and 

simple. 

However, this color organization does not happen for the word clouds, which have colors, 

but they do not directly relate to the rest of the data visualization. For example, a word can 

be colored the same as a slice but have no relation to it. This lack of consistency can be 

confusing and hinder agency as it makes the user spend time and effort to figure out how 

the color-coding works. 
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Another element that assists in navigation is the CTA’s ability to open customization 

windows on top of the main window (Figure 21). This allows for the user to edit the data and 

make changes without being taken away from that main window, facilitating the navigation 

by not taking the user out of the main screen. 

 

Figure 20: CTA nesting windows. 

However, the manipulation of the data visualization itself is limited. The feature for zoom 

in/out does not work consistently and it depends on the user to select a section of the data 

visualization for the zoom to be applied to, instead of the gradual scroll zoom that most 

software uses. There is no way to move the visualization from one side to another other 

than opening a separate window and adjusting the sliders inside (Figure 21). Additionally, 

there are limited interactions the user can do to the visualization, only being able to click to 

reveal the word clouds and the connections. Any further editing is impossible. 

This hard to manipulate features and limited editing capabilities hinder agency. The former 

does it by limiting the choices and actions that can be taken by the user, and the latter by 

making moving in space complicated and frustrating. 
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4.3.4 Scholastic 

Scholastic is the only software in the sample to not be completely out. However, there are 

video demonstrations of how it will work in the future, and those display how the data 

visualization could be used to conduct the analysis.  

It only has one option for a data visualization, which is a grouping map, separating each 

datapoint into clusters organized by the AI (Figure 22). The user can peruse through the 

clusters and see the individual elements inside each theme. 

 

Figure 21: Scholastic grouping map. 

Scholastic allows for the user to edit the coding made by the AI and the parameters the 

machine has used to arrive at the conclusions and then run the thematic modelling again. It 

also keeps track of each of the iterations of AI modelling (the model history window) so the 

user can go back and forth and see the changes between different kinds of coding. 

Other kinds of filtering the user have access to is changing the sample size (scrolling bar, 

or choosing a random sample), and adjusting the cluster boundary level. The latter lets the 

user increase the number of clusters and create more detailed divisions between the 

sample. An example of creating more clusters using this filter can be found in Figure 23. 

These editing capabilities and the explanations the software provides about how the AI gets 
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results were both considered to be elements that fostered agency through allowing the 

research to feel autonomy over their own research and provide them with more choices and 

actions. 

 
Figure 22: Scholastic creating smaller clusters. 

Navigation capabilities were more complicated to assess since the software could not be 

experienced first-hand. However, the capabilities displayed by the video tutorial showed that 

the software makes use of nested windows to reveal more information and stick to using 

only the main screen to reveal most of the information, making it easier for the user to find 

themselves and fostering agency through the mastery of space. 

4.4 Final observations from sample analysis 

Through the analysis of the sample, it was possible to map out some of the elements that 

could come to foster agency in the users. Those elements were divided into those that 

fostered agency by the four main kinds of mastery: narrative, choice, action, and space. 

Each software in the sample had different elements that supported or hindered different 

kinds of mastery, all explained previously. Not all elements were present for all of the 

software in the sample. Table 3 and Table 4 have a summary of these elements by 

software. 
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  Sample of software 

Agency 
Elements that 
foster agency 

CTA NVIVO ATLAS.ti Scholastic 

Narrative 

Proximity to 
establish 
connection 

  Codes applied 
to the same 
passage of text 

 

Focus on 
showing 
connections 

Use of linking 
diagrams and 
statistical 
linking 
diagrams 

Use of linking 
diagrams 

  

Use of 

frequency as 
storytelling tool 

The use of 

word clouds 
and a 
statistical 
linking 
diagram 

Use of bar 

graphs, 
treemaps, 
sunbursts, and 
tables 

Use of bar 

graphs, pie 
charts, and 
treemaps 

Use of 

clusters of 
similar 
information 

Choice 

Editing 
capabilities 

Limited ability 
to merge and 
unmerge 
themes 

 Ability to edit 
the codes 
made by the AI 

 

Explanations of 
AI processes 

   Tracker that 
displays the 
AI process 

Action 

Filtering 

Filtering of 
words and 
themes 

Filter by 
codes, files, 
words, and 
connections 

Filter 
information in 
the transcripts 

Filters change 
the size of the 
clusters and 
which version 
of AI work the 
user wants to 
see 

Ability to reveal 
more data 

Click topics to 
reveal word 
clouds. Click 
or hover over 
clusters to 
see 
connections 

Clickable 
options reveal 
more 
information in 
some datavis 

Codes and 
datavis are 
clickable and 
enable edition 

Click to 
change size 
of clusters. 
Click each 
data point to 
get more 
details 

Space Color coding 

Color coding 

is used to 
connect 
clusters of 
words 

Colors unite 

codes, guide 
the eye of the 
user to what is 
important, and 

Color coding is 

used as 
navigation 
assistance 
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help 
determine 
frequency 

Nesting different 
windows 

Windows 
show up 
around and 
on top of the 
datavis, never 
taking the 
user to 
another page 

More 
information 
and actions 
open on pop-
ups if the user 
clicks on 
certain 
elements 

Editing codes 
happen in pop-
up windows, 
minimizing 
taking the user 
out of the main 
interface 

 

Breadcrumbs 

 Breadcrumbs 

guide the user 
back to the 
initial data 
visualization 
when the user 
is exploring 

  

Clustering of 
similar elements 

Clusters are 
created, when 
clicked word-
clouds 
belonging to 
that theme 
are revealed 

Clustering oh 
themes so 
user can see 
their 
connections 

 Clusters of 
data 
belonging to 
the same 
theme 

Table 3: Elements that foster agency. 

  Sample of software 

Agency 
Elements that 

hinder agency 
CTA NVIVO ATLAS.ti Scholastic 

Narrative 
Over focus on 
quantitative data 

 

Some 
visualizations 
focus only on 
quantity (i.e., 
graph) 

Visualizations 
are more suited 
for quantitative 
analysis. Focus 
on frequency 
over narrative 

 

Choice 
No editing 
capabilities 

Themes given 
by the AI have 
limited editing 
possibilities 

 

Free version of 
software does 
not allow for the 
creation of new 
codes 
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Action 

Lack of 
explanation of 
AI processes 

Tool does not 
provide 
explanations 
for the results 
given by the 
AI 

 

Tool does not 
provide 
explanations for 
the results 
given by the AI 

 

Lack of 
guidance 

 

Lack of proper 
guidance on 
many of the 
software’s 
features 

  

Space 

Inconsistent and 
meaningless 
colors 

Word clouds 
has 
meaningless 
color-coding 
compared to 
the clusters 

 

Colors have no 
apparent 
meaning or 
connection 

 

Lack of zoom in 
capabilities 

Zoom in is 
only available 
by a tool that 
is not the 
most used 
form of 
zooming on 
digital 
platforms 

Zoom is 
inconsistent 
across datavis 
and does not 
always work. 
It is not clear 
which datavis 
supports 
zooming 
features and 
which do not 

Zoom in not 
available 

N/A 

Inability of 

manipulate data 
visualization 

To move the 

datavis in 
space a 
separate 
window needs 
to be opened 
and with 
sliders for 
adjustment 

Movement is 

with scrolling 
bars, which 
make it hard 
to manipulate 
properly, 
especially 
when the 
datavis is too 
large 

There are no 

click and drag 
features 

N/A 

Table 4: Elements that hinder agency. 

Through the analysis of this sample, a series of guidelines was compiled for the 

development of the first prototype. Those were:  

• Use proximity to establish connections. 
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• Include data visualizations that focused on showing connections. 

• Allow for editing and personalization. 

• Explain the process behind the AI’s results. 

• Include filtering tools. 

• Use consistent color-coding. 

• Use nested windows that reveal more information upon interaction. 

• Use easy zoom in/out features (e.g., two fingers on trackboard, or a toggle bar). 

• Allow for easy manipulation of data visualization (e.g., click and drag, move with 

two fingers on trackpad, etc.) 

In combination with the guidelines taken from the results of interview 1, the prototype was 

developed. The agency that was mentioned during this chapter and the one that will be used 

for the prototype pertains to the agency people can perceive through interacting with the 

data visualization tool. 
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Chapter 5 

Requirement Gathering 

A semi-structured interview to determine what researchers need and want for a tool to help 

with their qualitative data analysis was conducted with 5 participants. The goal of it was to 

determine 3 aspects of data visualization interaction: 

1. How do qualitative data researchers use visual elements to assist in their data 

analysis? 

2. What visual elements do they find important to have in a data visualization? 

3. How do qualitative researchers perceive their sense of agency while doing 

research? 

The interview was done with the purpose of understanding the user and task requirement 

[58]. The sample of participants was gathered via purposive/snowball sampling seeking 

information power [65]. Information power is a theory that helps define sample size in 

qualitative research based on 5 characteristics, each with two polar possibilities: study aim 

(narrow or broad), sample specificity (dense or sparse), established theory (applied or 

none), quality of dialogue (strong or weak), and analysis strategy (case or cross-case) [65]. 

Those will be further explained below. 

For study aim, broad studies require larger samples, while narrow require less 

participants because of the specificity of the situation. Sample specificity refers to how 

specific the experience being researched is. It is more beneficial to gather different and 

conflicting opinions than to have a larger sample of similar data. Established theory means 

that studies with more applied theories in the background need less participants than those 

that use no theories. Quality of dialogue pertains to the people collecting the data from the 

participants. If they are more experienced and able to gather the necessary information 

efficiently than less participants are needed. Lastly, analysis strategy dictates that more 

exploratory research requires a larger sample, while more descriptive research need less 

participants. Figure 24 better describes the relationship between each topic and its relation 

to sample size. 
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< higher information power 

Narrow <            AIM            > Broad 

Dense <    SPECIFICITY    > Sparse 

Applied <       THEORY        > None 

Strong <      DIALOGUE     > Weak 

Case <      ANALYSIS      > Cross-case 

Larger Sample size needed > 

Figure 23: Information Power (Malterud et al. 2016). 

This project has a narrow aim since the situation being observed is highly specific. It also 

utilized previously established theories to conduct data collection and analysis, as well as be 

descriptive in nature. The data was be collected and analyzed by researchers that have 

experience in dealing with qualitative data, therefore the sample sought higher levels of 

information power instead of opting for a comprehensive large sample. To guarantee more 

variety, the participants were selected with purpose for trying to gather a wide array of 

different experiences. For this, multiple labs and areas of healthcare were selected. 

5.1 Recruitment criteria 

For all interviews, participants were recruited through university and personal connections. 

The sampling was collected through snowballing from several different laboratories in the 

University of Waterloo. Participants were qualitative researchers with limited to no 

experience with programming, and different levels of interest and experience in using AI for 

their data analysis. 

Five participants were recruited in total, each from a different laboratory, and the five 

completed both instances of the interview. All were in the field of healthcare, but had varied 

specialties, and different levels of qualitative research experience and experience with data 

visualizations. 

Participant 1 studies vision science and its health service delivery, she reported being 

new to qualitative research and showed moderate experience with datavis during the 

interview. Participant 2 works with social media, ethics, vaccine opinions, and trust. She 
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reported a high experience in qualitative analysis, as well as moderately high experience 

with datavis.  

Participant 3 studies the use of technology and IoT (Internet of Thing) in the care of older 

adults, she reported high experience in qualitative methods and using datavis. Participant 4 

works with gerontology and the care of patients with dementia, she claimed to have 

moderate experience with qualitative methods and low experience with datavis. Lastly, 

participant 5 studies the experiences of aging and older adults belonging to ethical 

minorities, she reported moderate experience in qualitative methodologies and low 

experience with datavis. 

5.2 Interview protocol 

The interview protocol consisted of 8 open-ended questions and had the goal of assisting in 

understanding how qualitative researchers use data visualizations to assist in data analysis. 

The questions in the protocol were meant to make the participant share what their process 

for conducting data analysis is, what kind of data visualization they are familiar with, and 

what software (if any) they use. 

The examples of data visualization were taken from Von Engelhardt [47], with some 

changes that apply to the situation at hand of conducting research. Von Engelhardt 

separates data visualizations into primary and hybrid modes of visualization, in which the 

hybrid is a combination of one or more primaries. For the purposes of this project, this 

separation will be classified as: maps, diagrams, table, and charts, with each having 

subdivisions, totaling 10 kinds of data visualization. 

Maps are visualizations that anchor their meaning in the physical space they represent. 

They can be divided into statistical maps, path maps, and statistical time maps. Diagrams 

are visualizations that derive meaning from the interaction between its visual elements. They 

are divided into link diagram, grouping diagram, chronological link diagram, and statistical 

link diagram. 

Tables comprise of organizing information into rows and columns and establishing 

relationships between elements based on them. Lastly, we have charts, which derive their 
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meaning from its metaphorical connections to the real world. It is divided into two kinds: time 

chart and statistical chart. 

Additionally, the interview had the purpose of collecting sketches from the participants of 

what they believed their ideal data visualization tool to look like. This was done following 

user centered design principles to include the participants during the design process [61]. 

User centered design has been notably a successful method in developing design objects 

for a specific population [62], therefore we decided to employ some of the same techniques 

to ensure our prototype sufficed the needs of qualitative researchers. The full interview 

protocol can be found in Appendix C. 

The results from both the sample analysis and the interview were then compiled into 

guidelines, which were used for the next phase. The interview specifically was conducted 

with the goal of including the users in the design method, which has better results than 

designing alone [66].  

This phase satisfied the objectives of 1 (determine how qualitative researchers use visual 

techniques to make sense of their data analysis), 2 (compile what visual elements 

qualitative researchers find important to have in their data visualizations for qualitative 

analysis), 3 (determine what kinds of data visualization satisfy which needs of the qualitative 

healthcare researcher community), and 4 (determine how qualitative researchers perceive 

their sense of agency when doing qualitative research). 

5.3 Results from interview 

The results from the interview were divided into 2 parts, data visualizations being used as 

cognitive assistance and how researchers perceived their own agency when conducting 

research. 

5.3.1 Data Visualizations as Cognitive Assistance 

There were three kinds of cognitive assistance that data visualizations could provide 

according to the participants: those that helped them figure out their own data, those that 

served as knowledge translation tools for third parties, and those that were a mix of the two. 

Participants cited using data visualizations as cognitive assistance for themselves when 

they were either organizing or exploring data. Specifically, when organization was the goal, 
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participants mentioned 7 separate needs: checking frequency, making connections, 

comparing, tracking changes over time, grouping, seeing processes, and mapping out 

paths. Often participants mentioned more than one need at the same time, highlighting how 

they used the same kind of visualization for more than one purpose. 

When it came to using it as knowledge translation tools, participants highlighted their 

importance for presentation, and summary. Additionally, two uses of datavis were 

mentioned to be used both for personal and third-party cognitive assistance. Those were the 

datavis meant for assisting in collaboration and supporting narratives. 

In terms of presenting and summarizing, participant 1 shared her preference for using 

Microsoft PowerPoint tools to make diagrams instead of presenting them in plain text. 

According to her, presenting information in a visual way instead of plain text is more 

engaging for her style of presenting information. She shared “I'm obsessed with smart art 

chart designs when I'm doing presentations. Obsessed! like instead of typing all my 

speaking points in just on the slide or whatever, I just love putting it in a diagram or a 

hierarchy.” 

Similarly, participant 3 highlighted the knowledge translation capabilities of data 

visualization, especially when it came to presenting information to industry partners that do 

not have the same grasp on research as the researchers. She shared “That's the big thing, 

especially I think for me, since I work with a lot of industry partners and… things that would 

be very of interest to an academic, such as theory and, you know, precise methods, they're 

really not concerned with it because they don't have background in it” when explaining how 

data visualizations could be used for the kind of qualitative research she does. She frames 

this need as “the story in action”, in which the researcher needs to present industry partners 

with visualizations that tell a narrative strong enough to enact change, answering questions 

like “what's the point? What can I do with it? How do we act going forward?”. Another 

participant voiced a similar experience, saying she likes using visualizations to make her 

research more digestible and compatible with the narrative she wants to highlight. 

The use of datavis as a narrative tool was expressed by all participants, both as a 

something they would use for the data they generated, and something they would add to 

research rationale to weave a story. When it came to using narrative elements as an 
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organization tool, two participants talked about how they made use of mind maps and flow 

diagrams when conducting data exploration to identify the story the themes in their 

interviews were telling, and thus help them organize their ideas and frame their research 

before starting the process of writing. For example, participant 4 illustrated this point by 

saying that she works with data visualization by “having the data speak for itself and seeing 

like what kind of story it tells and then highlighting that accordingly.” Similarly, participant 5 

also reported using data visualizations to find a narrative when organizing themes for her 

thematic coding of qualitative interviews, she quotes “I try to make a story, like there should 

be, like a theme that makes sense.” 

As for using data visualizations for augmenting a narrative outside of their data analysis, 

three participants talked about using data visualizations that were compatible with the 

narrative of their rationale and taking advantage of the storytelling abilities of datavis to 

convey it. For example, participant 4 talks about how she likes using data visualizations by 

“feeding it into my literature, review, my argument, my rationale, in order to justify my topic,” 

and therefore creating a narrative. Similarly, participant 3 talks about using data 

visualizations as augmentations for the text so that the reader can more easily process the 

story, saying “in a glance with meaningful line weights and colors, that creates a lot more 

meaning.” 

Another part of data visualization being used as a summary was the importance of 

framing any summary as novel information. Participant 3 discusses her belief that “the role 

of data visualization more than anything else it as being a way to enhance the text and… 

they should be able to tell you something that you could not glean just by reading 6 

paragraphs on a page,” and expressed her desires for data visualization that not only 

presents information but also assists in framing a narrative. She gave the example of 

sharing the total number of a migration versus presenting a statistical path map that shows 

people the magnitude of what the number means. Similarly, participant 1 also voiced her 

desire for visualization that preserved context and narrative when reporting findings. She 

explains that “I think you don't just want the words you want the context that it existed in the 

conversation.” 
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Aside from narrative, another topic mentioned was the use of datavis as a tool for 

assisting in collaboration. One participant mentioned how she would use the mind map data 

visualizations developed to organize themes to present information to her colleagues and 

supervisor and get their feedback and approval before continuing with the rest of the data 

analysis.  

Additionally, three participants mentioned their frustration with the software NVIVO for 

limiting their collaboration efforts. All three participants complained about the lack of 

integration in NVIVO and shared having to use Microsoft Word to collaborate with other 

colleagues, which made them lose many of the features that NVIVO has to assist in 

qualitative research. For example, participant 3 talked about losing the ability to quickly open 

coded sentences and check the context around them when working with Microsoft Word. 

She voiced “So that's the very annoying low-tech way. It's a lot harder to search. It results in 

a very long difficult to navigate document and it's a lot less convenient.” 

When it came to using datavis as cognitive assistance for themselves, four participants 

talked about their process for organizing their thoughts in the middle of data analysis, and 

shared sketches that they used to organize, explore, and make connections. One of those 

three participants made use of mind maps, while two others preferred to use grouping 

diagrams. The fourth participant used both for her research, but for different purposes.  

Participant 5 cited that “I kind of, like, go and look back, you know, to the mind map and 

then. And I can reconnect it, you know, cause it's easier for me to. […] It makes more sense 

to me on paper,” as a reason as to why she prefers to use a visual approach when she is 

conducting data analysis. Figure 25 shows the sketch she shared during the interview in 

which she divided the main themes into sub-themes and then subcategories. The green line 

was used to represent the fact that those themes are related in time and the ones 

happening on the left must happen before the ones on the right. According to her, being 

able to visualize all data at once helps to organize her thoughts and explore data in a way 

that makes sense to her. As she quoted “if I can visualize it, I can easily understand it 

properly. So, like the web of chart like it makes sense to me.” 
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Figure 24: mind map sketched by participant 5. 

Similarly, participant 4 shared a sketch of a mind map and talked about her process for 

the brainstorming phase of data analysis. Like participant 5, she also expressed her 

preference for organizing her ideas visually before converting it to text. She shared that 

“That's how I get things out of my head so that I'm not just juggling them in my head so that 

they can be clear”. In her sketch (Figure 26) she explained her process of adding themes 

and connecting points to the same visualization and then mapping out their connections and 

relationships, which are represented in the sketch by the purple lines. 
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Figure 25: mind map sketched by participant 4. 

Additionally, the same participant shared another sketch of how she uses datavis as an 

organization and exploration tool to come up with the themes for her analysis. In the sketch 

(Figure 27) she explained that each shape represented an idea from the transcript, and that 

by placing them in a board she could move them around and cluster them together based 

on similarities.  

Those clusters, here represented by the purple lines, could then be transformed into the 

main themes. According to participant 4, having all ideas in front of here in a way that she 

could easily pick up and move it somewhere else helped with figuring out what belonged 

where. As she put it “and as you begin to move things around, like maybe you decide that 

this person […] maybe they don't, like, belong here. Maybe they deserve to be. Maybe they 

deserve to be with this group over here.” Through this categorization, she reported being 

able to properly organize information into “little boxes, so then you can like properly connect 

them and write.” 

To further organize her thoughts, participant 4 also shared her preference for using colors, 

saying that even though “the whole thing would be like color-coded so many colors 

everywhere it's messy, it looks ugly, but it made sense to me, and it looked… I could 

understand it and makes sense of it.” Her preference for color coding can be seen in Figure 
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26 and Figure 27, where the participant switched colors to sketch different elements 

depending on the organization she narrated through the interview. 

 

Figure 26: grouping diagram sketched by participant 4. 

Similarly, participant 2 also used grouping diagrams to create clusters for her ideas and 

come up with the themes for her analysis (Figure 28). She quoted “I write things out all the 

time. Like that, like in diagram form and tables. And that's how I figure out themes”. 

According to the participant, she usually uses tables as an organization tool, separating 

them into a column for explanations, themes, and codes. Then she puts each code into one 

of the buckets for themes until there’s no left. If there are still codes left at the end that do 

not fit any of the themes, then she uses the table to re-organize her ideas until every 

element fits into their proper space. According to her, this way of organization makes sense 

to her as a table and “that's just the only way I think you can visualize it in my mind, because 

that's the only way that makes sense.” 
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Figure 27: grouping diagram sketched by participant 2. 

Another way of organizing thoughts in space came from participant 1, who shared the 

sketch in Figure 29. Since her research is very dependent upon processes and barriers, she 

explained her desires to visualize data organized in a nested grouping diagram in which 

each layer would be a different category of connected barriers.  

The purpose of this representation was to illustrate the barriers around the goal, which 

would be placed right in the center of the visualization. Alongside this way of visualizing 

data, she also voiced her desire for making this kind of visualization quickly and with ease, 

saying that “and sharing the considerations that need to go into that theme that are unique 

to the context, so being able to make something like that… efficiently!” 

 

Figure 28: grouping diagram sketched by participant 1. 
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Another kind of organization that the participants voiced using were comparison data 

visualizations. Participant 1 shared her frustration with the tool provided by the software she 

chose to use to analyze her data, NVIVO, and making datavis that showed comparisons. 

According to her, her needs would be for “comparing the differences in the qualitative data 

between two groups is what I would like a visualization to show me,” but with the tools 

offered by NVIVO she finds herself often frustrated and lost, quoting “so, like if the if NVIVO 

could easily tell me I… I haven't like quickly found a resolution to being able to see like I get 

overwhelmed when I'm trying to see which codes are… occurring in different… [locations], 

or the interviews from people from different [locations].” 

Another participant mentioned using comparisons in datavis when assessing the 

differences and commonalities in stakeholders. She quoted that “part of that [finding the 

commonalities and differences in stakeholder groups] was finding like where their views 

contrasted, or how they approached issues differently” and said that she would probably not 

use those kinds of visualization for publication, but instead for organizing her own thoughts 

when conducting research. 

Four out of the five participants mentioned using data visualizations for checking 

frequency in their data. Participant 1 talked about how she appreciates having a software 

that can check what themes come up the most without having to do it manually. She 

commented on using the frequency features in NVIVO to check frequency and extract from 

that what themes were the most important to her participants. She quoted “So, looking at 

how much space and the percentage of coverage of different themes is really helpful. I think 

to be able to like… actually get the take home messages of, okay, what is important to this 

population of survey for research participants?” 

Similarly, participant 4 also voiced her interest in using data visualizations that showed 

frequency when mapping out how common certain experiences are, but with the caveat of 

not ignoring a theme even if it is not being mentioned by all participants. She explains that 

“as themes like emerge, if there's a theme that was highlighted by most participants, but not 

all participants, you're still going to talk about it in your findings. It doesn't have to be 

highlighted by every single individual. And so maybe if you wanted to see, OK, how common 
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is this particular experience?” when talking about her personal preferences for using 

frequency checks in her data analysis process. 

Participant 3 also talked about her preference for having visualizations that allow for 

easily checking of frequency, especially when it comes to content analysis. She voiced that 

“it's a good idea to look at the data at a glance, especially if you're doing something like a 

content analysis where the frequencies of certain data point is of interest.” However, the 

same participant also showed concern over being forced to use graphs that show frequency 

in places that she believed did not fit the narrative. She gave the example of being asked to 

include a bar graph for theme prevalence, which she felt did not contribute to the reporting 

of results.  

Participant 2 was the only one that mentioned not having much use for frequencies in her 

research. According to her, she prefers to steer away from graphs that display frequency as 

she never feels like she has enough data to make meaningful statistical data visualizations 

and that counting is not compatible with the kind of data analysis she does. She explained 

that “I usually steer clear of like graphs and stuff because… I've been told before during 

peer review processes that because I am not using quantitative data in those… projects…. I 

can't visualize my data like that like I can't provide counts because counts don't have impact 

on the data.” However, she has also voiced a high interest in frequency if it comes with 

connections, such as in a linking diagram. With a combination of the two, she expressed 

that she would be able to both draw connections and see how prevalent these connections 

are, which is more in line with her kind of research. 

Similarly, participant 3 also voiced a preference for using frequency data visualizations 

coupled with another kind of data insight. In her case, she explained how using it paired with 

the passage of time often garnered more interesting results. She shared that “If you're able 

to do a histogram like this as opposed to a bar graph that is going to give you a lot more 

novel information at a glance,” when explaining her preference for a combination of the two. 

Passage of time was also a need that participants voiced, regardless of whether it was 

connected to frequency or not. Two participants shared how their main research contains 

heavy chronological elements. One of them shared “I think about the ways that my, even, 

my qualitative research is chronological because I'm really discussing the step wise process 
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[details of project],” as well as her overall preference for using line graphs for representing 

changes across time because of personal preference.  

Participant 5 expressed similar feelings, realizing in the middle of the interview that her 

research fit the category of a chronological linking diagram, saying “Now that I'm thinking 

about it like my research is basically a linking diagram depending on time.” Interestingly, this 

participant also voiced her interest in learning more about data visualizations because of her 

limited experience with them and low visual literacy, saying she would seek to know more 

about different ways to present the data for her research now that she was aware of the 

possibilities. She shared that “I think I'm restricted with like linking, you know, diagrams 

visualization cause that's how I have always envisioned qualitative research to be. Now that 

you're showing me so many types of visualization, I'm like oh damn! Does that even exist?” 

Other participants shared their experiences needing data visualizations that depicted the 

passage of time for several needs, such as documenting changes, presenting it to industry 

partners, making decisions, and show processes. Specifically for process, participant 3 

voices how data visualizations play a necessary role in communicating trajectories, decision 

trees and the continuous nature of what she researches. One of the biggest needs she 

voices was mapping out the trajectories of her participants in the healthcare system, and 

having a datavis to assist with that is valuable in her opinion. She quoted “so having a 

clearer idea of what care trajectories look like. You know what? What settings they move 

through. What clinicians they engage with. That could be a helpful visualization of that.” 

She shared a sketch during the interview explaining how she prefers to use data 

visualizations to depict processes (Figure 30). In the sketch she separates the tasks into 

branches and uses connections and hierarchical relationships to explain what must be done 

by who and in what order. 
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Figure 29: process diagram sketched by participant 3. 

One final use the participants shared to being aware of for data visualizations was of 

paths. Participant 1, in particular, talked about how her research investigates the paths that 

long distance healthcare providers take when travelling to remote communities and how she 

has used maps to present data about her research before, both to academia and to her 

industry partners. Three other participants said they had no personal need for data 

visualizations that followed paths but were aware of other researchers in the field of 

gerontology and dementia that required them constantly. 

Often, participants mentioned doing more than one thing at a time with the same kind of 

representation. For example, participant 4 talked about how she would use the same mind 

map to connect ideas, group them into themes, and then find the narrative that she would 

like to pursue in her research. Participant 5 also echoed the same feelings of using one 

visualization for multiple purposes, quoting “I organize my thoughts in like a little notepad. I 

tried, for example, I try to make a story, like there should be, like a theme that makes sense, 

right?” which implies she organizes, explores, and searches for a narrative in her data all 

using the same visualization. 

Additionally, there was a lot of personal preferences and biases that the participants 

showed during the interviews, which they attributed to the ways they preferred to visualize 

information. For example, participants 5 and 3 showed a strong dislike for tables, quoting “I 

don't know, when I see the table like ‘nope!’, this is not how I, like, my mind works,” and 

“You know, it's like I question sometimes how effective [tables] are as a data visualization 
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tool”. On the other hand, other participants voiced their love for this kind of data 

visualization, for example, participant 5 shared “I love tables. I think tables are always useful 

when it comes to presenting data like qualitative or quantitative kind of data. Or just like 

planning things out.” 

Participant 3 also shared her preferences for statistical linking diagrams, talking about 

how she found them to be the most useful when he is exploring her data and coming up with 

connections. According to her, she likes to use this kind of visualization coupled with AI to 

see what are the possible connections that the machine suggests and then look out for them 

when she is doing her own coding. She quotes “[the statistical linking diagram] is a perfect 

way to visualize it and then it shows me: oh well, that one is connected to this big piece and 

this, this one is, can I like…. that to me is the best one.” 

Preferences were also prevalent for bar graphs and pie charts, where participant 3 

shared her opinion that “there is nothing a pie chart can demonstrate to you that a bar graph 

cannot do more clearly,” while participant 5 said she “wouldn't use [bar graphs] unless if it 

was, if it was required of me to be honest, because I feel like there are better ways to 

present your information when it comes to qualitative information.”  

In conclusion, the participants reported different uses for data visualizations depending 

on their needs, here separated into those that are used for providing cognitive assistance for 

others (presentation and summarization), those that served as cognitive assistance for 

themselves (grouping, frequency, comparison, connection, passage of time, path, and 

processes), and those that could be used for both (collaboration and narrative enhancers). 

In addition to that, the participant showed different preferences for how data is visualized. 

5.3.2 Agency 

The importance of agency was highlighted by all participants to different extents. Two facets 

of agency were commented on, which were the elements that made participants feel like 

they had agency over their research, and the barriers. The barriers were mostly related to 

the loss of autonomy, freedom, choice, and their lack of trust in machines or software. 

Regarding trust, some of the participants voiced a lack of trust in a system that can 

automate the process of data analysis. This lack of trust mostly came out of fear of 
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replacement or loss of autonomy over their research. Additionally, others talked about the 

distrust in automation because of their beliefs that machines are not advanced enough to 

provide with any useful insights. Both are delegation related issues that stem from different 

sources, but have the same result, a lack of trust in automation. 

Two participants voiced their fear of being replaced by machines and what that meant for 

their future and their job as a researcher. Participant 4 expressed her fears by saying that 

she does not want machines to progress to far and make her obsolete, quoting “I wouldn't 

want it to analyze anything for me because then I become obsolete, so I don't want it to be 

too good at its job, where I become obsolete and it replaces me and takes over the world 

and it turns into the matrix.” While participant 4 explained her concerns over being out of a 

job once automation becomes too advanced for humans to compete with. 

On the other side of the spectrum, four participants commented on the usefulness of 

using automated systems and if it even can generate useful results. Four participants talked 

about the richness of qualitative data and the need to preserve context when analyzing it, 

questioning how a machine could understand this context and how could it generate codes 

without that understanding. Participant 1 quoted the use of automatic coding as “very, very 

bizarre,” explaining that she did not believe that AI could understand the nuances of the data 

and therefore would have a hard time generating useful codes. 

Similarly, participant 4 explained that the human element of qualitative analysis is very 

important and that immersing in data is a crucial step to any qualitative analysis that cannot 

be replaced by machines. Participant 3 echoed the same feeling, saying that “Naturally, still, 

you know, being a researcher and knowing the context, being able to read between the 

lines, there would still be a lot of things that you would need to code manually because you 

know in a way the machine doesn't know.” She expressed her frustration with AI capabilities, 

calling it rudimentary and questioning whether it would even be useful for the kind of 

research it does, since her qualitative analysis is so context heavy and she does not believe 

an algorithm could pick up on these nuances. 

Participant 1 illustrated the same point by saying “I didn't look at it in that great detail 

because the codes that it produced, I think they were all single word and codes, which 
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wasn't really helpful anyway,” about the time she tried to use NVIVO’s automatic coding 

system. 

Additionally, to the important of preserving context, participant 4 also raised the issue of 

regulations, talking about how she wants there to be a balance between AI regulation and 

censorship. She explained by saying she does not want the machine to grow so smart it will 

replace her, but also fearing that because of censorship and regulation any results 

generated by the machine can be biased. She quotes “Because you want it to be regulated 

enough where people don't use it for like harm and destruction, but you don't want it to be 

overly regulated where it conceals the truth.” 

These issues raised the issue of AI delegation, which was brought up by all participants. 

Three participants were open to the idea of using AI, but very strict as to which tasks should 

be delegated to it and which should remain in human hands. Participant 1 shared how she 

enjoys having the machine assist in tasks such as counting, checking frequency, and 

helping her design data visualizations. She expressed the need to have a tool that could 

assist with the last part, making the creation of visualization easy, especially since her 

experience with data visualizations is limited. 

Similarly, participant 3 shared the same need of using AI as a way of “cutting down on 

the work of coding a little bit.” She explained that her ideal partnership with AI would be 

using it as a facilitator for checking the frequency of very simple sentiments. Since she 

questions the abilities of AI to fully understand context, she would prefer to keep automatic 

coding to simple sentiments that machines wouldn’t have trouble processing, quoting that 

“There's very simple sentiments that people express, like ‘technology is expensive’, ‘[name 

of devices] are expensive’. That's something that would be nice that you wouldn't have to 

manually tag like just those… those very simple, straightforward ideas.” 

Participant 3 was the only one that was more openly receptive to the idea of doing coding 

with the assistance of AI. She explained that because of the nature of her type of research 

in working with social media, her samples end up being very large and very short in 

character amount. Because of this, she explained that coding by hand is simply not possible 

and if she could employ the assistance of AI to make the process more seamless, it would 

be ideal. She shared “I prefer [coding with the assistance of AI]. I don't know how to…. when 
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it's 500,000 data points, it's not possible for me to do it. I can do it with 4000 easy peasy, but 

500,000 plus. I just don't know if it's possible and so, having the toolkit which would. It can 

do that for you.” She clarified that the assistance of the AI would not negate the need for a 

human researcher, saying that she still codes herself, but enjoys delegating some of the 

work. 

On the other hand, two participants shared their reluctance towards delegating at all. 

Participant 5 explained that she views qualitative research as untainted and would prefer it 

not to “be in, ‘invaded by machines.’ I still want it to be in the hands of humans.” She 

explains that having a human be the one to derive codes to be the beauty of qualitative 

research and the by delegating to machines she fears losing the empathy and personal 

connection with her kind of data analysis. Similarly, participant 4 talked about her perceived 

sense of agency and how much it would be affected if she felt the machine was doing her 

work for her. She quotes “I feel like a part of it is the agency element like I feel like. It'll 

replace me or like it does things very fast that like. You know, it's concerning.” This 

statement highlights her sense of loss of agency, as well as her fear of being replaced. 

Despite the fear and apprehension expressed by the participants, there were also 

elements that they felt increased their sense of agency that were discussed during the 

interviews. Those were separated into: freedom of movement, ability to choose, autonomy, 

and suggestions and guidance. 

Freedom to move was partially shown in chapter 4.2.1 by the way the participants talked 

about using data visualizations and how much emphasis they put in moving elements freely 

and having advanced editing options. For example, participant 5 shared how she “wants that 

freedom to scribble and just vomit everything out and have it be ugly on paper so that my 

brain is organized,” as an example of how she likes to have that freedom of movement when 

she is working with data visualizations for research. Similarly, participants 5 and 2 talked 

about liking the to use a whiteboard to draw out data design ideas because it is easy to 

move around elements and sketch concepts. 

However, freedom was also discussed in the frustrations participants shared to existing 

software, which hinders their editing abilities and constricts their choices. Participants 1 and 

2 explained their frustration when using the software NVIVO and how it can be hard to figure 
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out how to get what you want out of it easily. Participant 2 shared that she considers the 

software to be “[Not] Easy to figure out and it's so not worth it for me to try and waste my 

time figuring it out,” and that she would rather spend her time manually coding the data 

instead of trying to understand how to navigate through the software. 

Additionally, participants 3 and 5 shared their experiences with Microsoft Word and how 

they had to use it to collaborate with their colleagues, since NVIVO does not allow for 

collaboration, and the exhausting process that was navigating the document.  

Freedom often came related to the possibility of choice, which the participants expressed 

a preference to. Three participants discussed how they liked being presented with options 

when working with software, instead of given results that they could not edit. Participant 1 

illustrated this point by saying her ideal interaction with AI would be through the machine 

offering her insights and suggestions, which she could then sort through and choose to 

accept. She quoted that “I can see the different ones and then select the one that resonates 

with me.” 

Similarly, participant 2 talked about liking to use AI as an assistant that could suggest 

possible themes and connections, while still leaving her in charge of whether to keep them 

or not. Participant 4 echoed the same sentiment, quoting that “laying those options out for 

me and giving me suggestions. I think like, that would be very helpful.” She referred to her 

ideal for a data visualization tool to present her with layout options and guide her through 

the process of designing a data visualization, whilst still leaving her with enough choice to 

feel in control of the process. 

The use of suggestions and guidance was a consistent theme through the interviews, 

and all participants mentioned wanting a tool that could offer it when dealing with data 

visualizations for research. This guidance was mostly mentioned when participants were 

talking about using a software to help them figure out how best to visualize their data, and 

what kind of visualization to use for which kind of need.  

Participant 4 illustrated this point by sharing how she would like a tool that gave her 

enough options to guide her, but still allowed her the freedom to choose which option 

worked best for her needs. She quoted that as ideal tool would be “trying to see how 

different people like to see their data and then giving people the option of seeing their data 
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in all those, all of those different ways,” in a way that still ensures autonomy and plenty of 

options. 

Similarly, participant 1 described her need for a guide that could help her “determine 

which software would produce the visualizations to show that data meaningfully,” when 

talking about what kind of machine assistance she would be interested in. She shared her 

lack of experience with data visualizations is perceived lack of tech-savviness, and the belief 

that because of this she considered herself limited in choosing data visualizations and 

knowing how to best represent her data. Participant 5 echoed the same feeling, saying that 

because of her lack of expertise in data visualization she considers her skills to be restricted 

to only the diagrams that she knows. She quotes “I don't really know if there's like a 

specific… because I haven't really like, have experience with data visualization in particular.” 

In conclusion, participants expressed two different facets of agency perception during the 

interviews: barriers and facilitators. Barriers were related to loss of autonomy, lack of 

freedom to move and edit, limited choices, and lack of trust in the machine. Facilitators were 

elements that allowed them to move within the software, freely edit their visualizations, 

ensured transparency between researcher and AI, and provided with guidance and 

suggestions. 

5.3.3 Final observations from interview 

From the results of the interview, a few guidelines were developed for the creation of the 

prototype. Some of these guidelines were repetitions of the ones found during the analysis 

of the sample of similar software, but others were unique to the interview with qualitative 

researchers. Overall, the guidelines taken from the interview were: 

• Categorizing data visualizations based on the needs the participants described 

(checking frequency, making connections, comparing, tracking changes over time, 

grouping, seeing processes, and mapping out paths). 

• Giving the users editing capabilities so they can fine tune the visualizations to fit 

whatever narrative they desire (e.g., editing colors, moving elements, etc.). 

• Providing multiple kinds of data visualizations to accommodate the different 

preferences and needs of different people. 
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• Allowing the user to move elements within the visualization for better organization 

and exploration. 

• Preserving freedom of movement. 

• Consistent Color-coding options. 

• Providing guidance for what kinds of data visualization exist and how they could be 

used. 

• Preserving autonomy (e.g., presenting choices and letting the user decide, 

explaining how the results were reached, etc.). 

With that series of guidelines, a prototype was developed for a data visualization tool that 

could help qualitative researchers work with AI during the data analysis process. 
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Chapter 6 

Development of prototype 

Phase 3 was the development of the first version of the prototype following a brainstorming 

of data visualization ideas, based on the results from the interviews and literature review of 

the previous phases. Following Santos [60] the brainstorming included the generation of 

multiple alternatives before the selection and refinement of a final product. 

After the brainstorming, a prototype was developed, which included 16 pages of 

examples of how the software would function and look like. With these templates we 

returned to the 5 participants that participated in the first interview and recruited them for a 

second session of user input. 

6.1 Presentation of prototype 

The first prototype was developed based on the insights gathered from the literature review, 

analysis of similar software, and results of the first interview. It followed the guidelines 

summarized in chapters 4.1.5 and 4.2.4. 

The prototype was a series of sixteen images that depicted the process of utilizing the 

data visualization tool. Figure 31 has an example of the first screen of the prototype. The 

design was inspired by PowerPoint to ensure familiarity, as per the suggestion of participant 

1. There are four sections for the prototype, the top bar (colored blue in Figure 32), side bar 

(colored green in Figure 32), lower bar (colored purple in Figure 32), and workspace 

(colored yellow in Figure 32). The full set of images can be found in appendix D. 
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Figure 30: prototype 1, main screen 

 

Figure 31: prototype 1, main screen color coded by section. 

The top bar is separated into the categories the participants mentioned needing the most, 

and a section that contains all options for data visualization. Upon clinking on one of the 
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category buttons, a pop-up appears with all the individual datavis that fit that need. An 

example of what that looks like for the category ‘frequency’ can be seen in Figure 33. 

 

Figure 32: prototype 1, pop-up with all options for 'frequency'. 

Once the user selects an option, the software runs the data input and presents a 

visualization. Figure 34 has an example of what would happen if the user were to choose a 

pie chart. The colors are consistent, except for one slice of the pie, which is red, to represent 

the customization abilities user can have other individual elements in the data visualization. 

A few interactions are available for the user to do with the datavis. The first one is an 

option to hover over individual elements and elicit a pop-up with explanations as to how the 

AI reached those results. The others are mediated by the side bar, which allows for editing 

capabilities. 
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Figure 33: prototype 1, pie chart. 

From top to bottom, the icons in the side bar allow the user to click on individual 

elements, move the entire screen, draw lines, select, and move areas, add shapes, add 

lines, and change colors. In addition to those, the user can also move through the 

workspace by placing two fingers on the trackpad, and zoom in/out via trackpad, or using 

the slider on the bottom bar. 

Specific details about the design elements and how they satisfy the requirements 

gathered by the interview and analysis are presented in Table 5. 

Guideline 
Element(s) of prototype included to satisfy the 

requirement 

Use proximity to establish 
connections. 

The tool was separated into 3 areas, each responsible for a 
different function. The elements in these areas were kept 
close so the user understood that they belonged to the same 
family. For example, all visualizations that belonged to the 
category of ‘process’ were kept visually close. 
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Include data visualizations that 
focus on connections. 

A category for connections was included with data 
visualization that focused on that specific need. 

Allow for editing and 
personalization (e.g., editing 
colors, moving elements, etc.) 

A side bar was included to allow for the users’ different kinds 
of editing capabilities. 

Explain the process behind the 
AI’s results. 

When the user hover over elements of the data visualization a 
pop-up appears with an explanation as to how that result was 
reached. 

Include filtering tools. 
Filtration was provided by the categories in the top menu. The 
types of data visualization were separated by category and 
the user could filter them by need. 

Consistent color-coding. 

The color pallet was kept to a minimal, using only one color 
and different variations. Options for editing color were 
available, but the user would have to edit those manually. 

 

Use of nested windows for easier 
navigation. 

The options for different kinds of data visualization appear as 
pop-ups so the user never has to leave the main screen. 

 

Easy zoom in/out features. 

Zoom in/out provided with a scale at the lower right corner 
and the two-finger motion on a trackpad. 

 

Easy manipulation of the data 
visualization to facilitate 
exploration. 

The tool includes the ability to click and drag elements and 
move by placing two fingers on a trackpad. 

Categorize data visualizations 
based on the needs the 

Categories placed in the top menu bar. 



 

 73 

participants described (checking 
frequency, making connections, 
comparing, tracking changes over 
time, grouping, seeing processes, 
and mapping out paths). 

 

Provide multiple kinds of data 
visualization to cater to different 
preferences and needs. 

In total 19 different types of data visualization were compiled 
and added to the prototype. 

 

Provide guidance on how different 
kinds of data visualization can be 
used. 

The categories placed in the top bar separate data 
visualizations based on needs, guiding the user to choose 
one based on their research goals. 

 

Preserving autonomy. 

Two things were done to preserve autonomy: explaining how 
the AI reached the results and providing the user with multiple 
choices. The choices were present in the form of the multiple 
data visualization option based on need, which the user can 
pick based on their goals. 

Table 5: correlation between guidelines and design element(s) included in prototype 1 

to satisfy requirements. 
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Chapter 7 

Feedback on prototype 

The testing of the prototype was done with the same 5 participants from the phase before to 

continue the user centered design process. They were shown images of the prototype and 

had the researcher walk them through how they could use it to conduct research. Following 

that, they were presented with all pages of the prototype on ZOOM Whiteboard and allowed 

to sketch over as they saw fit to better express their feelings about it or make any changes 

they desired.  

Additionally, they were asked questions about ways they envisioned using the tool to 

conduct their own research, as well as asked to describe any additional wants, needs, or 

issues they might have had. This was done as an effort to include user in the process of the 

design of the data visualizations and ensure user centered design. The protocol for this 

interview can be found in appendix E. 

7.1 Results from testing 

The results from the testing were divided into what the participants expressed would 

facilitate or hinder their research and sense of agency, and their feedback in the form of 

suggestions for additions or changes to the prototype. The perceptions of agency were 

specific to what could be fostered through interacting with the interface for the data 

visualization tool, instead of agency as coming from controlling the inputs and outputs of the 

AI. First, the facilitators and barriers will be discussed. 

7.1.1 Facilitators and barriers 

All participants demonstrated interest in using the tool for their analysis. Overall participants 

displayed awareness of what data visualizations can be used for what, showing prowess for 

when to choose what kind of visualization. For example, all participants were able to look at 

the options and guess how they could apply to their research, abstracting the information 

from their data and anticipating whether the visualization would be useful for them rather 

quickly. 
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Additionally, all participants displayed knowledge in what kinds of data visualization 

should be used for qualitative versus quantitative data through looking at the icons in the 

toolkit. For example, participant 5 quoted “and then I think in the frequency counts, they all 

look like they'd be very useful for quali data. Sorry quanti data,” when explaining which 

categories she sees herself using the most. 

Some visualizations scored lower in participant understanding, amongst them the 

statistical time map and the statistical linking diagram were the ones that confused the 

participants the most. Participant 5 and 2 dismissed statistical linking diagrams as solely 

quantitative initially, only processing the qualitative aspect of it after some explanation by the 

researcher. Participant 5 quoted that she “never thought that that could be done like that. It's 

really nice,” upon understanding the applications of a statistical linking diagram for 

qualitative analysis.  

On the other hand, participant 4 had difficulties understanding the statistical time map. 

She explained she remembered what it was from the last interview, but that she would still 

consider it a complicated data visualization to be available with no explanation. She quoted 

“I think you explained the statistical time map to me. But I feel like if I don't know what it is, 

and then I press it, and let's say, let's say… vomits out a statistical time map I might not 

know what it is.” 

However, participant 1 expressed her beliefs that the addition of those two data 

visualizations made her feel more confident in the tool, as they are the types of datavis that 

are harder to make if you are inexperienced. She explained her need for a statistical linking 

diagram for her thesis, and both her and her committee’s loss on how to make one easily 

and quickly. She quoted “Because I've even had that need myself. And I'm not experienced. 

[…] Like an easily accessible need, because even my committee members like ‘yeah, when 

I was a master student it was really hard to even figure out how to make a statistical linking 

diagram’”. 

She highlighted how AI could be very useful in these instances, especially to do 

frequency related visualizations, since a machine can keep track of number more efficiently. 

Participant 5 echoed the same sentiment, saying frequency checking is a task she is happy 

to delegate to AI, freeing more of her time for other parts of her research, such as writing. 
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Contrarily, when it came to delegating tasks, participant 3 brough up the issue of 

transparency. She explained that working with machines can sometimes be similar to a 

“black box” as it gives the user results without disclosing the process. According to her, if a 

person is not well versed in programming language, and the machine delivers a result they 

are unsatisfied with, there is little guidance on how to alter the process to arrive at a 

satisfactory result.  

The explanation of how the AI has reached the results in the prototype was mentioned by 

her as an interesting feature that could combat that lack of transparency by allowing the 

user to understand how to make changes to reach the desired results. She quoted “So, 

presenting them with some kind of clarity on like… why things were done might help to clear 

up some of that mental process and be able to like point to like one part of the process and 

be like, OK, like this is where we went wrong.” 

Similarly, participant 5 talked about how she enjoyed the transparency elements of the 

prototype, saying she is interested in checking the results given by the AI and screening 

them. She compared it to “checking back math,” when talking about overseeing how the AI 

had reached its conclusions and whether she wanted to keep those results. Participant 2 

echoed the same feeling, saying the transparency feature in the prototype would be very 

useful if it could explain to the user in a way that was detailed enough to allow for action. 

She quoted “I think that would make a lot of sense as long as it's detailed enough.” 

Regarding positive examples of delegation, participants 1, 3, 4, and 5 talked positively 

about the choices that the tool allowed them. Participant 1 expressed her appreciation of the 

categories presented by the tool, which provided guidance, without overstepping the 

boundaries of autonomy. She explained that having various options available, while still 

asking the researcher to point to their needs, was an excellent way to foster autonomy. This 

because is because, according to her, it pushes the researcher to understand their data and 

what they want to get out of an analysis based on what they are trying to accomplish. She 

expressed that through that sense of autonomy, the human aspect of qualitative research 

would not get lost. 

Participant 4 echoed the same sentiment, sharing that she believes she would have 

difficulties in choosing an option because there are so many of them, but that she does not 
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believe that variety to be an issue, as it would push the user to think about their analysis 

purpose. She shared that “I might have like a selection challenge. Like, there's so many 

options, which one should I pick? Which one is most relevant for me? Let me think of my 

purpose a little bit. But I don't think that's necessarily something bad on your end.” 

Additionally, participants 1, 3, 4, and 5 talked about their appreciation for a tool that could 

help them organize their thoughts in image form easily. Participant 3 shared how sometimes 

she knows what kind of visualization she wants but has a limited vocabulary to express 

those needs and a lack of knowledge in how to get to the visual she has in her head. 

Therefore, having a tool that presents her with visual options facilitates the process of 

understanding how to bring to paper the image she has in her mind.  

Similarly, participant 4 expressed how useful was to have a tool that could remove the 

burden of creating a visualization from scratch with no guidance. She explained that by 

having the guidance of the categories it makes it easier for her to make decisions. 

Participant 5 also shared how she appreciates having a tool that makes her data analysis 

more efficient and allows her to explore connections more easily. She quoted “And I feel like 

a tool like this probably would have made the connections seem easier, like on my face. 

Which would have probably made my life easier.” 

Participant 1 echoed the same sentiment, sharing how, for her quantitative research, she 

prefers to use a software that has pre-prepared data visualization options, instead of using 

one that requires her to know what kind of visualization she wants and how to do the coding 

to get it. She quoted that “I know it’s reliable and good… but it takes a long time and I have 

to learn how to do everything. […] But! I can’t edit it! I can only export it! I can probably edit it 

in the code, but that’s too hard. And then in contrast! I have this software, which… is so user 

friendly.”   

She further explained that by having a tool that felt familiar using it would be less 

intimidating. To illustrate this point, she shared the experience of having to use Adobe 

Illustrator for her data visualizations at one point and being intimidated by the unfamiliar 

interface and abundance of choices. On the other hand, faced with the tool, she said that 

her limited experience with PowerPoint would make her comfortable enough to use it 

because of their similarities in interface design. Participants 2, 4, and 5 shared the same 
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feelings, highlighting how they found the design pleasing and appealing, and had no issues 

recognizing any of the icons or navigating. 

When it came to navigation, all participants reacted positively to the navigation tools. 

Participant 1 and 2 especially compared the tool to NVIVO and said they preferred the tool. 

Participant 1 shared she found NVIVO quite complicated and needed help navigating it 

when she first started.  

Participant 2 echoed the feeling and added to it by saying her experience using the CTA 

also left her frustrated by the lack of guidance and complication of navigation features. 

Despite not feeling the same frustration with the prototype, she still suggested adding a 

tutorial to the tool, saying that it might be useful for someone. She shared that “[the tutorials] 

might not be something that I would find helpful, but I think someone would find them. And 

so, I think it's useful to consider.” 

Lastly, two of the participants even used the low fidelity prototype of the tool during the 

interview to figure out a way to possibly represent their data. Participant 5, alongside the 

researcher, searched through the options and concluded that one of the options given by 

the tool was better at representing the results she had than the one she had.  

What was previously a mind map, now became a group linking diagram, which she 

expressed fit her needs of showing the connections between several different elements, 

each belonging to one of two groups. A sketch of this data visualization that was 

brainstormed during the interview session can be found in Figure 31. The large circles for B 

and F represent, respectively, the barriers and the facilitators. The lines connecting each 

showcase which barriers are addressed by which facilitator. 
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Figure 34: group linking diagram drawn with participant 5. 

In the beginning of the process, the participant expressed her frustration in not being able 

to even sketch out what she wanted to represent, quoting “honestly, I don't know how to 

draw that out”. However, as the researcher and participant worked together to brainstorm 

possible forms of visualizing her data, she began to grow more confident and finally arrived 

at a representation she was pleased with, quoting “yeah, it makes more sense to me. Yeah, 

I like It. I feel like these are the things that makes you, I don't know, gives you ideas because 

you can actually build connections between two variables in your research more effectively.” 

Similarly, participant 2 shared how she usually conducts her process of data analysis, 

complementing the information she shared during the first interview with another sketch of 

how she chooses to organize information. Echoing what was said in the first interview, she 

discussed using what she called a “coding map”. This coding map (Figure 32) is a web-like 

mind map that connects themes to its sub-themes, and then those sub-themes and themes 

to one another. 
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Figure 35: participant 5’s coding map. 

However, through the interaction with the prototype and the researcher, a new idea was 

sketched for the same kind of representation but using linking grouping diagrams instead 

(Figure 33). This idea would make the themes large groups and insert the sub-themes 

inside of it, still maintaining the connections between the individual elements. The participant 

voiced how much she preferred the new version of the data visualization to the old one, 

quoting “I think yours [link grouping diagram] almost makes more sense because codes like 

sub codes are within the theme.” She explained that the only reason she opts for using 

coding maps is because of available space, but that her coding maps always end up 

disorganized and that she believes the grouping diagram would be a better choice for 

keeping information organized. 
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Figure 36: link grouping diagram for participant 5. 

7.1.2 Participant feedback 

Participant feedback was divided into 3 categories: elements that were asked to be added to 

the interface, data visualizations the participants felt were missing, and interactions the 

participants would like the tool to have. Some of those elements were already stated above, 

so this section will focus on the novel items. 

When it came to the elements that were asked to be added to the interface, participant 2 

highlighted two different uses she anticipates having for the toolkit: making graphs for 

presentation and for data analysis. For presentations she explained preferring the ones that 

related to connections, such as grouping diagrams and mind-maps, while for presentations 

she anticipates using hierarchies and tables. 

Regarding using datavis for presentations, participant 3 expressed a need for what she 

called “granularity”, which she described as the ability to add or remove details from a data 

visualization depending on their use context. For example, if she were doing a data 

visualization for industry partners, she would prefer it to be simpler and only give the overall 

story behind the data. On the other hand, if she was making a datavis for publication in a 

scientific paper, she would want to add more details to guide the people reading it, “focusing 

more on accuracy as opposed to visual cleanliness”.  
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However, changing this granularity was described as quite difficult, since it has to be 

done manually and is subject to human error. To solve this, a smart scale was suggested to 

be able to go from very simplified data visualizations to more complex ones without the risk 

of losing data by doing it manually. She quoted “because otherwise that aggregation would 

need to kind of be done manually, and there's a lot more room for error there so… Having a 

smart slider of some kind would be very helpful.” 

Overall, the editing abilities of the tool were overall considered beneficial. Participant 4 

expressed her appreciation for a tool that creates the visualization for her, but still allows her 

the freedom to edit if desired. Likewise, participant 1 explained how she appreciates not 

having to create a visualization, but instead only edit what the software has given her. She 

shared “that’s why I appreciate the options, and then the ability to edit if you want. But it’s 

not like you start with the editing and the creation, and then apply it later.” 

Additionally, two participants shared their need for not only editing the data visualization, 

but also altering the data behind it. Participant 1 talked about how frustrating it can be when 

she had to edit her original data in order to get a software to generate the visualization she 

wants and suggested a way for the software to be flexible when reading the input. She gave 

the example of generating data visualizations using Microsoft Excel and having to change 

the data from vertical to horizontal, quoting that “it can be time consuming and annoying to 

transfer data, you know, the way data is stored”.  

Participant 4 shared her insights on data alteration as well, saying that she would 

appreciate being given access to the data behind a visualization if she ever needs to alter or 

add to it. She gave the example of wanting to add demographic data that was not in the 

original dataset she input and suggested a pop-up that could open and allow for the user to 

make quick edits and see their results efficiently. She and participant 1 also emphasized 

how important it is that the changes made by the user be applied to the visualization 

relatively fast. 

However, two participants brought up possible issues with editing. Participant 3 talked 

about the interconnectedness of the data visualizations and how moving one element would 

change the entire visualization. She exemplified this by questioning how a user would be 

able to click and drag an element of a line graph without it moving the entire visualization or 
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breaking the graph. As a solution, participant 3 suggested the use of smart visualizations 

that would adjust as the user moves objects. 

Similarly, participant 4 talked about her apprehension towards the editing features, citing 

her fear of moving an element and accidently changing the meaning of the graph, or 

misrepresenting the data. She explained that she does not see herself using a lot of the 

editing features because of this apprehension, and that if she were to add elements to a 

visualization, she would like a way to change them or undo. She quoted “I feel like if I'm 

adding stuff to it, it would be helpful to move things. If not, I worry that I'll be silly and move 

things by accident.” For that, she suggested the addition of an undo and re-do button, as 

well as a feature that warns user if they are making changes to the data visualization that 

might risk misinterpretation. 

Additional feedback that was suggested by the participants included: the addition of 

organization tabs, a text tool, a ruler on top of the drawing space, a grid, a color wheel, HEX 

code, eye-drop, heading for the categories of data visualization, and categories separating 

data visualizations into quantitative, qualitative, and mixed methods. All of those fell in the 

category of interface additions that would either allow for further editing capabilities, or 

different forms of organization.  

Lastly, participant 4 brought up the issue of color-blindness, and suggested the addition 

of a tool for checking if the colors chosen by the user are accessible. In addition to that, a 

tool for changing the thickness of lines so that the users have another option for highlighting 

information other than color. 

Six suggestions were made in terms of the data visualizations present in the prototype. 

Participant 2 asked for a hierarchy to be included in the category of processes, while 

participant 3 asked for a Gantt chart and participant 5 asked for a word cloud and an exact 

word count visualization.  

Participant 1 asked for a tabular grouping process and a nesting group diagram to be 

added and sketched out her idea for what the former could look like (Figure 34). The table 

would be separated into sections, the smaller sections would be inside of the large sections 

on top, but the arrows connecting them would imply a sequentiality, as well as relationship 

between the elements. 
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Figure 37: tabular grouping process, by participant 1. 

The last category of feedback shared by the participant were the types of interaction they 

would like to have with the tool. Firstly, relating to saving the visualizations, three 

participants mentioned wanting the ability to save all visualizations together as a project file 

which would be compatible with the software of the tool – retaining editing capabilities –, and 

one that would save only the images – with no editing capabilities –, which would be used 

for presentations and papers. 

Additionally, participant 3 asked for a tool that could alter the opacity of the objects, and 

for the ‘all options’ window to open in a separated pop-up, as well as adjust to user 

behavior, keeping record of the latest and most used kinds of data visualization. Lastly, 

participant 5 shared her desires for the ‘all options’ window to have a horizontal scroll 

enabled by scrolling with two fingers on the trackpad. 

7.2 Final observations from testing 

Overall, the participants demonstrated interest in the tool and pointed out many elements 

that were proposed in the guidelines as useful for their research. Feedback from the 

participants was organized into a list of alterations to be applied to the second iteration of 

the prototype. Those were organized into: interface, data visualizations, and interaction and 

presented below: 

• Add to interface: 
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• Tabs. 

• Text tool for taking notes and adding text. 

• Group for datavis good for qualitative, quantitative, and mixed methods. 

• Heading for the side of the top menu that is separated into categories. 

• Ruler. 

• Grid. 

• Undo arrows. 

• Eye-drop for colors. 

• HEX code for colors. 

• Color wheel. 

• Tool that allows for checking the design for color-blindness. 

• Addition of data visualizations: 

• Tabular grouping process. 

• Nesting group diagram. 

• Adding hierarchy into the possible datavis for processes. 

• Gantt chart. 

• Word cloud. 

• Precise word count datavis. 

• Interactions with the tool: 

• Save multiple data visualizations as a single project file. 

• Save data visualizations as images. 

• Add a tutorial. 

• Warn the user for any changes that might alter the visualization to the 

point of misinterpreting the results. 
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• Employ smart editing that will change the visualization when the user 

tries to move elements that are connected (e.g., change the entire 

graph if one of the data points is moved). 

• Add a smart slider to control the density of information presented. 

• Ability to change the thickness of lines. 

• Ability to change the opacity of elements. 

• Responsive window for ‘all options’ that shows the newest and most 

used options by the user. 

• Make the window for ‘all options’ a pop-up. 

• Double finger trackpad scroll functionality in the window for ‘all options.’ 

• Ability to edit the data that was input into the visualization (e.g., 

excluding specific data points, adding data that was not originally there, 

etc.). 

• Fast changes to the visualization when something is altered. 
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Chapter 8 

Adjustments to prototype 

The prototype was updated based on the results and suggestions from the second 

interview. Twenty-two pages were designed following the recommendations provided by the 

participants, which can be found in appendix F. 

An example of the main screen can be found in Figure 39. Like the first version, the 

prototype is divided into sections, each with its own functionality. Many of the elements of 

prototype 1 were preserved, with only some changes to editing capabilities, types of 

interaction, and available data visualization types. 

 

Figure 38: updated prototype, main screen. 

Above the top bar, a smaller bar was added for functions such returning to a main menu, 

saving the project, or saving the datavis as images, as well as re-do and un-do buttons. The 

top bar has mostly remained the same, with the addition of a section to the right that 

enables some of the suggestions of the participants (i.e., ruler, grid, and smart slider). The 

smart slider was the suggestion of participant 3 and would enable the data visualization to 

change the amount of detail presented. 



 

 88 

Other additional changes were tabs added so the user can make more data visualizations 

and go back and forth between them, and 3 more options in the side bar (i.e., an option for 

editing the data input in the datavis, adding text, and making notes) (Figure 40). 

 

Figure 39: updated prototype, editing options. 

Another element that was added to the updated prototype was the ability to edit the data 

that gets input into the datavis and safeguard it against accidental mistakes. For that 

purpose, an AI assistant was added (Figure 41), both to communicate how the result was 

reached by the AI, as well as to allow the user to edit the data to get different results. To 

keep the user from accidentally altering the data visualization in a way that misinterprets 

data, a warning was added to the prototype (Figure 42). 
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Figure 40: updated prototype, AI assistant. 

 

Figure 41: updated prototype, mistake reducing features. 
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Lastly, five additional datavis were added, all based on the needs the participants 

expressed. Those were: gantt chart, nesting group diagram, tabular group process, word 

count, and word cloud. The window that displayed all the datavis options in the first 

prototype was also altered following participant 2’s suggestion and separated into what 

would be best suited for qualitative, quantitative and mixed methods (Figure 43). 

 

Figure 42: updated prototype, all data visualization options. 

There were some interactions suggested by the participants that could not be applied to 

the prototype since it is not functional. However, all requests were noted for the future. They 

were the accessibility needs for color-blind people, the addition of a tutorial, smart editing of 

the visualization when one element is moved, double finger side scroll for the ‘most used’ 

window, and fast changes to the datavis when input data is modified.  

A correlation between the changes made to the prototype and the requirements derived 

from the second interview are in appendix L. This phase satisfies objective five of 

developing a template for using data visualizations as knowledge translation tools for 

qualitative researchers performing interview data analysis with the assistance of automated 

tools.   
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Chapter 9 

Discussion 

The discussion was framed by the four ways media can foster agency for the user: choice, 

action, narrative, and space and how the participants perceived them during the research 

process. Fostered agency is discussed here through the lenses of how people interact with 

the data visualization tool, as opposed to the relationship between participant and AI. 

9.1 Action 

Agency can be fostered through the mastery of action when people perform actions with 

their physical bodies and see them mirrored in a digital space [24]. The biggest barrier when 

it came to fostering agency through action was delegation. Overall, the participants were 

open to some delegation, but were firm in maintaining their sense of autonomy and control. 

The tasks they were willing to delegate were the ones considered to be time consuming and 

robotic, especially counting, or checking for simple themes. Automation can be beneficial for 

users when it lessens the mental workload and leads to healthier workers [34]. However, 

participants were adamant on maintaining their autonomy on two fronts: checking the work 

of the AI and making choices for their own research.  

According to the model for types and levels of human interaction with automation [34], 

these two characteristics are important to be kept for AI delegation, since it keeps people 

from falling into complacency and neglecting checking the results AI provides, as well as 

keeping the person’s skills from degrading over time. 

Participants 4 and 5 voiced their belief that qualitative research requires creativity and the 

humanity of a real person behind the results, which is in line with the opinions found in 

previous research [4, 7, 8]. However, they were receptive to delegation if that humanity did 

not disappear. 

It is important that people not stop being at the front of the work, instead opting for using 

AI as an assistant [29, 34]. This sentiment was echoed by the participants during the 

interviews, which agreed that AI should be used as a tool for assistance and not 

replacement. Delegation heavily related to action, since the more tasks are delegated to 
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machines, the less input comes from the participants and the less opportunities for fostering 

agency happen. 

However, an issue raised by the participants when it came to assistance was the lack of 

trust, they felt towards working with machines. There were two sides to this mistrust, either 

participants did not believe AI would be competent enough to get useful results, or they 

feared AI would be too good and replace them. 

As a response to this lack of trust, and element that was appreciated in the prototype 

were the explanations. Participants reacted positively to having a tool that would allow them 

to work alongside AI by providing explanations about how the results were reached, 

commenting on how they felt the transparency made them feel more in charge.  

The explanations allowed them to either check back on what the AI had done to ensure 

the results were up to par with the needs of the researcher (e.g., participant 5 comparing it 

to checking back math), or gave them confidence to believe they were still in control of the 

research (e.g., participant 4 expressing her desires to remain the one to make choices and 

not have the AI take that autonomy from her).  

Explaining results is important for establishing trust between people and AI [29]. One of 

the four aspects of trust described by Lubars and Tan (2022) was that, for people to trust AI, 

they need to know the intent behind the automation and how it aligns with their own 

personal goals. For that to work, the machine needs to provide enough explanation of its 

internal processes for the humans to understand it [29]. Participant 2 talked about that same 

feeling of wanting transparency, explaining that it would be ideal for her if the AI could 

explain what it had done with enough detail to allow her to make any changes if she wanted. 

Therefore, if the explanation is presented in a way that can allow for the user to understand 

the AI, then they can feel confident in acting upon those results, fostering agency. 

During the sample analysis, issues with fostering agency through action were found for 

the software that did not provide transparency, which meant the users had to spend 

significant time making sense of the results given to them by the AI. Participant 3 echoed 

this feeling when she shared how frustrating it could get to work with AI as a “black box” and 

have no idea where the results came from or how to change the query to get different ones. 

Because of this uncertainty, acting can become difficult and hinder agency.  
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Scholastic was the outlier when it came to transparency, employing some features that 

allowed the user to understand the machine. The most important of them was showing the 

multiple different rounds of AI work and letting the user go back and forth between them and 

see what the difference was. 

Another element that assisted in transparency were the categories presented to the 

researchers. The options gave the participants the choice to act if desired, and the 

possibility of acting is just as powerful for fostering agency as the action itself [24]. 

Participants shared how having multiple options for different visualizations available 

improved their sense of autonomy.  

The use of datavis for research was similarly found to be positive in terms of fostering 

agency through action. Four out of five participants described using data visualizations as 

cognitive assistants when conducting research, which helped them organize, explore, and 

ultimately take action of their own research [11, 16, 24, 45]. 

The participants described using datavis to conduct analysis as tools for exploration, 

organization, and for searching to patterns or stories in data, which is similar to what 

previous research has showed about the benefits and uses of datavis for qualitative 

research [3, 4, 6]. 

Lastly, through the editing tools provided in the till, agency was fostered thorough the 

researchers’ interactions with the datavis [43, 55]. This feeling was being fostered through 

allowing the for the researchers’ opportunities to act by changing the datavis and seeing the 

consequences of their actions as the datavis changes, and through that feedback loop 

perceiving agency [24, 43, 54]. Participants reported noticing this by showing appreciating 

for the editing tools available. 

9.2 Choice 

Agency can be fostered through the mastery of choice when the user recognizes they have 

a possibility to make a choice. When the choice is made, then agency is perceived 

regardless of the consequences [24].  

One of the biggest aspects of fostering agency through choice was trust. Like the 

research done before [2, 7, 29] our participants expressed being open to working with 
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machines as an assistant, but against full automation, citing they did not want their choices 

taken from them. The fact that the tool suggested possible results but ultimately left the 

choice up to the researchers was an element that participants commented improved their 

sense of autonomy. 

Both the results from the interview and the analysis of the sample showed that another 

element that influences trust is receiving explanations for the actions of the AI. During the 

sample analysis, not providing transparency was considered to be an element that hindered 

the perception of agency. Similar to action, when users do not understand how the AI 

reached the results, they do not feel confident in making choices, hindering their perception 

of agency. The CTA and ATLAS.ti had issues with this by only showing the participant the 

result with no context behind it, which ultimately can hinder the ability of the user to feel 

agency since all their choices are being removed [24]. 

Elements that were considered to the positive were the ones that allowed participants to 

choose freely (i.e., editing tools and the categories of datavis). Chiefly amongst the 

elements that participants mentioned fostering agency were the categories and the ability to 

choose which datavis best suit their goals. Additionally, there was an emphasis on wanting 

the effects of their choices to show up quickly. Participant 1 and 4 voiced that they would 

like the tool to adapt quakily when they made changes to the data. All these elements 

contribute to the idea that participants perceive agency when they make choices and see 

their effect on the world around them [54]. Because of the multiple categories participants 

felt comfortable choosing the one that best suit them and quoted that possibility of choosing 

as a positive. 

During the sample analysis, an element that was considered a barrier for choice was not 

allowing a user to make changes or input new elements. CTA and ATLAS.ti both failed in 

that aspect, restricting the users from creating new codes or editing many of the data 

visualizations. These features are the opposite of what participant 1 and 2 talked about 

wanting in a tool for assisting with research. Both shared enjoying working with AI the most 

when it provided suggestions and allowed them the option to accept or reject, providing 

opportunities for fostering agency through choice [24]. Furthermore, participants showed 

different preferences in the ways they used visualizations to process information. Because 
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of these differences, they were receptive to a tool that catered to their many different needs 

during the second interview. 

However, despite participants enjoying the freedom of choices, they also expressed their 

appreciation for a tool that provides guidance. Participants quoted liking not having to come 

up with the visualization, instead delegating that task to the machine and only editing the 

results given. Additionally, the categories were also appreciated as they provided them 

enough guidance to make a choice without completely removing that autonomy. This 

guidance and restrictions contributed to fostering agency because in order to perceive 

agency through making choices restrictions are necessary [24, 55]. 

Participant 1 illustrated this point when she mentioned preferring a software that gives 

her guidance, instead of the one with complete freedom, but no assistance. She mentioned 

how she would rather use the one that was more restricting, than struggling through figuring 

out what she wants from scratch with no help from the system. 

9.3 Narrative 

Mastery of narrative happens when people detect the genre of the media they are 

interacting with and can accurately predict what will happen based on previous experiences 

[24]. During the interviews, participants mentioned using data visualization for narrative 

purposes, both for finding the story in their own data, or using the datavis to weave a story 

as an explanation as to why their project was important.  

Participant 3 highlighted the importance the datavis when communicating information and 

the need to focus on narrative to garner tangible change. Using datavis as a way to engage 

people and promote change has been discussed before, as it is a type of media that can 

increase intrinsic motivation and empathy [11, 14, 44]. 

However, additional to the type of mastery of narrative described by Eichner (2014), the 

data visualizations used by the participants fostered agency through narrative by mutual 

creation [43]. Participants expressed liking the editing tools and flexibility of a tool that allows 

them to craft the datavis to best fit their desired narrative [43, 52]. 

Another way to look at the positive reaction editing tools got from the participants is 

through a commitment to meaning [55] and the crafting of said meaning [43]. Participant 3 
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mentioned this when she talked about using datavis to tell a story, crafting the narrative 

alongside the system. This means that through interacting with the tool, the researcher is 

creating meaning, and committing to that meaning, by making alterations [43, 55].  

Especially when it comes to crafting a narrative, participants talked about liking the use of 

data visualizations, sharing how they prefer to let the data lead the narrative and create a 

story that makes sense using visual elements. Participant 5 shared how she prefers to 

visualize data before crafting a story, and that is the way she found makes the most sense 

for her way of thinking. 

The types of data visualization most appreciated for narrative purposes were the ones 

that showed relationships and connections. This was seen both in the analysis of the 

sample, as well as the interviews with the participants. In the sample analysis, CTA and 

NVIVO were the two software that focused the most on connections, offering data 

visualizations for that purpose. This was considered positive during the analysis since it was 

a type of data visualization that allows for elements of narrative [13, 52]. Similarly, the 

participants commented that through mapping out connections they had an easier time 

following the thread of a story, which is in line with Eichner (2014) and the idea that by 

recognizing similarities in media, a user can follow a narrative and experience agency [24]. 

Additionally, by providing multiple different types of data visualization, the tool allowed 

participants to choose the one that best suits their narrative needs and thus better supported 

their way of visualizing stories. For example, participant 5 talked about how she understood 

stories best when they were being presented in mind maps, because that was the kind of 

media that she recognized and could understand, which supports the idea that through 

recognition of patterns in media, agency can be fostered through a narrative [24]. 

9.4 Space 

Agency can be fostered by the mastery of space every time a person moves through a 

space and feels in control of the movement [24, 54]. Overall, participants enjoyed using data 

visualizations to conduct data analysis, quoting that the act of visualizing things made it 

easier for cognitive processes. However, a caveat of those visualizations was the need for 

freedom of movement within that visualization. 
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Participants reported feeling that expressing their frustration with tools that had 

complicated navigations and did not allow them to move freely. The less intuitive it is to 

move through a digital space, the less agency through space is fostered [28, 54, 57]. 

Additionally, participant 4 also commented preferring to use whiteboards, paper, or her iPad 

when making data visualizations for organizing her thoughts, as they gave her the 

movement freedom for being messy. 

Similarly, participant 2 and 3 also described the act of physically moving elements around 

as a positive and appreciated it during research. All these actions of moving through digital 

space work for fostering agency through the mastery of space [54]. 

During the sample analysis, similar results were found, in which the software that allowed 

for movement were considered better fit for fostering agency through movement. For 

example, NVIVO’s ability to click on elements and move them around freely mimics the 

experience participant 4 described when she talked about being able to pick elements up 

and move them around during data exploration. Another example of mastery of space 

interfering with perceptions of agency comes from participant 3, who discusses her 

frustration in trying to navigate word files as they had no features to facilitate data analysis. 

Specific elements that were mentioned to be helpful for navigating were the use of color, 

clustering, and guidance. Participants expressed preferences for color-coding, in particular 

participant 4 who explained that it helped her organize and make sense of her data. She 

described it as making things messy on paper so they could be organized in her brain. 

Clustering of similar elements was talked about when participants mentioned that the 

sections of the tool seemed intuitive and easy to follow, reporting no issues with getting their 

desired datavis based on the categories proposed. NVIVO and CTA also employed 

clustering to organize their interface, which was found during the sample analysis to be a 

positive trait.  

Another type of clustering that was found to be good was nesting windows. Participant 5 

talked about being appreciating seeing options without them crowding the visualization 

space. Similarly, the sample analysis showed that having nested windows would help with 

navigation thus making moving through space more seamless. These details assist in 
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navigation are important for fostering agency, since allowing the user to get lost in the 

software causes frustration instead of agency [24, 54]. 

Lastly, guidance was regarded as an important part of navigation during the sample 

analysis. For example, NVIVO offers options for further analysis, but they are hidden under 

right-clicks that the user either has to discover or already know. This lack of guidance can 

be considered a barrier since it makes navigation confusing and frustrating [24, 28, 54]. 

Participant 3 reported a similar frustration with her use of the CTA, quoting that the lack 

of guidance made navigating the software difficult. Both the participants and the sample 

analysis showed that it is important to have proper guidance when trying to foster agency 

through the mastery of space, since the more frustration navigation causes the less agency 

is perceived [24, 57]. 
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Chapter 10 

Final Considerations 

This chapter discusses the main considerations of this thesis. Firstly, the main conclusions 

will be presented, following by the objectives and how they were reached, and lastly a 

discussion of the limitations and considerations for future work. 

10.1 Main conclusions 

The use of AI as a research assistant was considered to be of interest by the qualitative 

researchers interviews for this thesis. However, they highlighted the importance of 

delegating tasks to the machine in a way that would not overstep their own sense of agency.  

For a tool to foster agency for researchers it needs to follow their specific wants and 

needs. Through the use of Design Science Research and user centered design, a prototype 

was developed to map out those needs and extract reasonable facilitators for the barriers 

pointed out by the participants. 

Following the concept of fostering agency through media proposed by Eichner (2004) we 

have divided the barriers discussed during the interviews into four categories, those that 

impede actions, choice, narrative, and navigation through space. These barriers relate to the 

agency that could be fostered through interactions with the data visualization tool. 

The main barrier in action was through delegating work that researchers did not want to 

delegate to the machine and thus felt loss of agency. Participants were open to entrusting AI 

to do simple coding, frequency checks, counting, and providing suggestions for possible 

results they might have missed without imposing them. However, they expressed wanting to 

be in control of their own research process and ultimately deciding whether or not to use 

what the AI had provided. 

For this, the facilitator designed with the help of the participants was providing them with 

choices before they used the AI, so they could understand what they were asking the 

machine to do, as well as giving researcher tools for co-creating and altering the results 

delivered. 
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A barrier that was partially attributed to action and partially to choice, was the lack of 

transparency with working with AI. Participants expressed feeling uncertain when AI gives 

results with no clarity as to how they were reached. To combat that, a feature of the 

prototype included was an interface to facilitate communication between the AI and the 

researcher. 

Regarding choice, two opposing issues were found, the lack of choice in how the results 

will be achieved, and excessive freedom with no guidance. The lack of choice was 

perceived by the participants when they felt their actions were meaningless when interacting 

with AI and they had no freedom to impact the research. On the other hand, if a tool 

provided too much freedom, they became uncertain on how to begin and faltered in their 

decisions. 

To counter-act those barriers, it was suggested that the prototype include explanations to 

the AI process so the researcher could alter them if needed (increasing freedom), as well as 

guided them with categories to the data visualizations so they did not have to design from 

zero (providing guidance). 

In terms of narrative, the barrier observed was the lack of ability to alter the results given 

to the researcher and this the inability to cater the data to a narrative that they had found 

during they data analysis. As a solution, editing tools were included in the prototype to 

ensure customization for the researcher to explore their narratives as they saw fit. 

Lastly, for space, two barriers were identified. First was the lack of guidance as to how a 

tool works. Many of the software in the market have complicated interfaces that lack 

explanations as to how to navigate and operate them. This lack of explanation was reported 

to cause frustration by the participants. As a possible solution, it was suggested the 

prototype include a familiar design, with tutorials and organization based on color-coding, 

nesting windows, and grouping of similar elements. 

The second barrier to fostering agency through mastery of space was found to be the 

limited movement that the software currently in the market provide. Participants expressed 

wanting freedom to move elements and the screen when they are manipulating datavis for 

research, and that doing so assisted with their thought organization and explorations. 

However, a caveat with this freedom was the fear of manipulating data wrongly, which was 
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solved using either a smart tool that adjusts the visualization as elements are moved, and a 

warning for user so they do not misinterpret data. A summary of the barriers and facilitators 

can be found in Figure 44. 

 

Figure 43: barriers and facilitators. 
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10.2 Study limitations and future developments 

For future research, further improvements to the design of the interface should be applied to 

the prototype, following the feedback from the second interview. After these changes have 

been implemented, future work should seek to test the prototype with a new set of 

participants to assess its usability and efficacy. Even with a small sample we were able to 

map out many differing specific needs for qualitative health researchers, therefore, we 

recommend testing the tool with a different sample to ensure all the needs of the community 

are being met. 

Additionally, the largest unexplored potential of this thesis was the ways for researchers 

to interact with AI and how to improve that communication. The participants voiced their 

need for transparency; however, this thesis has only managed to explore this briefly. 

Because of the interactive aspect of transparency, the prototype could not fully dive into how 

to improve communication between people and AI, since it was non-functional. We 

recommend that future studies seek to make functional prototypes to understand how 

researchers would prefer to have that transparency communicated to them. 

Lastly, aspects of accessibility need to be included for future prototypes. A feature for 

designing for color-blindness was brought up during the interviews, but future work should 

aspire to include accessibility planning and consultation with people with disabilities to make 

the tool more accessible for different kinds of people with disabilities. 
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Appendix A 

Data visualizations included in the sample analysis 

CTA statistical linking diagram. 

 

CTA linking diagram. 
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NVIVO pie chart. 

 

NVIVO treemap. 
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NVIVO table. 

 

NVIVO word cloud. 
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NVIVO linking diagram. 

 

NVIVO word linking diagram. 
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NVIVO statistical bar chart. 

 

ATLAS.ti Statistical Bar Chart. 
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ATLAS.ti Statistical Pie Chart. 

 

ATLAS.ti statistical treemap 
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Scholastic Statistical Map. 
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Appendix B 

Analysis protocol developed for the Close Reading 

  Sample of software 

Agency Elements that foster agency CTA NVIVO ATLAS.ti Scholastic 

Narrative 

Proximity to establish connections.     

Focus on showing connections.     

Use of frequency as a storytelling tool.     

Choice 

Editing capabilities.     

Explanation of how the AI derived results 

from the data (processes). 

    

Guidance.     

Action 
Filtering options.     

Clickable options that reveal more data.     

Space 

Color coding.     

Nesting of windows on top of each other.     

Breadcrumbs to let you know where you 
came from and how to return to it. 

    

Clustering of similar elements.     
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Appendix C 

Interview guide phase 1, understanding how qualitative 

researchers use data visualizations to assist in data analysis 

1. What is your main research area? 

2. What is your usual process of conducting data analysis? 

a. Prompt for any use of visualizations they might use. 

3. Could you walk me through your usual process of conducting data analysis? 

a. Prompt for how they use data visualization in the middle of the process. 

b. Prompt for what they would like data visualizations to do for them in their 

research. 

4. These are the most common types of data visualization; do you use any of them 

when conducting data analysis? 

a. Present a list with images of data visualizations. 

Statistical Maps 

 

Source: Vaccination progress across the world (regarding 
COVID-19 vaccines) John Hopkins University retrieved 
March 16th 2023, 12:47. 
https://coronavirus.jhu.edu/vaccines/international 
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Path Maps 

 

Source: tracking shark – You can now track sharks off the 
East Cost in real time. The Verge retrieved March 16, 2023 
12:54 https://www.theverge.com/2013/8/29/4671128/shark-
tracking-in-real-time-ocearch-global-tracker 

Statistical Maps 

 

Source: Charles Joseph Minard Issues One of the Best 
Statistical Graphics Ever Drawn. History of Information. 
Retrieved March 16, 2023 12:57 
https://www.historyofinformation.com/detail.php?entryid=32
04 
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Link diagram 

 

Source: Life Cycle Assessment. NCASI Technical Studies 
Program. March 16, 2023 13:25 
https://www.ncasi.org/technical-studies/sustainable-
manufacturing/life-cycle-assessment/ 

Grouping diagram 

 

Source: Venn Diagrams. In: Concept Draw. Retrieved from 
https://www.conceptdraw.com/solution-park/diagram-venn 
March 16th 2023 13:30 
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Chronological link 
diagram 

 

Source: Free Printable Family Tree Templates and Online 
Family Tree Ideas. IN: Family Search Blog. Retrieved 16 
March 2023 13:33 
https://www.familysearch.org/en/blog/family-tree-templates-
family-tree-make 

Statistical link 
diagram 

 

Source: population dynamics. In: JimPintoBlog, retrieve 16 
March 2023 13:36 
https://jimpintoblog.blogspot.com/2015/09/population-
dynamics_9.html 

https://www.familysearch.org/en/blog/family-tree-templates-family-tree-make
https://www.familysearch.org/en/blog/family-tree-templates-family-tree-make
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Table 

 

Source: Table with Column PowerPoint Template and 
Keynote Slide. In: Slide Bazaar. 16 March 2023 13:39. 
https://slidebazaar.com/items/table-with-column-
powerpoint-template/ 

Time chart 

 

Source: Global Situation of COVID-19 pandemic. In: World 
Health Organization (WHO). Retrieved March 16, 2023 
13:44 https://covid19.who.int/ 

Statistical chart 

 

Source: Frontiers in pie-charts. In: StatsChat. Retrieved 
march 16 2023, 13:47 
https://www.statschat.org.nz/2013/05/06/frontiers-in-pie-
charts/ 
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b. (Optional) How do you use these data vis during your data analysis. 

c. (Optional) Do you use any other kinds of data visualization? 

5. Is there a tool that you use for organizing data? 

a. (Optional) How do you like to use the tool? 

6. Is there any way you like to visualize data? 

7. Is there anything else you’d like to add/discuss? 
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Appendix D 

First Prototype 
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 132 

Appendix E 

Interview guide phase 2 (user needs and wants) 

Introduction:  

1. Welcome the participant back.  

2. Share the results from interview 1 and the template for data visualizations that 

was developed following their insights.  

i. The template will be a series of images on a ZOOM whiteboard so the 

participant can sketch over them and move elements around as they desire.  

3. Walk the participant to the template so they can familiarize themselves with the 

design and understand how the data visualization was made.  

 

Start the interview process.  

1. Ask the participant:  

i. What do you think will be able to be done with this?  

1. (Optional) Prompt for specifics on how they would use specific 

design elements they show interest in.  

2. (Optional) Prompt for any elements that they might be unsatisfied 

with.  

ii. How would you use this to assist in data analysis?  

iii. Is there anything else you would like to add or change? 
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Appendix F 

Updated Prototype 
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Appendix G 

Ethics materials (consent letters) 

Interview CONSENT FORM 

By signing this consent form, you are not waiving your legal rights or releasing the investigator(s) or 
involved institution(s) from their legal and professional responsibilities.  

______________________________________________________________________ 

Research Project Title:  Exploring the use of data visualizations to make Artificial Intelligence more 
accessible for qualitative researchers conducting interviews in the field of healthcare. 

Investigators:   Luka Ugaya Mazza, University of Waterloo 

  James Wallace, University of Waterloo 

  Plinio Morita, University of Waterloo 

I have read the information presented in the invitation letter about a study being conducted by Luka 
Ugaya Mazza of the School of Public Health Sciences, under the supervision of Professors James 
Wallace and Plinio Morita. I have had the opportunity to ask any questions related to this study, to 
receive satisfactory answers to my questions, and any additional details I wanted. 

I am aware that I may allow excerpts from the conversational data collected for this study to be 
included in teaching, scientific presentations and/or publications, with the understanding that any 
quotations will be anonymous.  

I am aware that I do not need to share any images with the researcher but can do so if I desire to 
provide more visual context to the interview. I am aware that all images that might be shared with the 
research team must not have any confidential or identifiable data. 

I am aware that any images I might share with the research team will not be published or made 
available for anyone outside of the research team.  

I am aware that I may withdraw my consent for any of the above statements or withdraw my study 
participation without penalty by advising the researcher. 

This study has been reviewed and received ethics clearance through a University of Waterloo 
Research Ethics Board (REB #45268). If you have questions for the Board, contact the Office of 
Research Ethics, toll-free at 1-833-643-2379 (Canada and USA), 1-519-888-4440, or 
reb@uwaterloo.ca. 

 

Please Circle One  

With full knowledge of all foregoing, I agree, of my own free will     YES         NO  

to participate in this study. 

 

I agree to be audio recorded.                                                         YES         NO 
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I agree to share any images that I think will be useful      YES          NO 

for the project with the researcher if I desire to. 

 

I agree to not share any images with confidential or      YES          NO 

Identifiable data with the researcher. 

 

I agree to let my conversation during the study be directly     YES         NO  

quoted, anonymously, in presentations of research results. 

 

I agree to let the researchers use any sketches I might      YES         NO  

make and share on ZOOM Whiteboard. 

 

Should you have any questions about the study, please contact us: 

 

James Wallace    james.wallace@uwaterloo.ca 

Plinio Morita   plinio.morita@uwaterloo.ca   

Luka Ugaya Mazza  lugayama@uwaterloo.ca  

 

 

 

_____________________________________ 

Participant Name (please print)  

 

____________________________________ 

Participant Signature 

  

  

Date: ________________________________  
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User testing CONSENT FORM (not used for thesis) 

By signing this consent form, you are not waiving your legal rights or releasing the investigator(s) or 
involved institution(s) from their legal and professional responsibilities.  

______________________________________________________________________ 

Research Project Title:  Exploring the use of data visualizations to make Artificial Intelligence more 
accessible for qualitative researchers conducting interviews in the field of healthcare. 

Investigators:   Luka Ugaya Mazza, University of Waterloo 

  James Wallace, University of Waterloo 

  Plinio Morita, University of Waterloo 

I have read the information presented in the invitation letter about a study being conducted by Luka 
Ugaya Mazza of the School of Public Health Sciences, under the supervision of Professors James 
Wallace and Plinio Morita. I have had the opportunity to ask any questions related to this study, to 
receive satisfactory answers to my questions, and any additional details I wanted. 

I am aware that I may allow excerpts from the conversational data collected for this study to be 
included in teaching, scientific presentations and/or publications, with the understanding that any 
quotations will be anonymous.  

I am aware that I will need to share my screen during the interview and that my screen will be 
recorded, and that any images that come from it might be used in the future by the researchers. I am 
aware that those images and recordings will be completely anonymous and unidentifiable. 

I am aware that I may withdraw my consent for any of the above statements or withdraw my study 
participation without penalty by advising the researcher. 

This study has been reviewed and received ethics clearance through a University of Waterloo 
Research Ethics Board (REB #45268). If you have questions for the Board, contact the Office of 
Research Ethics, toll-free at 1-833-643-2379 (Canada and USA), 1-519-888-4440, or 
reb@uwaterloo.ca. 

 

Please Circle One  

With full knowledge of all foregoing, I agree, of my own free will     YES         NO  

to participate in this study. 

 

I agree to be audio recorded.                                                         YES         NO 

 

  

I agree to let my conversation during the study be directly      YES          NO 

quoted, anonymously, in presentations of research results. 

 

I agree to share my screen with the researcher and let        YES         NO  

my screen sharing be recorded. 
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I agree to let any images that come from screen sharing       YES         NO  

be used, anonymously, in presentations of research results. 

 

Should you have any questions about the study, please contact us: 

 

James Wallace    james.wallace@uwaterloo.ca 

Plinio Morita   plinio.morita@uwaterloo.ca   

Luka Ugaya Mazza  lugayama@uwaterloo.ca  

 

 

 

_____________________________________ 

Participant Name (please print)  

 

____________________________________ 

Participant Signature 

  

  

Date: ________________________________  
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Appendix H 

Ethics materials (Information letters) 

Interview 

Information Letter – Invitation email 

This email is being sent on behalf of the researchers:  

Jim Wallace, University of Waterloo 
Plinio Morita, University of Waterloo 
Luka Ugaya Mazza, University of Waterloo 

Subject: Exploring the use of data visualizations to make AI more accessible to qualitative 
researchers 

Dear (potential participant), 

This email is an invitation to participate in a research study we are conducting as part of my MSc 
degree at the School of Public Health Sciences (SPHS), University of Waterloo, under the supervision 
of Dr. Jim Wallace and Dr. Plinio Morita. 

The goal of the study is to identify the needs and wants of qualitative researchers when it comes to 
using visual techniques to conduct data analysis. Our objective is to better understand how qualitative 
researchers might use visual language to make sense of their data in order to develop a data 
visualization tool that can in the future integrate AI with data analysis, without removing agency and 
control from the researcher.  

We are seeking participants that have experience in conducting qualitative research and little 
to no experience with programming language. 

The participants’ role in this research study will be to provide insights on how they conduct their data 
analysis and participate in a co-design session with a designer in order to share what their vision for a 
tool that could assist in that process could look like. Participation will be voluntary and involve 2 (two) 
one-on-one 30 mins interviews conducted over the online platform, Zoom. Zoom has implemented 
technical, administrative, and physical safeguards to protect the information provided via the Services 
from loss, misuse, and unauthorized access, disclosure, alteration, or destruction. However, no 
Internet transmission is ever fully secure or error free. 

You may decline to answer any of the interview questions if you wish. Further, you may decide to 
withdraw from this study at any time without any negative consequences by advising us, the 
researchers. Declining to participate in the study will not affect your relationship with the investigators 
or with the University of Waterloo. Only researchers associated with this study will have access to the 
records with your information which will be securely stored at the School of Public Health Sciences. 
We will keep our study records securely for a minimum of 7 years. We will remove all information that 
could identify you from the data within a couple hours of the interview and delete it permanently.  

You can withdraw your consent to participate and have your data destroyed by contacting us. All 
records will then be destroyed according to University of Waterloo policies. Your data cannot be 
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withdrawn after it has been submitted for publication, but it could be potentially removed from any 
further use in other publications. 

With your permission, the interview will be audio-recorded as a way to collect the information, and 
later transcribed for analysis. Your identity will be kept confidential. Your name will not appear in any 
thesis or report resulting from this study, however, with your permission, anonymous quotations from 
you may be used. You may share images to help illustrate how your data analysis process happens, 
however this is not required. The images shared must NOT contain any confidential or identifiable 
information. Additionally, a confidential ZOOM Whiteboard will be shared with you so you can sketch 
any ideas for the prototype you should desire. These sketches will only be saved as a screenshot and 
have no connection to your identity. However, with your permission, the anonymous sketches 
collected may be used for future publications. 

There are no direct benefits to you the participants and no anticipated risks from participating in the 
study. Now more than ever healthcare needs to hear the experiences and voices of the people that 
are most affected by its need. Qualitative research is very important for understanding these voices 
and through our research we hope to develop a tool that will make conducting it easier on the 
researchers. Out hope is to provide a tool that will assist with qualitative research without making the 
researcher feel like they are being replaced by the AI, but instead work towards building a partnership 
between researcher and tool. 

If you are willing to participate, please suggest a day and time that suits you and we will do our best 
to be available. Should you have any questions about the study, please email Luka Ugaya Mazza at 
lugayama@uwaterloo.ca. 

This study has been reviewed and received ethics clearance through a University of Waterloo 
Research Ethics Board (REB #45268). If you have questions for the Board, contact the Office of 
Research Ethics, toll-free at 1-833-643-2379 (Canada and USA), 1-519-888-4440, or 
reb@uwaterloo.ca. 

We look forward to speaking with you very much and thank you in advance for your interest in this 
project. 

Thank you,  

 

Jim Wallace 
james.wallace@uwaterloo.ca 
Associate Professor  
School of Public Health Sciences 
University of Waterloo, Canada 
 
Plinio Morita  
plinio.morita@uwaterloo.ca  
Associate Professor  
School of Public Health Sciences 
University of Waterloo, Canada 
 
Luka Ugaya Mazza 
lugayama@uwaterloo.ca  
Student Investigator 
School of Public Health Sciences 
University of Waterloo, Canada 
 

mailto:reb@uwaterloo.ca
mailto:james.wallace@uwaterloo.ca
mailto:plinio.morita@uwaterloo.ca
mailto:lugayama@uwaterloo.ca
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User testing (not used for the thesis) 

Information Letter – Invitation email 

This email is being sent on behalf of the researchers:  

Jim Wallace, University of Waterloo 
Plinio Morita, University of Waterloo 
Luka Ugaya Mazza, University of Waterloo 

Subject: Exploring the use of data visualizations to make AI more accessible to qualitative 
researchers 

Dear (potential participant), 

This email is an invitation to participate in a research study we are conducting as part of my MSc 
degree at the School of Public Health Sciences (SPHS), University of Waterloo, under the supervision 
of Dr. Jim Wallace and Dr. Plinio Morita. 

The goal of the study is to identify the needs and wants of qualitative researchers when it comes to 
using visual techniques to conduct data analysis. Our objective is to better understand how qualitative 
researchers might use visual language to make sense of their data in order to develop a data 
visualization tool that can in the future integrate AI with data analysis, without removing agency and 
control from the researcher.  

We are seeking participants that have experience in conducting qualitative research and little 
to no experience with programming language. 

The participants’ role in this research study will be to test a data visualization prototype tool that 
assists in knowledge translation for qualitative research assisted by AI. 

Participation will be voluntary and involve a one-on-one 30 mins interview conducted over the online 
platform, Zoom. Zoom has implemented technical, administrative, and physical safeguards to protect 
the information provided via the Services from loss, misuse, and unauthorized access, disclosure, 
alteration, or destruction. However, no Internet transmission is ever fully secure or error free. 

You may decline to answer any of the interview questions if you wish. Further, you may decide to 
withdraw from this study at any time without any negative consequences by advising us, the 
researchers. Declining to participate in the study will not affect your relationship with the investigators 
or with the University of Waterloo. Only researchers associated with this study will have access to the 
records with your information which will be securely stored at the School of Public Health Sciences. 
We will keep our study records securely for a minimum of 7 years. We will remove all information that 
could identify you from the data within a couple hours of the interview and delete it permanently.  

You can withdraw your consent to participate and have your data destroyed by contacting us. All 
records will then be destroyed according to University of Waterloo policies. Your data cannot be 
withdrawn after it has been submitted for publication, but it could be potentially removed from any 
further use in other publications. 

With your permission, the interview will be audio-recorded as a way to collect the information, and 
later transcribed for analysis. Your identity will be kept confidential. Your name will not appear in any 
thesis or report resulting from this study, however, with your permission, anonymous quotations from 
you may be used. Additionally, a confidential ZOOM Whiteboard will be shared with you so you can 
sketch any thoughts you have about the prototype. These sketches will only be saved as a 
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screenshot and have no connection to your identity. However, with your permission, the anonymous 
sketches collected may be used for future publications. 

During the interview you will be given a prototype of a data visualization in order to test it. With your 
permission, you will share your screen with the researcher and allow us to record your process of 
moving through and interacting with the prototype. Your identity will be kept confidential. Your name, 
face, or any other identifiable elements will not appear in any thesis or report resulting from this study, 
however, with your permission, anonymized screenshots of you using the prototype will be used for 
future publications. 

There are no direct benefits to you the participants and no anticipated risks from participating in the 
study. Now more than ever healthcare needs to hear the experiences and voices of the people that 
are most affected by its need. Qualitative research is very important for understanding these voices 
and through our research we hope to develop a tool that will make conducting it easier on the 
researchers. Out hope is to provide a tool that will assist with qualitative research without making the 
researcher feel like they are being replaced by the AI, but instead work towards building a partnership 
between researcher and tool. 

If you are willing to participate, please suggest a day and time that suits you and we will do our best 
to be available. Should you have any questions about the study, please email Luka Ugaya Mazza at 
lugayama@uwaterloo.ca. 

This study has been reviewed and received ethics clearance through a University of Waterloo 
Research Ethics Board (REB #45268). If you have questions for the Board, contact the Office of 
Research Ethics, toll-free at 1-833-643-2379 (Canada and USA), 1-519-888-4440, or 
reb@uwaterloo.ca. 

We look forward to speaking with you very much and thank you in advance for your interest in this 
project. 

Thank you,  

 

Jim Wallace 
james.wallace@uwaterloo.ca 
Associate Professor  
School of Public Health Sciences 
University of Waterloo, Canada 
 
Plinio Morita  
plinio.morita@uwaterloo.ca  
Associate Professor  
School of Public Health Sciences 
University of Waterloo, Canada 
 
Luka Ugaya Mazza 
lugayama@uwaterloo.ca  
Student Investigator 
School of Public Health Sciences 
University of Waterloo, Canada 
 

  

mailto:reb@uwaterloo.ca
mailto:james.wallace@uwaterloo.ca
mailto:plinio.morita@uwaterloo.ca
mailto:lugayama@uwaterloo.ca
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Appendix I 

Ethics materials (feedback letters) 

Co-design 

Dear (Insert Name of Participant), 
 
We would like to thank you for your participation in this study. As a reminder, the purpose of this 
study is to identify the needs and wants of qualitative researchers when it comes to using visual 
techniques to conduct data analysis.  
 
The results from the study will help better understand how qualitative researchers might use visual 
language to make sense of their data in order to develop a data visualization tool that can in the 
future integrate AI with data analysis, without removing agency and control from the researcher.  
 
Please remember that your identity will be kept confidential. The data collected will not include any 
personal identifiers. If you are interested in receiving more information regarding the results of this 
study, or if you have any questions or concerns, please contact us at either the phone number or 
email address listed at the bottom of the page.  
 
Please keep in mind that the research team will contact you shortly to schedule the second 30min 
interview. Should you choose to contact the researcher before to schedule it sooner, please email 
Luka Ugaya Mazza at lugayama@uwaterloo.ca.  
 
This study has been reviewed and received ethics clearance through a University of Waterloo 
Research Ethics Board (REB #45268). If you have questions for the Board, contact the Office of 
Research Ethics, toll-free at 1-833-643-2379 (Canada and USA), 1-519-888-4440, or 
reb@uwaterloo.ca. If you have any questions pertaining to the study specifically, please contact the 
researchers.  
 
Thank you,  
 

Jim Wallace  
james.wallace@uwaterloo.ca  
Associate Professor 
School of Public Health Sciences  
University of Waterloo, Canada  
 
Plinio Morita  
plinio.morita@uwaterloo.ca  
Associate Professor 
School of Public Health Sciences  
University of Waterloo, Canada  
 
Luka Ugaya Mazza  
lugayama@uwaterloo.ca  
Student Investigator 
School of Public Health Sciences  
University of Waterloo, Canad 

mailto:lugayama@uwaterloo.ca
mailto:reb@uwaterloo.ca
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User testing (not used for the thesis) 

Dear (Insert Name of Participant), 

We would like to thank you for your participation in this study. As a reminder, the purpose of this 
study is to identify the needs and wants of qualitative researchers when it comes to using visual 
techniques to conduct data analysis.  

The results from the study will help better understand how qualitative researchers might use visual 
language to make sense of their data in order to develop a data visualization tool that can in the 
future integrate AI with data analysis, without removing agency and control from the researcher.  

Please remember that your identity will be kept confidential. The data collected will not include any 
personal identifiers. If you are interested in receiving more information regarding the results of this 
study, or if you have any questions or concerns, please contact us at either the phone number or 
email address listed at the bottom of the page.  

This study has been reviewed and received ethics clearance through a University of Waterloo 
Research Ethics Board (REB #45268). If you have questions for the Board, contact the Office of 
Research Ethics, toll-free at 1-833-643-2379 (Canada and USA), 1-519-888-4440, or 
reb@uwaterloo.ca. If you have any questions pertaining to the study specifically, please contact the 
researchers.  

Thank you,  

 

Jim Wallace  
james.wallace@uwaterloo.ca  
Associate Professor 
School of Public Health Sciences  
University of Waterloo, Canada  
 
Plinio Morita  
plinio.morita@uwaterloo.ca  
Associate Professor 
School of Public Health Sciences  
University of Waterloo, Canada  
 
Luka Ugaya Mazza  
lugayama@uwaterloo.ca  
Student Investigator 
School of Public Health Sciences  
University of Waterloo, Canada 

 

  

mailto:reb@uwaterloo.ca
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Appendix J 

Interview protocol for user testing (not used in the thesis) 

Interview guide phase 3: Measuring the efficacy of using data visualizations for researcher 

agency. 

 

Part 1: Think-A-Loud 

 

Prompt the participant to explore the data visualization template as they narrate their process and 
feeling while doing it.  

 

Part 2: survey 

Thank you for your participations, I will now ask you a couple questions and if you could answer them 
on a scale of 1 to 7, 1 being that you strongly disagree and 7 being strongly agree. 

 Agree                        Disagree 

1 2 3 4 5 6 7 

1. I was always in full control while doing the task        

2. I felt like I was just an instrument at the hands of the AI        

3. My movements were automatic, my body just made them, and I 
didn’t have to think 

       

4. The outcome of my actions generally surprised me        

5. The decisions of whether or when to act was withing my hands        

6. While I was performing an action, I felt like the AI was 
controlling the research more than me 

       

7. I felt completely responsible for the results of my actions        

8. I felt free to move always        

9. I always understood how to use the tool        

10. Using the data visualization tool felt very intuitive        
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Appendix K 

Ethics Protocol 
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Appendix L 

Changes made to prototype 

Changes suggested by 
participants 

Changes made to the prototype 

Addition of tabs. Added below the top bar. 

 

Addition of a text tool. Option added to the editing side bar. 

Adding a group for what 

datavis is good for 
qualitative, quantitative, and 
mixed methods. 

Options added to the pop-up that shows all options for data 

visualizations. 

 

Adding a heading for the 
side of the top menu that is 
separated into categories. 

Done. A heading of ‘categories’ was added. 

Adding undo arrows. Added to the top bar, alongside a menu and save button. 

 

Eye-drop, HEX code, 
opacity, and color wheel for 
colors. 

Added as more options when the user selects colors. 
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Tool that allows for 
checking the design for 
color-blindness. 

Not possible to do for the prototype. 

Tabular grouping process. 

 

Nesting group diagram. 

 

Adding hierarchy into the 
possible datavis for 
processes. 

Added. 

Gantt chart. 
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Word cloud. 

 

Precise word count datavis. 

 

Save visualizations both as 
project and as image files. 

Not possible to do for the prototype. 

Add a tutorial. Not possible to do for the prototype. 

Warn the user for any 

changes that might alter the 
visualization to the point of 
misinterpreting the results. 

A warning was added in case the users try to do any change that 

will corrupt the data behind the data visualization. 

 

Employ smart editing that 
will change the visualization 
when the user tries to move 
elements that are 
connected (e.g., change the 
entire graph if one of the 
data points is moved). 

Not possible to do for the prototype. 

Add a smart slider to control 

the density of information 
presented, a ruler, and a 
grid option. 

Added as toggle options to the top bar. 
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Ability to change the 
thickness of lines. 

Added as an editing feature with the lines. 

 

Responsive window for ‘all 

options’ that shows the 
newest and most used 
options by the user. 

‘All options’ window was now changed to ‘most used’. 

Make the window for ‘all 
options’ a pop-up. 

It was made a pop-up with separations between qualitative, 
quantitative, and mixed methods appropriate data visualizations. 

Double finger trackpad 
scroll functionality in the 
window for ‘all options.’ 

Not possible to do for the prototype. 

Ability to edit the data that 
was input into the 
visualization (e.g., 
excluding specific data 
points, adding data that was 
not originally there, etc.). 

Two options were added for editing data. The firsts one is on the 
side bar, and It allows for the user to edit all of the data that went 
into the visualization. The second is with the ‘AI assistant’ tool, in 
which the user right clicks over an element and a pop-up appears 
explaining how those results were reached and offering some 
editing options for the user. 

      

Fast changes to the 

visualization when 
something is altered. 

Not possible to do for the prototype. 
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