
 

 

 
 

 

Edinburgh Research Explorer 
 
 

 
 

 
 

 
 

 

 
 

 
 

 
 

 
 

 
 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fair and equitable AI in biomedical research and healthcare
Citation for published version:
Baumgartner, R, Arora, P, Bath, C, Burljaev, D, Ciereszko, K, Custers, B, Ding, J, Ernst, W, Fosch-
Villaronga, E, Galanos, V, Gremsl, T, Hendl, T, Kropp, C, Lenk, C, Martin, P, Mbelu, S, Morais Dos Santos
Bruss, S, Napiwodzka, K, Nowak, E, Roxanne, T, Samerski, S, Schneeberger, D, Tampe-Mai, K, Vlantoni,
K, Wiggert, K & Williams, R 2023, 'Fair and equitable AI in biomedical research and healthcare: Social
science perspectives', Artificial Intelligence in Medicine, vol. 144, 102658, pp. 1-9.
https://doi.org/10.1016/j.artmed.2023.102658

Digital Object Identifier (DOI):
10.1016/j.artmed.2023.102658

Link:
Link to publication record in Edinburgh Research Explorer

Document Version:
Publisher's PDF, also known as Version of record

Published In:
Artificial Intelligence in Medicine

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.

Download date: 26. Oct. 2023

https://doi.org/10.1016/j.artmed.2023.102658
https://doi.org/10.1016/j.artmed.2023.102658
https://www.research.ed.ac.uk/en/publications/40f4bfd0-c5b6-4ed5-8bda-4d855ba9a9c3


Artificial Intelligence In Medicine 144 (2023) 102658

Available online 4 September 2023
0933-3657/© 2023 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Research paper 

Fair and equitable AI in biomedical research and healthcare: Social 
science perspectives 

Renate Baumgartner a,b,*, Payal Arora c, Corinna Bath d, Darja Burljaev a, Kinga Ciereszko e, 
Bart Custers f, Jin Ding g, Waltraud Ernst h, Eduard Fosch-Villaronga f, Vassilis Galanos i, 
Thomas Gremsl j, Tereza Hendl k,l, Cordula Kropp m, Christian Lenk n,1, Paul Martin g, 
Somto Mbelu o, Sara Morais dos Santos Bruss p, Karolina Napiwodzka e, Ewa Nowak e, 
Tiara Roxanne q, Silja Samerski r, David Schneeberger s, Karolin Tampe-Mai m, 
Katerina Vlantoni t, Kevin Wiggert u, Robin Williams i 

a Center of Gender- and Diversity Research, University of Tübingen, Wilhelmstrasse 56, 72074 Tübingen, Germany 
b Athena Institute, Vrije Universiteit Amsterdam, De Boelelaan 1085, 1081 HV Amsterdam, The Netherlands 
c Erasmus School of Philosophy, Erasmus University Rotterdam, Burgemeester Oudlaan 50, 3062 PA Rotterdam, The Netherlands 
d Gender, Technology and Mobility, Institute for Flight Guidance, TU Braunschweig, Hermann-Blenk-Str. 27, 38108 Braunschweig, Germany 
e Department of Philosophy, Adam Mickiewicz University in Poznan, Szamarzewski Street 89C, 60-569 Poznan, Poland 
f eLaw - Center for Law and Digital Technologies, Leiden University, Steenschuur 25, 2311 ES Leiden, Netherlands 
g iHuman and Department of Sociological Studies, University of Sheffield, ICOSS, 219 Portobello, Sheffield S1 4DP, United Kingdom 
h Institute for Women’s and Gender Studies, Johannes Kepler University Linz, Altenberger Strasse 69, 4040 Linz, Austria 
i Science, Technology and Innovation Studies, School of Social and Political Science, University of Edinburgh, Old Surgeons’ Hall, High School Yards, Edinburgh EH1 1LZ, 
United Kingdom 
j Institute of Ethics and Social Teaching, Faculty of Catholic Theology, University of Graz, Heinrichstraße 78b/2, 8010 Graz, Austria 
k Professorship for Ethics of Medicine, University of Augsburg, Stenglinstraße 2, 86156 Augsburg, Germany 
l Institute of Ethics, History and Theory of Medicine, Ludwig-Maximilians-University in Munich, Lessingstr. 2, 80336 Munich, Germany 
m Center for Interdisciplinary Risk and Innovation Studies (ZIRIUS), University of Stuttgart, Seidenstraße 36, 70174 Stuttgart, Germany 
n Institute of the History, Philosophy and Ethics of Medicine, Ulm University, Parkstraße 11, 89073 Ulm, Germany 
o Erasmus School of Philosophy, Erasmus University Rotterdam, 10A Ademola Close off Remi Fani Kayode Street, GRA Ikeja, Lagos, Nigeria 
p Haus der Kulturen der Welt (HKW), John-Foster-Dulles-Allee 10, 10557 Berlin, Germany 
q Data & Society Institute, 228 Park Ave S PMB 83075, New York, NY 10003-1502, United States of America 
r Fachbereich Soziale Arbeit und Gesundheit, Hochschule Emden/Leer, Constantiaplatz 4, 26723 Emden, Germany 
s Institute for Medical Informatics, Statistics and Documentation, Medical University of Graz, Auenbruggerplatz 2, 8036 Graz, Austria 
t Department of History and Philosophy of Science, School of Science, National and Kapodistrian University of Athens, Panepistimioupoli, Ilisia, Athens 15771, Greece 
u Institute of Sociology, Department Sociology of Technology and Innovation, Technical University of Berlin, Fraunhoferstraße 33-36, 10623 Berlin, Germany   

A R T I C L E  I N F O   

Keywords: 
Inequalities 
Health equity 
Medicine 
Discrimination 
Bias 

A B S T R A C T   

Artificial intelligence (AI) offers opportunities but also challenges for biomedical research and healthcare. This position 
paper shares the results of the international conference “Fair medicine and AI” (online 3–5 March 2021). Scholars from 
science and technology studies (STS), gender studies, and ethics of science and technology formulated opportunities, 
challenges, and research and development desiderata for AI in healthcare. AI systems and solutions, which are being 
rapidly developed and applied, may have undesirable and unintended consequences including the risk of perpetuating 
health inequalities for marginalized groups. Socially robust development and implications of AI in healthcare require 
urgent investigation. There is a particular dearth of studies in human-AI interaction and how this may best be configured 
to dependably deliver safe, effective and equitable healthcare. To address these challenges, we need to establish diverse 
and interdisciplinary teams equipped to develop and apply medical AI in a fair, accountable and transparent manner. 
We formulate the importance of including social science perspectives in the development of intersectionally beneficent 
and equitable AI for biomedical research and healthcare, in part by strengthening AI health evaluation.  
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1. Introduction 

The quest for artificial intelligence (AI) has a long history, which can 
be traced back to myths of human-like machines and artificers creating 
moving automata [1,127]. It has been marked by several “summers”, 
times of euphoric activity, and “winters”, where the scientific develop-
ment (seemingly) stagnated. Historically, important foundations for AI 
were already laid in the 1940s–1970s (e.g., the development of the term 
AI; the work of Turing on computation or of McCulloch and Pitts on 
artificial neurons). Practical achievements since the 1970s included 
knowledge-based or expert systems, which tried to mimic the human 
reasoning process by building upon human domain-specific expert 
knowledge. Then in the 1990s, the usefulness of neural networks, which 
had been developed earlier, was “rediscovered”. With the availability of 
big data (sets), there was a paradigm shift to systems using machine 
learning and deep learning, i.e., the induction of rules (“models”) from 
large (training) data sets instead of relying on explicit rules programmed 
by humans [2–4]. 

These systems are being increasingly adopted across the private 
sector (e.g. in financial services, manufacturing, farming, engineering, 
telecommunications, retail, travel, transport and logistics) [5], and in 
the public sector, e.g. public administration (virtual agents, adaptive 
delivery of public services, case-management), public transportation 
(autonomous transportation, predictive maintenance, traffic planning) 
research and public health [6,7]. Some of the key challenges of AI sys-
tems deployment have already been explored and documented, allowing 
us to extend this documentation to the present agenda setting for 
healthcare AI. Industry and manufacturing are two key areas that we 
would still like to address as they have been covered more extensively in 
literature than those in healthcare, while they also act as entry points to 
better understand healthcare AI challenges. 

Industrial and manufacturing applications of AI face several chal-
lenges that extend problematic aspects of computing, information and 
communication technologies (ICTs), and digital automation more 
broadly. The challenges of AI in manufacturing industry chiefly revolve 
around: (1) data quality and availability: AI systems heavily rely on 
large volumes of high-quality, that is well-defined, cleaned, and clus-
tered, and updated training data [8]; (2) data privacy and security: in-
dustrial environments often deal with sensitive data, including 
proprietary information, trade secrets, and personally identifiable in-
formation, potentially vulnerable to unauthorized access, cyber threats, 
and breaches as well as workplace surveillance [9]; (3) explainability 
and interpretability are key in industrial applications, especially those 
involving safety-critical systems or compliance requirements. Deep 
neural network AI algorithms, can be considered “black boxes” as they 
provide recommendations without clear explanations [10]; (4) inte-
gration complexities: integrating AI into existing industrial systems and 
workflows can be complex due to legacy IT systems, diverse data for-
mats, and incompatible interfaces [11]; (5) shifting expertise re-
quirements in relation to both industry-specific domain knowledge and 
AI/technical expertise leading to workforce de- or reskilling [11]; (6) 
ethical considerations: undesired, perpetuated social bias in industrial 
applications can have serious consequences, such as discriminatory 
recruitment or treatment practices (from pay-gaps to parental leaves) or 
safety risks when AI applications on one industrial domain extend to 
others (such as military) [12–14]; (7) regulation and compliance: inte-
grating AI technologies may require compliance with existing industry- 
specific regulations and standards which may be at odds with recent AI- 
specific regulations which industry must comply with [15]. Addressing 
these challenges requires collaboration among industry stakeholders, 
policymakers, researchers, and AI practitioners – we see no reason that 

these lessons are not applicable to AI in healthcare. For each of these 
domains and sectors, specific opportunities and challenges, limitations, 
barriers, shortcomings and risks exist e.g., the impact of AI on employ-
ment, privacy concerns including the risk of mass surveillance or of 
persuasion by tailored information flows, the possibility of biased 
decision-making, the safety of critical applications like AI systems 
regulating the water supply and cybersecurity concerns [3,16,17]. Each 
of these domains and sectors requires an independent analysis. In this 
paper we focus therefore on a domain which holds a special status: AI in 
healthcare. 

This position paper is the result of the international conference “Fair 
Medicine and AI: Chances, Challenges, Consequences” hosted by the 
Center of Gender and Diversity Research of the University of Tübingen 
(Germany) that took place online on March 3.-5.2021. Participants at 
the conference included social scientists, ethicists and gender studies 
scholars. This paper critically synthesizes the key findings of the con-
ference. AI claims to hold considerable opportunities in advancing 
healthcare in the fields of telemedicine, assessment, and biomedical 
research, as long as technical and organizational challenges are 
addressed, including, for example, robust infrastructures to support 
responsible innovation and effective post-market surveillance [18]. 
From supporting clinical decision-making and image analysis (e.g., 
pattern recognition for cancer diagnosis) to assisting with the whole 
patient lifecycle management (e.g., diagnosis, treatment, and aftercare), 
algorithmic tools are already being used [19,20]. Much discussed ex-
amples can be found in the fields of radiology, pathology, dermatology, 
ophthalmology, cardiology, mental health, and other sub-disciplines of 
medicine and tools can be used by healthcare professionals, patients, 
and others. Certain experts, such as Eric Topol [20], praise AI as a 
remedy against health-related discrimination. Others warn that it may 
reproduce and exacerbate existing inequalities and therefore argue that 
various forms of bias, axes of discrimination and foundational flaws 
within practical medicine should be addressed and equity through AI 
should be promoted [21–25]. AI can augment inequalities by over-
looking and discriminating against whole population groups, such as 
women, racialized populations, LGBTQIA+ patients, and people from 
socioeconomically disadvantaged backgrounds, whose health may not 
be accurately supported by machine learning (ML) based tools [25–28]. 
Neural networks or inductionist ML approaches may incorrectly detect 
risk factors that happen to be associated with demographic disadvan-
tages and falsely attribute health risks to these instead of the unidenti-
fied cause. Noisy data and gaps in the evidence base increase the risk of 
spurious associations and incorrect inferences. AI can leave some people 
marginalized from private insurance-based care systems by segmenting 
risks very accurately or by wrongly attributing risks. Indeed, a growing 
body of research provides evidence of cases in which the implementa-
tion of AI and digital technologies in healthcare magnified racial and 
gender inequalities and generated unequal health outcomes [24,29–33]. 
An article about AI in healthcare must proceed with some working 
definition of AI. This is proven to be quite challenging. A variety of AI 
experts note that AI resists definition for numerous reasons. 

AI is not a static or monolithic entity defined by specific attributes, 
but rather a set of versatile capabilities that can be applied in various 
contexts. It is an umbrella term encompassing a wide range of evolving 
tools and techniques, enhanced through iterative cycles of social inter-
action, technical development, utilization and reinvention by users [34]. 
Historically, AI was conceived as a field of scientific inquiry studying 
intelligent behaviour in human and nonhuman animals and machines, 
exploring whether the latter can be constructed in a way to imitate the 
former, and whether this accomplishment can shed light into the very 
concept of intelligence. As a field, it borrows from and contributes to 
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engineering, computer science, cognitive psychology, linguistics, 
mathematics, and philosophy, among others [1]. This research field is 
chiefly operated via digital computational tools, and an array of tech-
niques have been proposed and developed – including the vast majority 
of computer rule-based languages and operating systems that work on 
the basis of manipulation of digital symbols. This form of “symbolic” or 
“rule-based AI” has now been embedded in most problem-solving and 
heuristic computer programs of today. Parallel to the development of 
this strand of rule-based AI (“give instructions to a machine”), a statis-
tical, data-based strand was also developed (“let the machine learn from 
many examples”). While this approach was thought of as potentially 
useful, yet unfeasible due to lack of sufficient data, long-term acquisition 
and accumulation of large datasets based on internet user behaviour, 
governmental and police demographics, industrial and military appli-
cations documentation, education assessments, or medical histories, 
have enabled a resurgence of this “machine learning” approach in the 
late 2000s [35]. 

This allowed the assembly of a number of technical configurations, 
currently broadly understood as AI, to deliver fascinating results within 
the aforementioned sectors, through applications such as: chatbots and 
virtual agents customer interaction and entertainment, the reuse of 
massively produced data for generation of statistically novel arrange-
ments, transcriptions based on natural language processing, predictive 
analytics applied from future workflow performance to medical diag-
nosis relating to pattern recognition and insights, emotional and facial 
categorisation and recognition/detection and advanced biometrics used 
from phone unlocking to policing, novel encryption methods for infor-
mation cybersecurity, peer-to-peer networking, and heuristics/problem 
solving based on multiple examples. As known to AI scholars as the “AI 
effect,” often these applications do not bear the label “AI” if treated in 
isolation or for less rhetorical or persuasive purposes. 

The operational potentials of AI are different from human intelli-
gence and intuitive capacities and expand the classical evidence and 
experience-based medical knowledge, among other things, by insights 
based on statistical correlations. In medicine (and elsewhere) AI can be 
used to identify relationships within large heterogeneous data sets such 
as published research outcomes or biomedical datasets. This is expected 
to open up new opportunities for discovering novel treatments with 
shortened R&D time and reduced costs. Particular salience for AI is 
anticipated with precision medicine, promising a tailored medical 
approach to healthcare according to each person’s specific genotype and 
phenotype that can help address drug intolerances as well as group- 
specific risks and individual differences [36]. Digital health applica-
tions and ‘digital assistants’ promise to support individual monitoring 
and treatment of diseases, and tailored and healthy lifestyles, but also 
enable practices of permanent self-monitoring [20,37]. 

Some scholars have suggested that AI offers opportunities to identify 
and counteract discrimination directly, e.g., through discrimination- 
aware data mining, data cleaning designed for fairness, data quality 
measures, and AI impact assessments [38–44]. However, others have 
argued that discrimination goes beyond issues of data collection and 
quality control, i.e., that it is grounded in unequal social structures 
[45,46]. Hence, if we want to address discrimination in/with AI, anti- 
discrimination research needs to go beyond mathematical correction 
and systematically explore so-called biases in data sets. AI and statistical 
analysis at the same time can be useful tools to shed light on prevailing 
inequalities [21,24,46]. AI can be used to calculate which social de-
terminants affect individual and public health and disease patterns, 
thereby aiming to contribute to more suitable tailored treatments and 
better health. In the context of the discovery and development of new 
treatments, AI powered drug repurposing can reduce the time and cost 

of drug development making it economic to treat rare diseases where 
there has historically been an unmet medical need and poor access to 
therapy. AI has also recently been applied in the search for drug and 
vaccine development against COVID-19 [47]. Yet, further concerns 
remain regarding how to best integrate AI with the broader quest for 
addressing social inequalities and facilitating equitable health 
outcomes. 

In this position paper, we will first address the challenges and risks 
surrounding adoption of AI systems, including biased data/models, 
discrimination/structural injustice and more technical features of AI (its 
‘black-box’ opacity, its apparent objectivity), before moving to ethical 
and legal challenges and offering ways to advance AI in biomedical 
research and healthcare from social science perspectives. 

2. Challenges and risks of AI systems 

2.1. Biased data and models 

Inequalities in healthcare have been a major challenge for public 
health for a long time. The introduction of smart systems has the po-
tential to deliver a range of benefits including improving efficiency and 
knowledge management and broadening access. New communicative 
practices and data analytics could be used to make healthcare more 
patient-centered and through greater citizen involvement and attending 
to patient experience, building empathy and communicative practices 
into healthcare [48–51]. However, these systems have not (yet) allevi-
ated inequalities but have indeed created new problems, such as the 
perpetuation of inequalities due to biased data and defective theoretical 
models [52]. The misattribution of risks rooted in demographic factors 
has caused controversies, e.g., in the field of law enforcement. In 
healthcare, however, the bigger issue is exclusion. Knowledge and de-
cisions in relation to minority and marginalized segments might be less 
accurate in identifying and mitigating health risks for these groups and 
thereby exacerbate existing inequalities. For instance, Parikh et al. [53] 
warn of the risk of falling below professional standards and overlooking 
the medical needs of diverse and multiethnic populations. Different 
forms of bias exist. Some distinction between people’s needs may even 
be desirable, as in the case of precision medicine, where categorical 
information can be relevant for a precise diagnostic [24,43]. However, 
stochastic data evaluation, drawing on training sets which exclude 
whole population groups or represent diversity unevenly, risks repro-
ducing undesirable bias within data which can lead to unintended 
discrimination against groups of people, also called “inequitable bias” 
[43]. Yet, most algorithms deployed in the healthcare context do not 
consider these aspects and do not account for bias detection [24,54]. 

Another crucial problem is posed by inaccurate and imbalanced 
datasets which better represent some social groups than others. These 
imbalances result from both existing inequalities in access to healthcare 
and more generally from differences in access of various demographic 
groups to those institutions that have digital infrastructures and collect 
data for datasets. For example, data from middle-class and rather high- 
income demographics and from affluent countries may be collected and 
used in datasets more frequently than data from people with lower so-
cioeconomic status and from middle- and low-income countries. 
Although the exact amount of missing or inaccurate data about socially 
relevant categories in electronic health records and other records is 
unclear, we can speak of data gaps such as a “gender data gap” and gaps 
in information about race and ethnicity within health data [21,29,46]. 
As a result of these “signal problems”, big-data sets are beset by invisible 
lacunae whereby “some citizens and communities are overlooked or 
underrepresented” [55]. For this reason, algorithms trained on these 
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data sets may not accurately detect or treat their health risks. 
It is crucially important to take these social differences into account 

in medical research and healthcare. Empirical data show that the so-
cioeconomic background of patients, such as their profession, education, 
and income, has a significant impact on healthcare and the treatment of 
individual patients [56]. Similarly, considering sex and gender in health 
data is crucial because they affect individuals’ health and illness [24]. 
Characterizing and monitoring the training data sets and the collection 
of heterogeneous, intersectionally2 disaggregated and accurate data 
representing a diverse population are prerequisites for ensuring that AI 
in healthcare contributes to healthcare equity and justice [30]. How-
ever, ‘eliminating’ bias is itself a challenge as all medical and scientific 
knowledge is also situated in historical and social settings and therefore 
needs to be discussed not only by specialists but also interrogated by 
those affected by claims without medical evidence [57]. The challenge is 
to train systems in a way that does not compromise the safety and pri-
vacy of users,3 does not perpetuate harm and discrimination, and fa-
cilitates benefits for the whole target population [59]. Research is 
beginning to address these challenges. However, we do not, for example, 
currently have an effective means of characterizing, let alone stan-
dardizing, ethnic diversity in training data sets. 

2.2. Structural injustice in medicine and society 

While more diverse data is necessary, it should be considered that 
discrimination, exclusion, prejudice and stereotyping go well beyond 
the matter of data collection. They are rooted in persistent social in-
equalities and find their way into data through processing, labelling and 
classification e.g., when choosing which sub-populations are part of the 
training data, for which group of people an algorithmic tool should 
provide the most accurate result, or failing to ensure intersectional 
benefits across the whole target population [21,29,60]. Therefore, an 
overarching approach is needed to counteract all types of injustice more 
efficiently, including structural racism and sexism in medicine as a 
multifaceted problem (e.g., that patients of color’s pain is less likely to 
be taken seriously and treated with medication or that women’s 
myocardial infarctions remain undiagnosed because their symptoms 
might be different from “typical” male ones [61,62]). The countering of 
discrimination through AI platforms is related to questions of equity in 
the healthcare system. Thus, it needs to be combined with requests for 
greater justice in medicine, healthcare, the tech industry and society. 
Urgently research is needed to figure out how to design new technolo-
gies and/or transform existing technologies to incorporate intersectional 
justice and cater for more diverse and inclusive and anti-colonial 
standpoints. This requires a commitment to a justice-oriented design 
of AI algorithms and AI-based support systems and independent global 
oriented auditing overseers as well as workers trained in STS to assist the 
evaluation of frameworks, datasets, and epistemological decisions given 
the changing nature of these systems [63]. Such an approach goes 
beyond solutions that are solely aimed at fixing bias in particular tech-
nologies towards strategies that mitigate discriminatory social practices, 
norms, and structures. Debiasing technologies (often considered as 
impossible in ML) will not suffice to counter these social and health 
inequalities and challenges. Based on the above, we need a society that is 
biased in favor of social justice [64]. 

2.3. AI as a black box and the multidimensionality of health 

AI can process huge amounts of data, going beyond human infor-
mation processing capabilities. How machines learn is often opaque to 
outsiders, who may be deliberately excluded from knowledge by intel-
lectual property protection, but also to insiders, with no one clearly 
holding comprehensive explanatory knowledge about their functioning 
[65,66]. This black-boxed nature of AI, which arises from both technical 
circumstances (e.g., the difficulty of establishing why an algorithm 
trained on particular data sets reached a specific output) and the pro-
tection of proprietary models used, makes it hard to audit AI systems and 
to guarantee a transparent process that can be explained (to allow 
informed consent for instance), audited (by competent authorities), and 
traceable (in cases of harm). Although the issue of explainability of 
algorithmic decisions is currently being addressed, there is a trade-off 
between the explanatory power and performance of a machine 
learning model and its ability to produce explainable and interpretable 
predictions [67–69]. Users of AI systems, including physicians and pa-
tients, may have little opportunity to interrogate and challenge the 
operation of algorithmic systems and their outcomes [70–72]. One 
possibility is to shift the issue from the much invoked “trust in AI sys-
tems” to building accountability (“responsible AI systems”), for 
example, by introducing post-market surveillance and audits of medical 
care delivery and outcomes [73–76]. Evidence of increasing accuracy of 
AI models and their robust performance in real-world care delivery may 
offset concerns about explainability – as we explore below [77]. How-
ever, AI needs algorithms designed in accordance with justice principles 
that consider the multidimensionality of health which means taking into 
account physical, mental, emotional, social, spiritual, vocational and 
other dimensions of health [78,79]. Automatisms which do not account 
for concrete, specific and individual situations are risky, misleading and 
contradict ethical guidelines in many countries and will not be trusted, 
particularly by marginalized groups. 

2.4. The presumed objectivity of AI 

Issues of reliability and fairness4 as well as counteractive measures 
against bias have become hot topics in the computer science community 
[45,80]. The supposed ideal of the machine’s workings as objective, 
however, is now being questioned more and more [81–83]. Most critical 
research focuses on distorted data and human error in interpreting data 
and results [84]. However, a critical academic stance requires us to go 
beyond naive understandings and claims about the objectivity of sci-
entific facts and performance of technological artifacts [85,86]. 
Consider, for instance, the belief that, through objective methods we can 
identify subjective, internal states of users [87]. Gender classification 
systems classify users as ‘male’ and ‘female’ because they use ‘sex’ as a 
parameter. However, neither sex nor gender is binary [88–90]. 

STS have demonstrated empirically how technology and society 
mutually shape each other [86,91]. Technologies are shaped by and risk 
perpetuating the power structures and social order of their time and 
context: they fuse immense amounts of information from the past to 
predict an outcome in the future. The sociotechnical systems of health 
and AI have a long history of objectivation generated through statistical 
classification and analysis. Classifications used to provide data for AI are 
“powerful technologies” that frequently increase social inequality by 
valorizing hegemonic viewpoints while silencing others [92]. Moreover, 
the field of AI in medicine and healthcare is embedded within a powerful 
promissory environment. STS encourages critical interrogation of how 
expectations and claims are mobilized and may become performative in 
shaping technical and policy choices [93–95]. This however remains a 

2 The concept of intersectionality describes the ways in which systems of 
inequality based on gender, race, ethnicity, sexual orientation, gender identity, 
disability, class and other forms of discrimination “intersect” to create unique 
dynamics and effects.  

3 AI offers several ethical and legal challenges, especially when considering 
data that could de-anonymize the data owners. However, some solutions 
offered by Blockchain technologies could be helpful against tracing and 
tracking [58]. 

4 “Fairness in AI” is understood as the exclusion of discrimination, the pro-
tection of patients’ rights and interests and the adequate participation in 
medical progress. 
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relatively understudied area in terms of medical AI adoption and 
regulation. 

2.5. AI ethics, legal requirements, and approval 

Regarding the ethical perspective on medical AI, it has proven a 
challenge to categorize the primary ethical risks of medical AI. As meta- 
analysis has shown, “justice and fairness” are often a core part of ethical 
guidelines, but there is a plethora of different viewpoints on what 
“fairness” constitutes, reaching from addressing biased data to inclusion 
and equality, making it harder to find common ground [96]. 

Several literature reviews have made it easier to identify the main 
risks: For example, Morley et al. [97] undertook a literature review 
which identified three main categories of concerns regarding medical AI 
(epistemic, normative, traceability) at different levels of abstraction (e. 
g., reaching from the individual to the societal level). These categories 
(partly) overlap with the challenges discussed above, e.g., “unfair out-
comes” is categorized as a normative concern while “misguided evi-
dence”, i.e., biased data is seen as an epistemic concern. The black box 
problem is reflected by (lacking) traceability. 

Therefore, meta-analysis and literature reviews have made it easier 
to find common ground about ethical risks, which has led to a process of 
concretization. For example, the Ethical Guidelines of the High-Level 
Expert Group on AI [98], which name fairness as one of the four foun-
dational ethical principles, are a starting point of the proposed Artificial 
Intelligence Act (hereafter AIA). 

Regarding the legal perspective, most current regulatory instruments 
at the national or European level were not written with AI in mind. 
Therefore (national) liability regimes or even the relatively new Euro-
pean Medical Devices Regulation (hereafter MDR) or the General Data 
Protection Regulation are applicable to medical AI systems but they do 
not sufficiently address the specificities of AI products (for example, the 
black boxed nature of recommendations can make it hard to prove lia-
bility; the performance of medical devices powered by AI on the market 
can vary between adoption settings) [99–101]. Therefore, even though 
legal instruments are often designed to be “technology neutral”, the 
current legal framework does not always neatly fit AI systems. 

Addressing these deficiencies of the current state of law, the Euro-
pean Commission proposed an “Artificial Intelligence Act” in 2021. This 
AIA follows a risk-based model: Some practices like social scoring 
modeled on the example of China are banned (Art. 5 AIA) while the 
majority of the AIA concerns so-called high-risk-systems (which are 
defined by a list in Annex III or by reference to other EU legislation; Art. 
6 AIA) [102,103]. Medical devices powered by AI will in most cases 
automatically be considered high-risk. The AIA introduces an approval 
procedure for high-risk AI systems. AI specific conformity assessment 
will be integrated into the already existing approval procedures for 
medical devices required by the MDR (Art. 43 seq. AIA). 

The AIA addresses some of the challenges that have been addressed 
above. Art. 10 AIA concerning data governance requires that datasets 
“shall have the appropriate statistical properties […] as regards the 
persons or groups of persons on which the high-risk AI system is 
intended to be used” and that data sets “shall take into account […] the 
characteristics or elements that are particular to the specific geograph-
ical, behavioural or functional setting”. This addresses the problems 
discussed above regarding biased data sets. Regarding the problem of 
black boxed recommendations, Art. 13 AIA requires that high-risk sys-
tems “shall be designed and developed in such a way to ensure that their 
operation is sufficiently transparent to enable users to interpret the 
system’s output and use it appropriately” (though we note that 
mandating such transparency legally is not the same as delivering it 
technologically/in practice). In addition to AIA, the European Com-
mission also proposed to amend product and civil liability addressing 
specific risks of AI, especially regarding the problem of the burden of 
proof and the lack of access to information for opaque, black-boxed 
solutions [104]. 

2.6. From explainable AI models to accountable AI-based systems 

The critical attention currently being given to the development and 
deployment of AI in biomedical research and health may contribute to 
more responsible and accountable innovation and use of AI that may 
mitigate though never entirely prevent unintended harms [77,105]. This 
includes, for example, attempts to improve explainability (offset the 
opacity) of AI models; critical appraisals of training data biases and of 
the operation of algorithms; risk governance and clinical governance 
assessments; and, audits and evaluations of performance of AI tools in 
use. 

What is at stake, ultimately, is the performance of AI-based tools in 
use. There is however a dearth of studies of human-AI interaction in 
health care delivery even though AI model performance can vary 
considerably between settings, depending, inter-alia on the integration 
of AI tools into workflows, including the level of clinical expertise and 
the distribution of tasks between human and machine intelligences. And 
above all, how can the different strengths and frailties of human and 
machine intelligence be most reliably combined?5 

3. Moving forward 

Social science perspectives provide manifold ways to address issues 
regarding the development and adoption of AI in medicine and health-
care encompassing both the development of the tools and their appli-
cation, interpretation and risk analysis (Table 1). Interdisciplinary, 
transdisciplinary, diversified and participatory research regarding the 
development of AI should be established because diversity creates in-
clusive healthcare systems [107]. 

Furthermore, research should investigate the underlying and implicit 
assumptions about medical work held by technology developers and 
their beliefs, norms and implications regarding diversity, intersection-
ality, and justice to understand how these may shape the design and 
implementation of new technologies [108–110]. We also need new 
training datasets that are more reflective of diverse concerns/issues and 
auditing institutions moderated by humans and machines that can 
continuously work at ensuring these systems are checked and steered in 
the right directions. There is a need for detailed investigations and 
comparative case studies about the specific application and actual usage 
of AI in research and health service to understand its potential impacts 
(including unintended and undesired impacts) on medical decision- 
making and treatment. Studies need to pay attention to the dynamics 
within particular settings and to the local aspects of healthcare systems 
including differences and disadvantaged groups within nations and also 
international differences (e.g., for Japan see Brucksch and Sasaki [111]) 
including economically and technologically disadvantaged countries of 
the North and especially the Global South. Additionally, studies about 
economic inequalities and exploitative relations between countries and 
around the world are needed in this regard. This would also allow 
exploring how expectations from AI in medicine relate to the use of AI in 
the clinic and its effects on healthcare systems in a comparative manner. 

There is a need to identify the stakeholders involved in designing AI 
systems and healthcare regulation, including policymakers, users, data 
providers (e.g., patients) non-governmental organizations, civil society 
organizations, and tech companies responsible for designing these 
platforms. These stakeholders influence the quality of AI in medicine 
and healthcare. Therefore, it is crucial to study how they reconfigure 
health, illness and patients and what criteria they apply to optimize 
algorithmic decision-making [72]. It is important to better understand 
how a wide range of direct and indirect users (including various health 
professionals, patients, carers and others such as procurers and 

5 We note that patient and carer engagement and responses to health AI are 
even less well-studied, which poses a further set of challenges for research and 
policy [106]. 
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regulators), can be sufficiently well-educated and informed about the 
functioning of those tools to critically evaluate their effectiveness and 
recommendations. More research is needed to investigate what roles 
non-governmental and civil society organizations, alongside formal 
regulatory bodies, can play in strengthening the development of AI in 
medicine and healthcare systems. 

Research has shown that AI can be fundamentally shaped by social 
power asymmetries and inequalities and, hence, generate unequal out-
comes and effects [21,29,31,45,46]. It is important to better understand 
ways in which AI may exacerbate the vulnerability of situationally 
oppressed/misrepresented human populations, how discrimination due 
to a representation gap (e.g., women, LGBTQIA+ people, racialized 
people, differently abled people and people of different ages) works and 
how the gap is related to individual and systemic discrimination against 
specific population groups [33,46,112–114]. More research is needed to 
better understand which sub-populations are most at risk of harm, why 
and how they are made vulnerable and with which consequences. 
Simultaneously, it is important to act on the growing pool of research 
that is already available [29,30,32,46,113–115]. We should investigate 
what the most effective short and long-term strategies to address the risk 
of harm may be and what are appropriate strategies to ensure health 
justice for members of persistently oppressed and misrepresented pop-
ulations. It is crucial to identify how we can ensure equitable and just 
health benefits while respecting and supporting the agency of vulnerable 
populations [115–117]. Considering that the roots of discrimination 
through AI are structural, what are the most viable systemic solutions in 
design and implementation of AI tools? And how can we strive for equity 

and at the same time keep social categories open and flexible for 
change? 

Of particular interest is how the move towards AI-based decision 
support systems changes the production and application of knowledge 
about disease and health of practitioners and patients [118,119]. These 
questions require ethnographic research to explore the micro-decisions 
made by computer and data scientists as well as misleading and scien-
tifically unsubstantiated assumptions and expectations of medical pro-
fessionals and patients as well. Attention should focus further on the 
hidden role of social meso- and macro structures embedded in the 
deployment of algorithms and data-driven models. Empirical research is 
required on ways in which ‘objectivity’ is performed through socio-
technical practices in the context of AI-based health apps and how 
agency and responsibility are re-distributed and accounted for in those 
human-machine interactions. It is important to better identify which 
actors and factors should be considered to make transparent, accurate, 
scientifically valid and ethically justifiable decisions about health and 
illness/classifications and how these decisions are constructed and 
justified. Who or what is given epistemic and normative competence to 
verify decisions, evidence and reasons that justify decisions? 

Critical issues around trust and trustworthiness also need to be 
addressed, such as how direct or indirect users can be assured that AI 
technology in healthcare will be safe, effective, privacy respecting, 
ethically governed and employed for social good [46,73,120,121]. One 
way to improve the trustworthiness and usability of AI solutions might 
be to build a close relationship between technology-providers and users 
and engage them from an early stage of research and development 

Table 1 
Challenges and proposals for fair and equitable medical AI. 
This tentative list captures a set of emerging challenges and potential mitigations that have not yet been systematically categorised. Yet, these are tendencies that can 
be explored with a variety of sources of expertise as simultaneous points of departure. While the table is provided in a sequential manner, there is no hierarchization of 
priorities implied. Given our emphasis on the structural nature of the challenges underpinning AI in healthcare, these items are to be simultaneously explored and 
interrogated. It would be premature to depict how these challenges overlap or interrelate.  

Challenges Proposals 

Technical   

• Undesirably biased datasets and models  
• The apparent objectivity of AI  

• Ethnographic investigation of underlying and implicit assumptions on behalf of stakeholders  
• Attending to performance of ‘objectivity’ with interrogation of epistemic and normative 

competence to verify decisions, evidence and reasons that justify decisions  
• New training datasets that are more reflective of diverse concerns/issues and auditing institutions, 

e.g., semi-synthetic equity oriented datasets 

Trustworthiness   

• AI as a black box, and the multidimensionality of health  

• Close relationship between technology-providers and users, especially actors of chronically 
discriminated communities, which should be engaged from an early stage of research and devel-
opment to gauge impact and establish feedback loops with tech providers  

• Development of robust AI/data platforms, with easy-to-operate toolkits  
• Implementation of educational opportunities for medical users 

Siloing   

• Lack of a diverse body of interdisciplinary, transdisciplinary research  

• Investments in institutional building that legitimate stakeholder collaboration with effective 
incentives, and knowledge capture  

• Innovative collaboration including patient and user groups as well as industry, regulators and 
clinicians 

Biographical and multi-level   

• Understand the entire lifecycle of AI in healthcare, its extension and longer- 
term evolution over time and across multiple settings  

• Detailed stakeholder identification, from technical designers and vendors to data providers 
(patients)  

• Investigation of local/situated aspects of healthcare systems at national and international level  
• Building of synergies across levels (sectoral, state, and other nodal points of relevance)  
• Understanding meso- and macro-deployment of algorithms and data-driven technology 

Foresight   

• Mitigation of unintended and undesired impacts of AI in healthcare  

• Comparative case studies on specific application and actual usage of AI in research and health 
service 

Inclusion and equity   

• Structural injustice in medicine and society  

• Understanding how AI may exacerbate the vulnerability of oppressed/misrepresented populations 
and how this discrimination works  

• Intersectional research attending to vulnerable populations, and power asymmetries at local level  
• Investigation at international level of economic inequalities and exploitative relations between 

countries 

Governance, ethical, legal   

• Role of policymakers and non-governmental civil organizations in the 
shaping of AI  

• Reflective process required from all researchers involved, disclosing and interrogating underlying 
assumptions not only of technical designers, clinicians, and data providers, but also policymakers, 
NGOs, and social scientists involved in the shaping of AI in healthcare  

• Moving from explainable AI models to accountable AI-based systems  
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[122,123]. An alternative route might involve developing robust AI/ 
data platforms, with easy-to-operate toolkits that clinicians can deploy 
and demonstrate their robustness in use. Another approach could be to 
implement educational opportunities for medical users of AI-based 
technologies to provide knowledge of how they work, how to handle 
results, and to enable them with informed assessments of limitations. To 
maximize the potential benefits of AI, new forms of innovative collab-
oration including patient and user groups as well as industry, regulators 
and clinicians will need to be created. Innovative public policy can help 
support such initiatives. AI in medicine also requires greater re-
sponsibilities and more sophisticated understanding of persistent social 
inequalities and medical knowledge on the part of the developing en-
gineers. At the same time, AI-based decision-making/recommendation 
processes must be understood by humans making medical decisions, as 
recommended, for example, in earlier or recent assessments of AI in 
radiology [124]. Consequently, digital competences in dealing with 
digital health data, automated diagnoses and AI-based therapy sugges-
tions need to be improved on all levels. Critical knowledge about AI 
must be anchored in educational concepts, otherwise we risk splitting 
society into digital literate/informed and uninformed citizens [74]. 
Beyond that, developing AI for health equality demands interdisci-
plinary and diverse teams that integrate – under just working conditions 
– members of historically marginalized populations groups and their 
perspectives [46,114,125,126]. Social science research is not immune 
from the risk of bias and reinforcement of dominant social hierarchies 
and inequalities. Therefore, a reflective process is required from all re-
searchers involved, disclosing and interrogating underlying assump-
tions, power inequalities and intersectional impacts of AI with respect to 
gender, racial inequalities, class and other relevant axes of discrimina-
tion. This reflective and awareness raising process is crucial to prevent 
the embedding of inequalities into AI training, design and imple-
mentation models, thereby magnifying discriminatory effects through 
the adoption of autonomous systems [33]. Such critical research 
simultaneously opens up opportunities to clarify the criteria for equity in 
health research more generally, which have been ill-defined to date, as 
well as questions about the patterns and manifestations of inequalities in 
concrete socio-political contexts, and to find effective responses to 
mitigate them. It is important to consider in each situation who profits 
and benefits from the research and for which purposes the research is 
used. The ultimate goal should be to develop win-win models of human 
and machine intelligence that maximize benefits of both having inter-
sectional justice in mind and being used for social good. 

Approaches from the social sciences, gender studies, critical race and 
data studies, STS and medical ethics show the risk of a perpetuation of 
medical and social inequalities by current AI algorithms and solutions. 
The conference has identified numerous problem cases of this type and 
voiced an emerging need of clinical post-market surveillance of AI 
supported decisions. This calls for joined scientific and public moni-
toring, deliberation and seeking normative tools (e.g., in terms of 
medical AI humanities, ELSI projects and citizen science) to deal with 
disparities and risks generated by AI technologies applied in biomedical 
research and healthcare. These findings and concerns need to be 
disseminated to relevant stakeholders within the computer sciences in 
tech industry and academia, funding bodies, healthcare professional and 
communities of practice, who are becoming increasingly aware of the 
potential for autonomous systems to reinforce existing contours of 
inequality and who are keen to explore ways to monitor and mitigate. 
The findings are being disseminated in collaborations with stakeholders, 
through conferences, and further publications. 
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