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Foreword by the Dean of the Faculty, 
Prof. Dr. Patrick Oonincx

Every year the Faculty of Military Sciences at the Netherlands Defence Academy 
publishes the Netherlands Annual Review of Military Sciences. This year marks 
the starting point on a somewhat different approach. As of this year the series will 
address themes within society and the Ministry of Defence in particular from a 
multidisciplinary scientific point of view with contributions from all departments 
of our faculty.

This year we have chosen to study the use of data in the military, one of the key-
stones in the Defence Vision 2035. The current importance of data in the military 
cannot be overstated. Good intelligence in the Ukraine-Russian war will provide an 
advantageous position and satellite communications is available at places where 
regular means of communications are absent.

As a mathematician this topic reminds me of Alan Turing, one of the founding 
fathers of modern numerical mathematics and artificial intelligence (AI). Already 
in 1935 Turing described the contours of an abstract computing machine using a 
moving scanner to read and write symbols. During World War II he acted as a 
leading cryptanalyst at Bletchley Park improving issues of machine intelligence. 
Amongst others this led to development of an electromechanical machine called 
The Bombe for enciphering the German Enigma code. While this is a classical and 
early example of data in the military, nowadays data science and AI give rise to 
many new capabilities that need to be explored scientifically to properly under-
stand their capabilities. This volume is a starting point on that scientific journey. 
Where Turing made the first steps into the world of data science, we embrace the 
topic and take it to a new level in the military with several studies, from technolog-
ical fields including autonomous systems, to the fields of military management and 
war studies including addressing topical legal challenges related to the use of data.

The editors and authors were really challenged this year, but they succeeded 
in writing a volume that gives many answers to issues in relation to the topic of 
a data-driven military. I wish you interesting hours of reading the volume and do 
not hesitate to contact us for a deeper dive into any of the studies after reading 
about them.





Towards a data-driven military 
– an introduction

Peter B.M.J. Pijpers, Mark Voskuijl & Robert J.M. Beeres

Introduction

In October 2020, the Netherlands Ministry of Defence (MoD) published its Defence 
Vision 2035 (DV35) setting out guidelines for future doctrine, policy, innovation and 
acquisition.1 This so-called White Paper envisages the 2035 defence organisation 
as a reliable partner and protector that is technologically advanced and able to 
execute information-driven operations. The future Netherlands defence organisa-
tion will avail of strong innovative capacities and focus on specialisation within 
the North Atlantic Treaty Organization (NATO) and the European Union (EU). 
Moreover, it will be an effective military actor in the information environment, 
making use of available data and information. In the near future, the Netherlands 
defence organisation will obtain an authoritative information position, be able to 
execute multi-domain and integrated information-driven operations, and to use 
information as a weapon.2

The use of information and data during war, armed conflict or interstate com-
petition is as old as war itself. The Cold War era, where the military instrument was 
sometimes rendered obsolete due to the overwhelming strategic nuclear stalemate, 
proved a cornucopia for activities other than the use of force. Both the Soviet Union 
and its allies,3 and the United States and its allies were very active in influencing each 
other by means of persuasion, coercion or manipulation. These were the heydays of 
both the Soviet doctrine of Active Measures as well as American Political Warfare.4

Recent technological advances in the field of computer science have impacted the 
ability to use information and data profoundly. Not only in business, but also in the 
military. Microelectronics and miniaturisation have enabled the development of a 
wide range of new products and capabilities for military systems. A relevant example 
worth mentioning in this context is the use of large remotely piloted aircraft systems 
(RPAS) such as the General Atomics MQ-1 Predator and MQ-9 Reaper in Iraq and 
Afghanistan over the last fifteen years.5 Unmanned aircraft, equipped with impressive 
sensor suites and precision-guided munitions can be piloted from the other side of 
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the world by means of satellite communication. At present, small low-cost unmanned 
aircraft systems are used world-wide for a variety of military applications such as 
information, surveillance and reconnaissance missions. In the future, swarms of 
weaponised unmanned aircraft with high levels of autonomy may be expected.

Meanwhile, information technology (IT) interconnectedness serves to enable 
cyberspace. This novel man-made domain unlocked the information environment, 
thereby providing new opportunities for trade and communication.6 Customers 
anywhere in the world can easily buy products in China without Mandarin profi-
ciency, and the Internet supports upcoming firms in their search for global markets 
instantly. As cyberspace will also serve as a platform in competition and conflict,7 
malign actors will be provided similar opportunities.

On 24 February 2022, the Russian Federation, conducting a ‘special military 
operation’, invaded Ukraine, thereby flagrantly violating international law and 
alarming international society.8 Though military and kinetic activities gained most 
public and media attention – largely due to the damage and destruction they cause 
– the Ukraine-Russian war and, specifically, the run-up to the war, illustrates the
use of data in modern warfare.

In hindsight, the 2014 Maidan revolution, the annexation of the Crimean 
Peninsula in February and March 2014, the subsequent pro-Russian revolts in the 
Donbass region, can be seen as triggers shaping up to the 2022 Ukraine-Russian 
war. Since 2014, the Russian Federation has executed numerous operations in or 
via cyberspace to undermine, compel or deter Ukraine, most prominently, the 
2015 cyber-attack on the Ukrainian electricity network, leaving more than 200,000 
people without power for over four hours.9 In the direct run-up to the 2022 Ukraine-
Russian war, Ukraine faced attacks by numerous cyber operations, ranging from 
the instalment of ‘wiper-malware’, destroying computer software, blocking govern-
ment websites via distributed denial-of-service (DDoS) attacks, sabotaging the Viasat 
satellite system and leaking personal data of more than 2 million Ukrainians.10

The attributes of cyberspace, and the ubiquitous access to data changed the 
character of conflict. States are no longer the sole actors involved, and physical 
borders have lost relevance in cyberspace. In modern conflict numerous non-state 
actors, sympathisers (hacker groups such as Anonymous) have sided with one of 
the warring states without necessarily being belligerent entities; ICT businesses are 
more outspoken about intrusions in the ICT infrastructure; citizen journalism (for 
example Bellingcat) is involved in debunking disinformation disseminated on social 
media platforms; and even the traditionally covertly operating intelligence services 
are now sharing data via Twitter hoping to expose Russian plans and intentions.11

Increasingly, data has gained importance, not only in society at large but ipso 
facto in modern warfare,12 the core theme of the Netherlands Annual Review of 
Military Studies (NL ARMS) 2022.
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NL ARMS 2022 assesses the use of data and information on modern conflict 
from different scientific and methodological disciplines, aiming to generate val-
uable contributions to the on-going discourse on data, the military and modern 
warfare. Military Systems and Technology approaches the theme empirically by 
researching how data can be used to enhance the efficiency and effectiveness of 
military materiel and equipment, thereby generating valuable data to enhance 
and accelerate the decision-making process. War Studies takes a multidisciplinary 
approach on the evolution of warfare, while Military Management Studies takes a 
holistic organisational and procedural approach. Based on their scientific protocols 
and methods of research, the three domains put forward different research ques-
tions and perspectives, providing the unique character of NL ARMS 2022.

The next section provides an overview of the upcoming chapters. To this end, 
the editors selected a categorisation with reference to a data-driven military or 
defence organisation. Case-studies focus on the Netherlands Defence organisation. 
This volume’s first part elaborates on how the use of data impacts organisation, 
focusing on the logistical, personnel and material aspects of the Defence organ-
isation. The second part assesses how data-driven techniques can enhance or 
accelerate decisions made within the Defence organisation. The last part discusses 
how data affect the planning and conducting of operations.

Overview of the Chapters 

The first part of the book discusses the organisational aspects of a data-driven mili-
tary Defence organisation. In Chapter 1, Kramer and van Os sketch a sociotechnical 
perspective on digital transformation. In general, there is consensus that digital 
technology will hold profound transformative effects on society, organisations, and 
human beings. Notwithstanding this broad consensus, these transformative effects 
of digital technology are also controversial, notably, because the transformative 
impact of digital technology cannot be straightforwardly deduced from functional 
specifications of the technology itself. Op den Buijs, in Chapter 2, highlights one of the 
organisational aspects; human resource management. The use of big data analytics 
in the human Resource Management (hRM) field has become enormously popular. 
It can therefore also be beneficial for the armed forces to cope with changes in the 
hRM environment related to technology, labour market, aging population, person-
nel recruitment. however, hRM data analytics do not only offer opportunities, they 
also pose challenges. The third and fourth chapters focus on maintenance. While 
data may be considered an important “weapon”, data collection and analysis are 
also crucial in reducing the number of system failures, and thus, potentially, may 
increase systems availability and military performance considerably. In Chapter 3, 
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Tinga, homborg and Rijsdijk introduce the concept of data-driven maintenance 
using various maturity levels, ranging from detection of failures and automated 
diagnostics to advanced condition monitoring and predictive maintenance that are 
tested against practical cases to demonstrate the benefits and discuss the challenges 
that are encountered. In Chapter 4, Vriend, Tiddens and Jurrius argue that while 
machine learning is used successfully in many applications, challenges remain; 
data is often stored in separate places, and data used for training purposes ought 
to respect privacy. Federated learning circumvents the challenges and allows 
machine learning models to be trained based on privacy-sensitive data sets of 
multiple parties without having to share raw data. This promising technique is 
especially valuable in case of collaborative activities with external parties. De 
Gooijer, Hoogstrate, Schijvenaars, van Fenema and van Kampen, in Chapter 5, 
focus on the sustainment organisation of the MoD and explore the usability of data-
driven maturity models to explore whether the Netherlands defence organisation 
can become an information and data-driven organisation.

The second part of this volume assesses the extent to which data can be used to 
support the decision-making process. Both during armed conflicts as well as while 
preparing for deployments, data can enhance the effectiveness and efficiency of 
decision-making processes. In Chapter 6, Hoogstrate analyses the effects of Big 
Data and Artificial Intelligence (AI) on the practice of forecasting in defence and 
military applications. By combining Big Data and AI, he expects that forecasting 
and foresight development will be greatly influenced and will impact on applica-
tions at the strategic, operational as well as tactical level. In Chapter 7, Lindelauf, 
Monsuur and Voskuijl investigate whether algorithmic techniques from the fields 
of operations research, data science and aircraft trajectory optimisation can aid 
military flight mission planning. Optimising military helicopter missions relates 
to aspects including instance route selection, helicopter configuration design, 
opponent modelling to personnel to platform allocations. In Chapter 8, van Ee, de 
Lima Filho and Monsuur research how maritime patrols conducted with multiple 
unmanned aerial vehicles can optimise their objectives to detect, locate and iden-
tify (opposing) vessels. The authors make clear that the routing problem including 
mutual support, can be modelled as a generalised travelling salesman problem 
(GTSP), thereby investigating the costs of requiring mutual support and comparing 
it to the costs of using separate drones that detect and identify vessels in the area 
of operations. Chapter 9 by Theunissen provides an overview of current trends 
in the development of Detect- and Avoid (DAA) systems required for the integra-
tion of remotely operated aircraft into non-segregated airspace. A DAA system 
provides the pilot with actionable information derived from real-time data about 
cooperative and non-cooperative traffic. Theunissen discusses the potential AI and 
Machine Learning techniques for the purpose of DAA and several associated legal, 
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ethical, integration and certification issues are addressed. In Chapter 10, the final 
chapter of Part II, horlings, Lindelauf and Rietjens describe how in the current 
information age, military intelligence and security organisations are confronted 
with information overload – a situation in which decision-makers face a level of 
information that is greater than their information processing capacity. Information 
overload is not only the result of the continuously increasing amount of the data, 
but also of the high levels of uncertainty of the data. Information overload has 
serious consequences hampering the effectiveness and efficiency of military intel-
ligence and security organisations. In order to improve decision-making accuracy, 
organisations need to find ways to process more information without increasing 
the experienced information load.

The third part of the book is geared towards the use of data during operations. 
What legal framework applies when military units use, collect and process data in 
military operations, as well as while preparing for operations. Moreover, the question 
of how data serves as a weapon of influence is studied. In Chapter 11, Timmermans 
and Lindelauf elaborate on the advantages of data-driven methodologies regarding 
their beneficial impact on optimising solutions for decision problems, whilst, on 
the flipside, causing ethical risks, both to society at large and defence and military 
organisations in particular. Timmermans and Lindelauf conceptually investigate 
the trade-off between privacy on the one hand and algorithmic performance on 
the other, concerning the use of MoD relevant (bulk) datasets from a technical, 
moral and socio-political view. In Chapter 12, Ducheine, Pijpers and Pouw investi-
gate the legal framework to execute ‘information-driven operations’, as depicted 
in the Defence White Paper “Defence Vision 2035”. Cyberspace has unlocked the 
information environment, raising obvious concerns about the use of data and 
potential infringements of privacy since it simultaneously gives new impetus to 
use data to improve military intelligence and understanding, as well as to enhance 
decision making, but also to use information as a “weapon of influence”. Deploying 
armed forces in the information environment is challenging since the current legal 
framework applicable to information manoeuvre hampers training and preparing 
for operations. In Chapter 13, Zwanenburg and van de Put analyse the use of biom-
etrics during military operations extraterritorially from the perspective of the right 
to private life in Article 8 of the European Convention on Human Rights (ECHR). 
The authors argue that the EChR is applicable to certain conduct of armed forces 
outside their own state’s territory, and that this includes situations involving the 
use of biometrics. Therefore, although states have a certain margin of appreciation, 
compliance with the right to private life during extraterritorial military operations 
appears to be a tall order. In Chapter 14, the final chapter of Part III, de Jong, de 
Werd and Bouwmeester argue that the role of information as a source of power 
in Russia’s foreign policy and military actions has received increasing attention of 
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Western scholars and policymakers, whilst focusing on Russian foreign policies 
and military operations in Georgia and Ukraine as typical case studies. This chapter 
aims to retrieve more insight in the nature of information operations by study-
ing the atypical case of the 2020 Nagorno-Karabakh War between Armenia and 
Azerbaijan, in which Russia proliferated herself as a mediator. De Jong, de Werd 
and Bouwmeester argue that the Russian narrative is tailored to various national 
and international audiences and fits with Russian interests.

Finally, NL ARMS 2022 offers an epilogue. In Chapter 15, Baudet and de Jong pro-
vide a historical overview of the quantitative use of data, especially in measuring 
effects, or even success, during warfare. Baudet and de Jong discuss the idea that 
quantitative data can help manage and predict the course of a war, elaborating on 
the case of Robert McNamara whose technocratic statistical approach guided the 
war effort during the Vietnam War. In spite of the fact that the United States lost 
that war, the underlying idea has had a lasting influence that can be traced to the 
conduct of contemporary wars. The authors argue that technocratic approaches 
often disregard the complexity and imponderabilia of unique historical wartime 
contexts and advocate the integration of quantitative-generalising and qualita-
tive-historicising approaches to understand past and contemporary warfare.
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PART I 

Data-Driven Organisation





CHAPTER 1

Digitalisation, organising and organisational 
choice
Exploring the challenges of digital transformation using 
five applied sociotechnical lenses

Eric-Hans Kramer & Guido van Os

Abstract

One of the main challenges in the process of digital transformation is that the impact of new tech-

nology cannot be straightforwardly deduced from the functional specifications of technology itself. 

Digital technology affords new possibilities which affect organisational form and function which 

means that to understand the transformational impact of digital technology, human practices and 

systemic features of organisations need to be viewed in mutual entanglement. We therefore consider 

the process of digital transformation to be an applied sociotechnical challenge. This chapter explores 

the sociotechnical challenges of digital transformation using a framework derived from the applied 

sociotechnical approach in organisation science. This framework consists of five lenses which focus 

on a particular aspect of this sociotechnical challenge. While this framework could be used to reflect 

on the challenges of digital transformation in general, we place this discussion in the context of 

the military organisation. The resulting exploration shows the relevance of this sociotechnical 

perspective for the military organisation and could be used as a guide for the further developments 

of an (action) research program.

Keywords: Sociotechnical, Digital transformation, Innovation, Organisational choice, Action 

research

1.1. Introduction

Across domains and disciplines, there is a broad consensus that digital technology 
will have profoundly transformative effects on society, organisations, and human 
beings1. Digital technology plays an important role in wide ranging fields such as 
artificial intelligence, communication technology, machine learning, robotics, 3D 
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printing technology, and some argue that the combined effect of these develop-
ments will lead to a fourth industrial revolution2. Such a revolution is considered to 
cause shifts across industries by the emergence of new strategies, business models, 
reshaping of production, consumption, transportation and delivery systems and 
organisation design. Digital technology is an example of what the Netherlands 
Scientific Council for Government Policy calls a “systems technology”3, whose 
applicability is pervasive rather than focused on a single domain, with significant 
potential for technological improvements and complementary innovations. There 
is, however, controversy about the specific transformative effects of digital technol-
ogy. Some argue that digitalisation will replace half of the occupations and related 
jobs4, also higher skilled jobs and knowledge work5, while others argue that new 
technology has the potential to impoverish jobs6, and enable far-reaching forms of 
surveillance and control7. Against this background, some warn against (implicit) 
technological determinism8 while others warn against over-hyped claims about the 
potential of new technology9.

Such controversy indicates that transformative impacts of digital technology 
cannot be straightforwardly deduced from functional specifications of technology 
itself. Digitalisation affords new possibilities and potentially has a profound 
effect on work practices, structural design, and the social fabric of organisations, 
but these are not a given from the outset. New combinations of technology and 
organisational features afford new possibilities that affect organisational form and 
function10. While frequently technological innovation is viewed from a perspective 
which treats technological adaption, diffusion and use as separate phenomena11, 
digital transformation requires the ability to view the social and technological 
systems of organisations in concert12, with an open view towards integral effects 
on different aspects of an organisation’s functioning. We will refer to this as a 
sociotechnical challenge13.

The previous indicates that shaping of future organisations takes place against 
the background of the transformative potential of new technology. In this chapter, 
we start from the assertion that this challenge requires an applied perspective. 
The aim of this chapter is to sketch the challenges of digital transformation using 
insights from the applied sociotechnical approach in organisation science. This 
approach offers an integrated perspective to analyse organisations and to design 
interventions14. We believe that such a perspective has particular relevance when 
it comes to understanding the ways in which technological artefacts, systemic 
organisational features and social practices are entangled. As such, in this chapter 
the applied sociotechnical approach functions as a compass to explore the different 
related challenges that constitute digital transformation.

While we believe that the sociotechnical perspective is of general relevance to 
organisations, we place the discussion in the context of the military organisation. 
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Evidently, developments in the realms of digital technology are also of great 
significance to military organisations. Not only will digitalisation provide new 
possibilities for existing weapons systems across domains (land, sea, air), and 
create new possibilities for strategy and organisational design. It has also already 
afforded a cyber domain which not only cuts across the other domains but also has 
distinct security effects. Therefore, the military organisation is confronted with the 
sociotechnical challenge mentioned above as well. Below, we start by discussing 
the topic of digital transformation and organisational change in a general sense 
to develop an idea of the potential affordances of digital technology (section 1.2). 
Subsequently, we sketch the framework with the five lenses and apply those to the 
topic of digital transformation (sections 1.3 to 1.8).

1.2. Digital transformation and organisational change 

Digital transformation is a heavily contested concept15. There is a strong and rich 
– but fragmented – body of knowledge with very interesting insights, frameworks
and explanations on technology and organisational change16. The focus is on the
opportunities – affordances – of technology to, among other things, enforce business 
transformation, implement IT strategies, create digital business ecosystems, opti-
mise customer engagement, and digitise business processes17. hanelt et al.18, agree
that the literature on digital transformation spawns in multiple directions. however, 
it is possible to structure the extensive literature along three conceptual categories:
1) “contextual condition” as input for digital transformation (open and emerging

technologies, data availability, organisational strategy),
2) “mechanisms” to link input conditions to perceived outcomes of digital trans-

formation (innovation and integration of technology in existing processes), and
3) “outcome” of digital transformation (organisational setups and improved

performance)19.

Combining the former conceptual categories hanelt et al20 as well as Kraus et al21 
show two dominant patterns in current literature on digital transformation. First, 
the influence of technology on the organisational design and the aim to create a 
malleable organisational design. This type of organisational design is characterised 
by– what’s referred to as – an agile structure driven by opportunities of technology, 
to constantly adapt to competitive and social demands from their environment 
by using technology22. For example, Amazon is depending on technology and user 
data to adjust their supply-chain on the demand in certain regions and optimise 
logistic processes within their warehouse by using current information (collected 
from customers). however, changing organisational processes is a complex 
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undertaking23. It demands a constant and explicit interaction between technology 
and structural design during the process of developing and deploying digital tools24. 
In this process there is a strong emphasis on who within the organisations can 
innovate, change, and socially influence the quality of work and quality of working 
relations all within a subset of organisation formal rules and organisational values.

Second, and inherently connected to the idea of organisational design, is 
how technology opens the path of interorganisational cooperation. For example, 
emerging technologies (AI, Internet of Things) are open and easily applicable and 
can simply bring previously disconnected markets together (for example internet, 
phone, video). Therefore, organisations move to participate in business ecosys-
tems – because of the competitive environment – to maintain their accessibility 
to these open emerging tecnologies. Although external access does not necessarily 
change the organisational structure. The move to fragmented networks of strategic 
parentships, however, blurs the boundaries of an organisation.

Important to take from the former argument is that digital transformation refers 
to an entangled interaction between technology, structural design, environmental 
characteristics, and the users of digital solutions25. Technology will offer users an 
opportunity to redesign organisational processes and use it as a tool to react to 
a competitive environment. however, users will use the technology within the 
boundaries of the organisational structure and will make conscious choices of how 
to make use of technology. Digital transformation will set in motion a process within 
an organisation to discover affordance of technology in a specific setting26. In this 
sense technology is not a deterministic force, but an artefact that will get social and 
technical significance when it is used within an organisational context (structure, 
processes, and values)27. Organisational context is shaped by its structural design 
and social values; however, technology will also (re)shape the context. Moreover, 
social values and organisational structure will enable or constrain users to engage 
with the technology and use it to its full potential. That is, users will eventually use 
technology, discover, and maximise what a digital solution can offer them from a 
technical point of view. however, technology will be implemented within the bound-
aries of social rules and conventions, which can constrain digital possibilities28.

Although the former conceptualisation of digital transformation has a strong 
business-oriented focus, it offers very interesting insights for the military organisa-
tion. Digital transformation goes way beyond the conversion of information from 
analogue to digital form and the use of information technologies. It is a complex 
transformation – with a vast number of digital tools as the main driver of change – of 
organisational processes to discover new technological affordances to, among other 
things, perform a task and increase tactical performance29. Introducing technology 
within an organisation (a military organisation as well), potentially demands a fun-
damental change in the organisational structure and redefinition of social values30. It 
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is a complex multi-dimensional – and therefore interdisciplinary – transformation of 
exciting organisational conditions – structural and process-design, managerial and 
legal frames – enforced by (external) disruptive technologies (agile organisational 
structuring, automation of processes, and smart solutions)31. For example, big data 
in combination with artificial intelligence offers “law enforcement,” an extensive 
digital tool to analyse expected behavioural patterns within large crowds during 
sports events or demonstrations. however, law enforcement should interact with 
this specific technological solution to make full use of it. Consequently, they must 
integrate the technology in current processes, create a structure that allows them 
to quickly analyse data, and act upon the result of the data-analyses. All within the 
frame of a legal structure and the social values of society.

The main challenge of the adaptation of technologies – digital transformation 
– by an organisation (military organisation alike) is influenced by how users of
digital tools explore and discover “new” affordances of technology. Although
technology can be introduced within an organisation to rethink processes and
day-to-day tasks, users enact technology as it will fit their ability to use digital tools 
to their potential all within the setting of structural design, social values, and norms
of an organisation32. It is this complex interdisciplinary challenge that requires a
“compass” rather than a map, which we will turn to below.

1.3. An applied sociotechnical perspective on digital transformation

The previous indicates that the implications of digitalisation are difficult to capture 
(because of the many different available digital tools) and difficult to demarcate 
(because of the sprawling effects in all possible directions)33. Traditionally, the 
applied sociotechnical approach has focused on developing flexible and participa-
tive organisations with a distinct emphasis on humane forms of organising. While 
the first sociotechnical concepts were developed in the era of mechanisation34, the 
perspective is continuing to develop in the context of emerging technology35. As an 
applied approach, the sociotechnical tradition is focused on intervention, using dif-
ferent insights on the dynamics that are to be influenced and a tradition of empirical 
research in which these insights are related to the reality of organisations.

The introduction of this chapter emphasised the use of a compass rather than 
a map to navigate the interrelated dynamics of a sociotechnical transformation 
process. While a compass is more generic than a map, it can offer a perspective on 
a terrain that is characterised by many uncertainties and unknows, and it can offer 
a direction on how to navigate that terrain. In this fashion, this chapter will use 
five sociotechnical lenses to discuss related challenges of digital transformation in 
organisations. These lenses are built on core insights in the applied sociotechnical 
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approach and explicate ways of looking at different aspects of a transformation 
process.

Taking this into account, the five lenses are based on (1) the core assump-
tions of the sociotechnical approach concerning organisational environment, 
transformation, and development, and on (2) the conceptualisation of the nature 
of sociotechnical relations. Since applied approaches inevitably are related to 
questions about whether certain situations are desirable or not36, (3) the third 
lens perceives the process of digital transformation from the normative aim of the 
sociotechnical approach, (4) followed by a lens that focuses on the architecture of 
systems. The final lens, (5) sketches the basis of an intervention strategy that can be 
used to take up the topic of digital transformation in organisations. These different 
lenses are summarised in table 1.1. 

Table 1.1. Five applied sociotechnical lenses

Topic Sociotechnical lens 

1. Core assumptions The principle of organisational choice § 1.4

2. Unit of analysis The conceptualisation of sociotechnical relations § 1.5

3. Normative aim Using creative, problem-solving potential § 1.6

4. Architecture Multilevel dynamics § 1.7

5. Intervention strategy Sociotechnical action research § 1.8

In the subsequent sections, we sketch these lenses and use them to look at the 
challenges of digital transformation in organisations. The lenses are not specific 
for the military organisation, but in discussing them we aim to connect them to 
contemporary discussions in this domain.

1.4. The principle of organisational choice 

The first lens explicates the core assumptions with which the applied sociotechnical 
approach perceives organisations. The principle of organisational choice is based 
on the contention that the inner workings of organisations are not fully determined 
by outside forces: they possess certain discretionary elbowroom – choice – in 
their response to environmental developments37, whether these are economical, 
technological, or otherwise. This discretionary space can be used by organisations 
to develop into a direction that they consider desirable. The principle of organisa-
tional choice refers to a fundamental notion of systems theory. If systems did not 
have “choice” they would have to respond passively to environmental pressures38, 
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in which case it wouldn’t be relevant to study them in the first place. From a soci-
otechnical perspective, the discretionary space defined by organisational choice 
defines the domain the applied approach can focus on as it is this (metaphorical) 
space that organisations may use to influence their development.

The principle of organisational choice was introduced by researchers from the 
Tavistock Institute of Human Relations in the early 1950s, in the context of research 
into the effects of technological innovations in the mining industry39. What initiated 
this research was the discovery that mechanisation in the mines (conveyer belt 
systems, power tools, etc) hardly improved productivity compared to traditional 
work systems.40 According to the Tavistock researchers, the technological system 
as it was implemented in the mines caused different negative secondary effects, 
ranging from stress and alienation in miners to ineffective coordination between 
parts of the mining system. Furthermore, the case indicated that there were 
alternative organisational forms possible (with the semi-autonomous workgroup 
as a prototypical solution) that significantly reduced these effects. Such solutions 
achieved quite significant improvements in economic performance and quality of 
work in a way that used the potentials of new technology.

The Durham case is paradigmatic because it indicated that available technology 
does not one-directionally and inevitably force the design of organisations into a 
particular direction. As Leonardi41 points out, the Durham case suggests that there 
is an indeterminate relationship between task and technologies, “(…) such that a 
technology’s fixed materiality could support multiple task structures depending on 
people’s desires and goals”. Therefore, sociotechnical theorists positioned them-
selves in opposition to what they saw as the technological determinism of Taylor’s 
scientific management philosophy42, according to which – for example – the 
traditional conveyor belt structure would be seen as an inevitable result of pre-
vailing technology. Challenging (implicit) technological determinism in strategies 
for implementing technology, making the connection between different aspects of 
an organisation’s functioning (technological, economic, and social) in relation to 
environmental characteristics, adopting systems theory and developing new ways 
of designing organisations to facilitate human creativity and flexibility, arguably 
were the most important contributions of first-generation sociotechnical theory, 
which are still broadly supported in organisation science43.

The emphasis on “organisational choice” remains relevant in the context of 
digital transformation. For example, Zuboff argues that the same information tech-
nology can often be used to both “automate and informate”44: it can either create 
tighter control over work at the operational levels or create possibilities for self-or-
ganisation and human judgement in the same positions45. Depending on “choice”, 
very different organisations may result from “digital innovation”. There is – as it 
were – a river that divides different philosophies of using the same technology. A 



32 ERIC-HANS KRAMER & GUIDO VAN OS

major complication in exploiting the potential of new technology is constituted by 
the potential conflicts with the demands of existing social, economic, and political 
interests. Increasing abilities to self-organise at lower hierarchical positions might 
make hierarchical layers and managerial positions superfluous, which might 
explain why managerial action often “flows along the path of least resistance”46, 
without a serious attempt at exploring the possibilities to “informate”. This is an 
explanation for why innovation strategies often remain restricted to what is often 
colloquially referred to as “bolting new technology to an old organisation”.

One particular example from the military domain in which “choice” has 
been key to the design of military organisations is the development of the con-
cept Mission Command. Van Crefeld has pointed out, military history shows that 
improvements in communications have often been implemented in ways to reduce 
initiative and possibilities for self-organisation and initiative at lower levels47. he 
argues that such choices have significantly influenced the effectiveness of military 
organisations48:

“The fact that, historically speaking, those armies have been most successful which did 

not turn their troops into automatons, did not attempt to control everything from the 

top, and allowed subordinate commanders considerable latitude has been abundantly 

demonstrated.”

In its various forms and guises, Mission Command essentially is about enabling 
flexible response to dynamically complex environments by creating local condi-
tions for self-management49. This idea about military command revolves around 
a choice to either “automate” or “informate” and is on par with the sociotechnical 
idea that environmental variety is best controlled closest to the locations in which 
it appears50. Subsequently, this core idea can be used to think about how to design 
organisations that best facilitate such self-management and could also be funda-
mental to the way digital transformation is approached.

1.5. The conceptualisation of sociotechnical relations

If the principle of organisational choice defines the discretionary space that can 
be used by organisations to develop into a desirable direction, sociotechnical 
relations are the unit of analysis on which the sociotechnical approach focuses. 
This leads to the question of what “viewing the social and technological systems of 
organizations in concert”51 specifically entails. The early sociotechnical innovators 
indicated that in organisations the human system could not be understood without 
also understanding the technical system52. This also goes the other way around53:
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“The problem was not of simply “adjusting” people to technology nor technology to people 

but of organizing the interface so that the best match could be obtained between them. 

Only the sociotechnical whole could be optimized.”

Against the background of this idea, the early sociotechnical innovators empha-
sised “joint optimization”54:

“Joint optimization means the best possible matching together of the people in any unit 

and the way their jobs are organized, with the physical equipment and the material 

resources in that unit”.

Within the applied sociotechnical approach, Ulbo de Sitter formulated a critique 
on the idea of joint optimisation of a separate “social” and a “technical” system. 
According to De Sitter55, such a distinction essentially is an abstract dichotomy, 
while in organisations social and technical aspects are always and inevitably 
interwoven. This critique on the traditional concept of “joint optimization” was for 
De Sitter the basis for developing integral sociotechnical theory, which emphasises 
the ways in which architectural characteristics affect different aspects of an organ-
isation’s functioning. Outside the realm of applied theory, Orlikowski emphasises 
the idea of “constitutive entanglement” according to which56 “(….) the social and the 
material are constitutively entangled in everyday life”. This emphasis on entangled 
sociotechnical relations indicates that the rejection of technological determinism 
does not imply the rejection of any influence of technology. Instead, the idea of 
entangled sociotechnical relations offers a middle ground between technological 
determinism and social determinism.

When sociotechnical relations are entangled, an altogether more complicated 
view of the process of sociotechnical change emerges. If technology co-shapes 
the context in which humans act and helps to shape the kind of choices human 
beings make, a dynamic is suggested that is difficult to predict with precision. As 
a result, a process of disruptive sociotechnical transformation cannot be tightly 
controlled. This is the essence of Collingridge’s57 dilemma of control, according to 
which we lack the evidence to govern technologies before “lock in” occurs because 
it is hard to understand the wider implications of innovations – and therefore hard 
to imagine relevant ways to “control” impacts – while after lock in the chance of 
establishing such control may be gone58. Such a difficult process constitutes a main 
challenge in sociotechnical transformation: implementation of new tools may have 
lasting secondary effects before we were able to understand them.

Such notions about the way sociotechnical relations are interwoven is relevant 
to an applied perspective on digital transformation. Specific digital tools are more 
than mere material artifacts that are used for a particular functional purpose. 
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Their use may have significant – perhaps even existential – transformative effects 
on organisations and even more in general, human beings and society. Zuboff59 
emphasised that technological innovation can be seen “(…) as an alteration of 
the material horizon of our world with transformative implications for both the 
contours and the interior texture of our lives”. The consequence of this view is that 
“affordances” of digital technology are not a given but have to be discovered. The 
effects of digital innovations cannot just be deduced from functional specifications, 
but they appear when they are used. For an applied approach that means that 
not only an understanding of technology itself is important, but also the ability 
to envision how technological artefacts might connect to human practice and the 
ability to learn from experience.

As we have seen, digital tools may change the opportunities for communica-
tion and may pose new demands for interacting with technological artefacts, new 
ways for groups to cooperate; they may make long distance coordination possible, 
influence the way hierarchies operate, may change the design of a primary process 
and the strategic orientation of an organisation. Seen in this light, the characteristic 
flexibility of digital tools creates an abundance of opportunity, but such opportuni-
ties – affordances – can only be discovered in a process in which experimentation, 
imagination, envisioning and developing a deep understanding of how social 
practice and technological artefacts may become intertwined. As was argued in 
the previous section, a clear idea about “choice” can be essential to navigate such 
abundance of opportunity and the potential influence on choice and organisational 
“form and function”.

1.6. Using creative, problem-solving potential

If sociotechnical transformation requires organisational choice, the question is 
what the aim of such choice should be. If there is choice, what should we choose, 
or what direction should our choices be aimed at? These are normative questions. 
For the sociotechnical approach, a key normative idea is that enabling the creative, 
problem-solving potential of human beings can simultaneously create organisa-
tions that generate more desirable outcomes (better quality of working life, more 
desirable from a societal perspective) as well organisations that are preferable for 
more functional reasons (more effective, efficient, flexible and innovative).

From the outset, the Tavistock institute strongly focused on democratisation and 
participation also given their backgrounds in (psychological) health care. Within 
organisational sciences this has evolved in a concern for “the quality of working 
life”, which aims at improving the lives of people working within the organisa-
tion. The emphasis on self-organisation is important in this respect and may be 
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contrasted with the anthropological assumptions of more classical perspectives on 
organisations which view human beings60: “(…) as a kind of trivial machines; pro-
grammable and re-programmable by operand conditioning, “motivated” by fear, 
performing operations contributing to contingent goals and possibly unknown to 
them, and examined as “cases” to increase their performance”. Attention in the 
sociotechnical approach to ethics is not limited to intra-organisational concerns for 
the quality of working life. For example, Achterbergh and Vriens61 bring forward 
the idea of “rich survival” of organisations which underlines the significance of the 
societal impacts of an organisation’s pursuit. So moral concerns in the sociotechni-
cal approach are not only directed inside (quality of working life) but also outside 
(societal impacts).

Taking the key insight of this lens into account, a specific perspective on con-
temporary discussions about military technology – enabled by the possibilities of 
digitalisation – emerges. One of the most important contemporary discussions in 
this realm is about “autonomous weapons”, which is a development that is afforded 
by digital technology. A central concept in discussions about the ethical aspects 
of autonomous weapons is “meaningful human control”, which should according 
to the Dutch Advisory Council on International Affairs62 be understood in a com-
prehensive way in which the control of human operators on weapon systems is 
adequate and effective. Ekelhof63 worked out a perspective on “meaningful human 
control” which takes the design of the sociotechnical system in which weapons are 
implemented into account. She brings forward that it is confusing to label a weapon 
system autonomous by narrowly focusing on characteristics of the technological 
system. Therefore, she focuses on the wider (organisational) targeting process to 
which an autonomous weapon system is connected64: “(…) asking whether the 
operator exercises meaningful human control over the weapon may be the wrong 
question here. Instead, we should ask how the military organization as such can 
or cannot ensure meaningful human control over important targeting decisions.” 
Seen in this perspective, an autonomous weapon is a weapon system with potential 
autonomy in crucial functions in the targeting process. Conversely, the question 
of meaningful human control is related to the role of human operators in the 
targeting process, and this role is developed based on “choice”.

This indicates that Ekelhof connects the issue of meaningful human control to the 
question of how technology functions in the context of a sociotechnical system. The 
sociotechnical approach has shown that the potential for such control is in essential 
elements related to the design of the sociotechnical network. She takes this issue 
up by referring to a targeting cycle, which essentially is a control loop. Developing 
meaningful human control starts according to her in a design phase, in which parts 
of this targeting control loop are connected to human actors. Meaningful human 
control implies control over a part of the control loop. However, as Kramer (2020) 
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indicated, seen from a sociotechnical perspective meaningful human control is not 
about controlling one aspect of a control loop, but about controlling an integrated 
set of steps65. Moreover, controlling such an integrated set of steps in a control loop 
for making control meaningful. Enabling human judgement requires more than 
the mere presence and programmed activity of human beings, but instead requires 
control of integrated regulatory steps.

Therefore, enabling self-organisation to “ensure meaningful human control 
over important targeting decisions” requires an organisation design strategy that is 
typically not used in traditional bureaucracy and seems not to be part of discussions 
about “meaningful human control”. A sociotechnical design perspective therefore 
relates to important dimensions of ethical decision making66, which might be 
overlooked from a narrow technological perspective, but also from a narrow social 
perspective (as long as it is a human being that presses the button, it is OK).

1.7. Multilevel perspective

The prospects for a design philosophy that aims at creating the conditions for self-or-
ganisation would be gloomy if it could only be defended from the perspective of moral 
concern. A core idea of the sociotechnical perspective is that it is possible to find 
ways to simultaneously design more “humane” organisations and organisations that 
are more effective. This intention poses a design challenge in larger organisations. 
Early sociotechnical experiments indicated that semi-autonomous workgroups often 
remained an anomalous entity in what was in every other respect an organisation 
built up of Taylorist principles67. This observation led to the development of integral 
design theory, which is focused on establishing the structural conditions for self-or-
ganisation and therefore approaches organisations as a multilevel phenomenon. 
Structural design of organisations plays an essential role in achieving sociotechnical 
ambitions at the level of the semi-autonomous workgroup. Sociotechnical design 
is based on the – to some counterintuitive – idea that design characteristics of the 
organisational context significantly influence the ability of groups and individuals 
to respond creatively and effectively to environmental demands.

What is new in the present era is that digital tools allow for opportunities for 
self-organisation that were not possible previously. This potentially has implications 
for how to approach organisation design. As Winby and Mohrman68 emphasise: 
“Exponential technology advances pose great challenges to traditional forms of 
organizing that have not been designed to take advantage of this fourth-generation 
technology. The technical in the sociotechnical equation has changed fundamen-
tally in scope and impact on social organization, driving new ways of organizing, 
working together, and meeting human needs, or not” (italics in original). The 
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former indicates the potential integral effects of new sociotechnical entanglements. 
Particularly the opportunities for communication, coordination and knowledge 
generation can have such pervasive effects that strategy, business models, designs 
and work systems can all be affected by the affordances of digital technology.

It can be propositioned that the sociotechnical challenge increases in com-
plexity if the disruptive potential of new technology is greater. While hardly 
controversial, this proposition may have implications for organisation design. 
These can be illustrated by translating henderson and Clark’s69 distinction of four 
different types of innovation into four types of sociotechnical innovation in an 
individual organisation (see table 1.2 below).

Table 1.2. Henderson and Clark’s types of innovation vs sociotechnical innovation

Henderson and Clark’s innovation type Sociotechnical change 

System level Type of transformation

Incremental innovation Individual level Limited change

Modular innovation Group level Change in work process

Architectural innovation Macro level Change in organisation design

Radical innovation Strategic level Transformation in output

More specifically,
– Incremental sociotechnical innovation refers to different improvements that

have no direct implications for the design of an organisation. For example,
while the design of a new pen might be a great technological achievement,
it is not likely to change much in the inner workings of an organisation. So,
it might be radical from a technological perspective, but incremental from a
sociotechnical perspective.

– Modular sociotechnical innovation refers to changes within the boundaries
of a subsystem (e.g., a department), while the organisational design as such
remains constant. In the military organisation, for example, this might involve 
a redesigned maintenance system with changes in tasks and responsibilities
within a designated maintenance group. De Sitter70 uses the term “local process 
innovation” to refer to this kind of sociotechnical innovation.

– Architectural sociotechnical innovation refers to the reconfiguration of an
existing organisation. It may involve the design of a different transformation
process that requires a different organisational design. For example, in the mil-
itary organisation new digital ways of communicating might translate into the
development of a new Operational Framework for the infantry. De Sitter71 uses 
the term “interlocal process innovation” to refer to this kind of sociotechnical
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innovation. The more innovation affects the configuration of organisations, 
the more it has an integral effect on different aspects of the functioning of an 
organisation (logistics, hR, accounting, etc).

– Radical sociotechnical innovation is the most extensive form of innovation
because it has strategic implications. This occurs when a technological change
enables a different kind of transaction with the environment. This might be the 
result of a change in perspective on the environment (new kind of threats, new 
perspective on existing threats), but also when radically different possibilities
arise because of technological developments. In the military domain the crea-
tion of cyber units in the last decade can be considered a radical sociotechnical 
innovation. De Sitter72 refers to “product development” in this context.

As the previous makes clear, technological innovation might affect different 
levels of a sociotechnical system. Trying to find out what innovations potentially 
involve for different layers in organisations, different aspects of an organisation’s 
functioning for the layering of systems itself, making a conscious choice about 
the use of those potential effects in a way that supports rather than undermines 
self-organisation is a key part of a sociotechnical design strategy.

What is significant is that if radical sociotechnical organisation transforma-
tion changes relationships with the environment, a design strategy may extend 
beyond the walls of an individual organization73: “In the past, we designed single 
organizations; in the future, we will design the rough outlines of an ecosystem of 
partners and contributors who work together in an interconnected fashion using 
technological platforms to achieve a shared purpose.” Discussions about the design 
of ecosystems resemble the discussion about “netcentric” forms of organising as 
they have been studied in the military organisation for quite some time74. Such net-
centric ways of organising have a distinct technological side and are increasingly 
finding their way in military technology. however, the insights on how to organise 
such digitally enabled networks seem to struggle to keep up with technological 
affordances75.

Clearly, the sociotechnical challenge increases from incremental to radical, not 
just in a narrow sense, but also because a more complicated cooperative network 
of stakeholders is involved. The previously mentioned approach of “bolting new 
technology to an old organisation” remains stuck at the incremental level, perhaps 
with limited implications at the modular level and flows along the path of least 
resistance. As the implications of technological innovations affect more levels, 
the network of stakeholders becomes more complicated, which also means that 
the sociotechnical design process increasingly requires the ability to manage the 
socio-political implications of transformations. Managing sociotechnical implica-
tions of technological developments across multiple levels is a significant challenge, 



DIGITALISATION, ORGANISING AND ORGANISATIONAL ChOICE 39

particularly when organisations are not just confronted with a single innovation, 
but with a wave of different technological developments at the same time with 
potential interactions. Particularly in such cases a sociotechnical compass to navi-
gate multiple implications is needed.

1.8. Action research 

The last sociotechnical lens that we bring forward here, focuses on the challenge of 
implementation and the approach to organisational change. It binds the previous 
theoretical perspectives together in a view on how to work on digital transformation 
and organisation design in concrete settings. At the core of this strategy is action 
research methodology. This methodology has been at the core of the sociotechnical 
approach from the outset76. Van Beinum et.al. state that77: “(…) action research rep-
resents a certain way of understanding and managing the relation between theory 
and practice, between the epistemic subject (the researcher), and the empirical 
object (the researched)”. Essentially, an action research strategy involves managing 
a process of co-generative learning78. More specifically, Greenwood and Levin 
define action research as follows79: “Action research is social research carried out by 
a team that encompasses a professional action researcher and the members of an 
organization, community, or network (“stakeholders”) who are seeking to improve 
the participants’ situation” (emphasis in original). They furthermore emphasise 
three elements in an action research perspective: a focus on improving a situation 
(“action”), with the use of formal knowledge of organisations (“research”), with an 
ambition to foster participation in problem analysis and solving (“participation”). 
The focus on action research indicates that the sociotechnical approach was never 
meant as a narrow expert-approach.

Relating this to the previously discussed cornerstones of sociotechnical 
innovation, action research is relevant as a basis for a sociotechnical innovation 
strategy because the available space for organisational choice is difficult to define 
and requires a sophisticated search process (action coupled with research), which 
requires experimentation and a process of co-generative learning. Action research 
seeks to improve the organisation’s ability to understand itself through participa-
tion, while at the same time generating scientific insights80. This is an essential step 
in learning to self-manage (“learning by design”81). Because the potential wider 
systemic effects of innovations require understanding the ways different layers of 
systems are affected and require the involvement of a broad group of stakeholders.

A particular example can clarify how the topic of digital organisation design 
can be connected to action research. This is the so-called STARlab initiative 
(SocioTechnical Action Research lab) developed by a group of sociotechnical 
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practitioners and scientists in the US. Pasmore et al. bring the STARlab concept 
forward as a strategy for digital sociotechnical design82: “(…) the STARLab is a rapid 
organization design approach that involves a multi-stakeholder group working iter-
atively to create design solutions to address the changing realities of the business 
context and to generate socio-technically optimized organization prototypes.” They 
argue that compared to more traditional sociotechnical design that focused on the 
work-system of a single organisation with fixed technology and with the focus of 
controlling variance, the affordances of digital technology create a shift in focus of 
sociotechnical design. Work systems have become complex, technologically ena-
bled networked ecosystems that extend beyond an organisation and its employees 
and are geographically dispersed with a technology that continuously evolves. This 
requires a design strategy that incorporates external stakeholders (an “outside in” 
design approach), while at the same time a capacity for continuous evolution.

1.9. Discussion: between madness and foolishness

This chapter aimed to sketch an applied sociotechnical perspective on digital trans-
formation, with the intention to be useful for discovering the affordances of digital 
technology in relation to structural, managerial, legal, and economic implications 
for organisations. The sociotechnical approach offers a particular kind of perspec-
tive that can serve as a compass to navigate these different interconnecting issues. 
While the compass that was worked out in this chapter remained at a more abstract 
level, it can be valuable as a basis to formulate an (action) research program that is 
oriented towards the specific challenges of the military organisation.

The sociotechnical approach as formulated in this chapter clearly relates to 
other well-known innovation strategies. Creating experimental settings, proto-
typing, establishing “agile” ways of working, concern for problems of scaling and 
– indeed – concern – for ethical implications certainly are not new or unique to
a sociotechnical approach. What is typical for a sociotechnical approach is that
these are part of an interconnected applied perspective that can serve as a compass 
to deal with a complex entangled issue like digital transformation. So, creating
isolated design labs without structural connection to external stakeholders and
without connection to the parts of the organisations in which the outcomes are to be 
implemented is likely to lead to dysfunctional outcomes. Avoiding taking strategic
effects of technological innovations into account makes “bolting new technology to 
an existing organisation” a more likely outcome; attention for “social innovation”
as a concern separate from other aspects of an organisation’s everyday functioning 
(technical, economical) is likely to lead to development of cosmetic ornaments that 
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initially might make people feel better but leave less visible structural determinants 
that affect people’s well-being untouched.

At the same time, a sociotechnical innovation strategy is demanding not just 
cognitively – because of the range of interconnecting issues on multiple levels 
that have to be managed – but also politically – because of vested interests that 
might be affected by organisational transformation. What makes this particularly 
difficult is that because of the inherent uncertain affordances of “truly” radical 
technology, the outcomes of sociotechnical transformation are uncertain as well. 
The potential disruptive effects of digital technology may lead to “madness” as it 
can cause an endless regression of questions about the validity of every aspect of 
the existing worldview and existing societal order – without a guaranteed result. 
At the same time, the anxiety that is potentially generated by such madness may 
lead to the “foolishness” of avoiding difficult questions about the viability of the 
existing organisation and to choosing the path of least resistance and hoping for 
the best83. A sociotechnical innovation strategy therefore aims to offer a pragmatic 
way of balancing such madness and foolishness.
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CHAPTER 2

Data analytics in human resource 
management
Benefits and challenges

Tessa op den Buijs

Abstract

In recent years, the use of big data analytics in Human Resource Management (HRM) has become 

enormously popular. It supports and directs decision-making in HRM. The changes in the external 

and also internal environment of the armed forces (technology, labour market, aging population, per-

sonnel recruitment) are major challenges for personnel management and a data analytic approach 

can provide many benefits to apply to complex personnel issues. In this way, the Netherlands armed 

forces are able to gain better insight into the recruitment, employability and retention (inflow 

and outflow) of employees in relation to the desired situation of the Defence Vision 2035 and the 

implementation of a new HRM system. This chapter provides insight into the challenges facing the 

Netherlands armed forces today with respect to data analytics in HRM and starts with an overview 

of the movement in HRM towards data analytics. It then describes data analytics in general, followed 

by the specific application of data analytics in HRM, and in particular the benefits and challenges 

of applying data analytics for HR and personnel issues in the armed forces. The chapter concludes 

with how the armed forces can meet the challenges of a data analytic approach in HRM in the future.

Keywords: hRM system, Decision-making, Data analytics, Employability, Inflow-outflow.

2.1. Introduction

Today, organisations are aware that (big) data analytics can be applied to 
provide insight into trends and events and thus can be effective for strategic 
decision-making. This insight has grown tremendously, and this involves various 
fields of analysis and big data.1,2 Organisations continually explore trends and 
transform business processes to cope with organisational challenges and improve 
decision-making.3 Big data, data analytics and technology are important tools for 
strategic decision-making. Advanced analytic techniques on big data predict and 
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influence data-driven choices in organisations. Information technology spreads 
fast and new methods are constantly emerging to deal with large scale data for 
strategic decision-making.4

Because of the (future) ambitions of the Netherlands armed forces in terms of 
technological developments and information-driven operations, it is, like industry, 
engaged in developments in the field of data analytics, partly due to the increasing 
importance of cyberspace. Also, the use of sensor data, satellite images, social 
media, videos, photos has become increasingly important. These developments 
allow the armed forces to better guide decision-making processes related to (day-
to-day) operations.5,6

Data analytics in the human Resource Management (hRM) domain has also 
become an important new direction and companies are actively looking to imple-
ment it, as organisations are always looking for metrics and methods to maximise 
the effectiveness of the workforce and optimise business results.7 It is very valuable 
for the hR departments and the organisation to be able to measure and predict 
the strategic impact of their activities in the organisation. The Netherlands armed 
forces are also exploring this, as they are currently introducing a new hRM system 
in relation to the new Defence Vision 2035. Data analytics could help to better antic-
ipate and respond to decision-making on current personnel issues, for example 
recruitment and selection, given the many vacancies the armed forces are facing.8 
Recruitment has become one of the critical success factors and in an all-volunteer 
force, the challenge is not to miss potential qualified volunteers.9 Therefore it is 
important to get insight in the trends of the labour market, because a military 
organisation that consists of volunteers must compete with other organisations.

2.2. Traditional HRM and the rise of analytics in HRM

Employees with their knowledge, skills and abilities are called the human resources 
or human capital of organisations.10 human Resource Management can be referred 
to as the function that is responsible for staff selection and recruitment, training, 
performance appraisal, career development, disciplinary procedures, pre-retire-
ment advisory work, equal opportunities policy and pay negotiations. A commonly 
used definition by Storey states that it is “an approach to employee management that 
seeks to achieve competitive advantage through the strategic deployment of a highly 
engaged and capable workforce, using a range of cultural, structural and people 
management techniques”11. hRM influences the performance of organisations in 
a positive way,12 because there will be competitive advantage through people13: 
the employees of an organisation determine the success of the organisation. 
Thus, employee management is an important factor in achieving organisational 
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goals.14 To attract, deploy, and retain employees efficiently and effectively to gain 
and predict competitive advantage over other organisations and perform well is 
important.15,16

Since the 1980s, many academic studies in the field of HRM have been con-
ducted and many theories have been described to motivate employees to adopt the 
most appropriate organisational behaviour. One of the pioneers in this field was 
huselid, who scientifically substantiated hRM practices and their impact on organ-
isational performance.17 he showed that high performance work (hPW) systems go 
hand in hand with lower personnel turnover, increased market value and higher 
profits for the organisation.18 hPW systems include refined selection and training 
methods, formal performance evaluations, and sound compensation plans and 
employee participation programs. Although many studies have shown that hRM 
can effectively improve the performance of organisations, there are still debates 
about the exact impact of hRM and causality – about the influence of hRM on 
performance – or about the importance of the relationship between an employer 
and an employee – employees are not only a resource, but also the human part is 
important -, and finally about the role of the context of organisations.19,20

Regarding the role of the context, studies have demonstrated two perspectives. 
The so-called universalist or “best practices” perspective of Pfeffer21, states that 
organisations perform well when they implement the best practices in hRM.22 
however, the other theoretical perspective is that of the “best fit.” This perspective 
assumes that organisations must align their hRM policies and practices with their 
environment for a positive impact on organisational outcomes.23,24,25 Similarly, 
within organisations, there may be different hR practices or investments tailored 
to exclusive types of (strategic) employee groups (i.e. exclusive approach) or to all 
categories of personnel (i.e. the inclusive approach).26 So we can conclude there 
is some influence of the internal and external context of organisations on hRM.27

however, theory is not always considered important in decision-making in 
practice, and sometimes hR decisions are based on subjective decisions due to, for 
example, personal interests or unsystematic practical experiences. Accordingly, in 
recent years there has been an increasing interest in evidence-based approaches to 
decision-making in organisations: “translating principles based on the best evidence 
into organisational practices.”28 It is important for organisations and managers to 
base their decision-making on the best scientific evidence combined with critical 
thinking and available business information. The principles of human behaviour 
and organisational processes are translated into more effective management 
practices. Four sources of information are important in evidence-based deci-
sion-making (1) professional reflection and judgment, (2) stakeholder concerns, (3) 
scientific evidence, and (4) reliable and valid organisational metrics.29 The first 
two sources of information are almost always present in hRM. Scientific evidence, 
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however, has become more important over time and several studies have appeared 
from management and organisational sciences, social sciences, and behavioural 
psychology.30

In the fourth source of information (i.e. reliable and valid organisational 
metrics), we see data analytics emerging as it proves helpful for hR decisions 
in practice. hRM specialists and policymakers translate scientific evidence into 
policies, which are then implemented and monitored to see if the intervention 
has been effective.31 Furthermore, within and across organisations, contextual 
influences differ, and this implies that once implemented in practice, the effects 
of hRM can thus vary significantly. A data analytic approach uses the available 
data and measurement methods in a more inductive way to discover the effects 
achieved, rather than randomly as in traditional data analysis. In traditional hRM 
research, a more top-down deductive process based on theory is applied.32 Thus an 
analytic approach differs from a sound scientific approach in practice and follows 
a distinct statistical path because it has a different goal.33

This fourth information aspect of evidence-based hRM is especially the biggest 
challenge facing the hRM function today, because hRM specialists often lack the 
ability to measure effects in the organisation using data analytics.34 The user should 
be an expert in using large scale data and in discovering new business facts and 
trends. At the same time, there is a shift towards the development of methods and 
effective technologies to analyse big data. Frameworks and conceptual models 
for data analysis are being developed, for example, to evaluate the impact of data 
analysis on decision-making or to develop a framework for management, and their 
advantages and disadvantages are discussed in various studies.35,36,37,38

2.3. Data analytics

Big data and data analytics have been in the interest of scientists and practitioners 
for several years, but scientific studies do not yet agree on the effectiveness of 
the analytical approach in hRM because of many challenges. Nevertheless, there 
is an increase of the data analytic approach in the hRM domain, and some large 
companies have already had good experiences with it, for example Google.com, or 
Booking.com, Walmart, some healthcare companies,39 but also the Dutch company 
Post-NL.40 They apply data analytics to influence the behaviour of their employees 
and to improve decision-making in the organisation.41

Defence organisations, including the Netherlands armed forces, have also 
introduced data analytics, and although data analytics is not yet applied in a very 
structured way within all units and divisions, it has certainly already gained a 
foothold in the Netherlands armed forces.42,43

http://Google.com
http://Booking.com
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But what is (big) data analytics? We all know examples of big data such as email, 
social data, XML data, audio files, photos, videos, GPS data, satellite images, sensor 
data, as well as spreadsheets, and web log data from the internet or mobile data. 
They all refer to large amounts of data and definitions also focus on the data in 
storage (volume) and other attributes like data variety, data velocity.44,45 We actually 
speak of data analytics when traditional computing capabilities (e.g., storage, anal-
ysis, transfer networks and, for example, visualisation) cannot be applied because 
the amount, speed, complexity or quality of the data is beyond the user’s control. 
It is clear that big data refer to volume. This is a characteristic of big data (e.g. 
expressed in terabytes or even zettabytes)46 and the data consist of transactions 
(i.e. bank or store), tables and files or other types. The velocity or speed refers to 
the frequency and the speed of data delivery by each device (think of sensors on 
vehicles, robotic machines, microphones that record sound).47 The third charac-
teristic, data variety, addresses the types of sources that are tapped, for example 
social media, logs, blogs, call centre applications, text data, semi-structured data, 
geographical data, or sensor data.48 Which data sets and from what sources they 
are collected could vary from organisation to organisation.49 Some data concern 
the whole organisation (business analytics) and other data only the financial unit 
(financial analytics). There is no ‘one size fits all’. In line with these characteristics, 
it is easy to understand that the benefits of data analytics are numerous. Data are 
voluminous, delivered quickly, and provided by a variety of sources.

By combining analytics of big data with more traditional data analysis, organi-
sations are able to gain new insights and a deeper understanding of organisational 
dynamics. It opens up new opportunities and optimises decision-making, discovers 
trends and predicts future events. In telecommunications and transportation com-
panies, for example, big data analytics is used to better predict customer usage. 
Similarly, supermarkets are able to better understand their customers and predict 
which products will sell.50,51

An analytical approach also allows for more complete and accurate responses 
and can improve data processing performance because more types of data are 
available and will be combined, such as text and semi-structured data. In tradi-
tional scientific studies, one would say that this mixed-methods approach increases 
the quality of a study.52 Another benefit is that an organisation is able to act more 
quickly because data are collected in (near) real time as the speed of big data 
reflects. Data analytics could optimise organisations’ decision-making process 
because more accurate data are available. The use of IT programs (e.g., IBM SPSS) 
that simultaneously support data analytics and the more traditional data analysis 
can provide benefits and is less expensive.53,54 In addition to investing in software 
and hardware packages, organisations also invest in setting up different units that 
deal with a different focus on data analytics and environments and platforms to 
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share information. In the Netherlands armed forces, different units are engaged in 
a different focus on data analytics, also called data science departments.55,56

2.4. Data analytics in HRM

The definition of data analytics in hRM, like the different definitions about data 
analytics, is not very unambiguous and can be labelled in different ways, such as hR 
analytics57 people analytics,58 workforce analytics,59,60 talent analytics,61 or human 
capital analytics.62,63 The definitions are very similar, but there is a nuanced differ-
ence between them. hR analytics, human capital, and people analytics are often 
used to refer to more general analytical topics that cover the whole range of hRM.64 
An overview study by Marler and Boudreau led to the following definition for peo-
ple analytics: “HR practice enabled by information technology that uses descriptive, 
visual, and statistical analysis of data related to HR processes, human capital, organ-
isational performance, and external economic benchmarks to determine business 
impact and enable data-driven decision-making.”65 Workforce and talent analytics, 
however, have a narrower scope as these terms focus more on employees, such as 
strategic workforce planning, recruitment and selection, and also development of 
employees.66 huselid defines workforce analytics as follows: “Workforce analytics 
refers to the processes involved with understanding, quantifying, managing, and 
improving the role of talent in the execution of strategy and the creation of value. 
It includes not only a focus on metrics (e.g., what do we need to measure about our 
workforce?), but also analytics (e.g., how do we manage and improve the metrics we 
deem to be critical for business success?”67 A Dutch study refers to data analytics in 
hRM as making decisions about people and the organisation based on numbers.68 
Other definitions of workforce analytics include for example applying analysis, 
statistics and models to data related to employees, or aim at evidence-based results 
to improve employee behaviour and the organisational performance by optimising 
decision-making from the human side of the business.69,70

If we take a critical look at data analytics in hRM, we see that the data analytic 
approach in human resource management is still quite recent and focuses primar-
ily on screening job applicants.71 Organisations use special software to review job 
applications faster than in a manual fashion, and mostly to save on administrative 
costs. From the hRM function this seems logical, but from a strategic perspective 
there is much more to be gained from hR data analytics. For example, an ana-
lytical approach proves especially valuable for discovering and strengthening the 
strategic relationship between human resources and the organisation’s overall 
strategy.72 Data analytics can also be used to answer questions about how hRM 
improves employee knowledge and skills to enhance organisational performance 
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and competitive advantage. It addresses motivation and training programs to 
develop talents in the organisation, and it can predict what may happen in stead 
of providing descriptive reports on what happened.73 Big data sets also make it 
possible to predict future behaviour of employees and explore labour market 
trends. Not only can big data be useful for faster and more cost-effective selection, 
but also for recruiting new potential. The U.S. Army Recruiting Command, for 
example, has significantly expanded virtual recruiting and this has produced more 
data. Virtual recruiting takes place through digital systems (e.g., email, internet, 
and social media applications). Virtual recruitment teams (VRTs) exclusively use 
virtual recruitment processes to attract personnel, not only for selection, but also 
for recruiting new employees.74

There are also scholars who claim the opposite. They argue that data analytics 
does not exist in hRM. The employee data used are not large in volume – there are 
not millions of people working for organisations – the data have no special variety 
because mostly internal data are used.75,76 So why should there be any reason to 
use special software and methods associated with big data analytics? The challenge 
lies not in applying data analytics but in analysing the data and interpreting them. 
So, we need to ask how big data can support hRM. Some scholars argue that for 
hRM we should no longer talk about “big” data but about “smart” data, because the 
insights that the data can provide are more important than, for example, volume 
and speed.77 hR managers need to focus on the “smart” hR data available in the 
organisation for decision-making, rather than on “big” data.78

2.5. Data analytics in HRM: benefits for the armed forces

In September 2019, the Netherlands armed forces introduced a new HR model and with 
so-called “pilots” new ways of recruiting personnel (more decentralised) have been 
implemented and more customised contracts have been offered so far. Cooperation 
in the field of recruitment and training has also been professionalised, with close 
contact being maintained with regional civilian partners. In this development, there 
is a focus on social anchoring and cooperation with educational institutions, local 
businesses and governments. The wishes of personnel will also be taken into account. 
This should enable the Netherlands armed forces to meet future personnel challenges 
as stated in the Defence Vision 203579 and to reach even more workforce diversity.80

2.5.1. Data analytics in HRM

Some years ago, the Netherlands armed forces introduced data analytics in hRM. 
There are some references to courses, some initial data, explanatory notes, and 
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manuals and other documents available on platforms provided by different units. 
A platform has also been introduced by the armed forces Trends, Research and 
Statistics (TOS) department. This department has been responsible for the analysis 
of data in the field of hRM in the armed forces for a number of years.

An interview with representatives of the Trends, Research and Statistics (TOS) 
department that is associated with the Business Information Personnel & Organisation 
department (BI P&O) reveals that TOS conducts Social Scientific Research (SWO) and 
carries out, among other things, work perception and job satisfaction surveys on a 
regular basis. The Business Information Personnel & Organisation (BI P&O) extracts 
data from the defence information systems.81 The services have been working 
together for a number of years, combining figures from management information 
systems with social scientific research, to give greater depth to findings on the exit 
intentions of military personnel, for example. This cooperation enhances the credi-
bility of the armed forces’ approach to personnel issues.82

Organisations often try to address retention issues through in-depth retrospec-
tive interviews (so-called exit interviews), but by applying an analytical approach, 
companies can be predictive and respond proactively rather than reactively. For 
example, by conducting predictive behavioural analysis, a company could discover 
that the expensive bonuses it had started handing out because of staff turnover 
was an ineffective measure.83 The Netherlands military therefore also combines 
quantitative and qualitative data as part of exit analysis.84

Furthermore, TOS carries out and monitors social scientific questionnaire 
research on hR topics and regularly publishes reports and other documentation 
consisting of visuals and infographics. Accurate information and analyses and 
timely delivery are central to this. An example of a report is the hR Monitor, for 
which there was a great need within the armed forces.85 The hR Monitor consists of 
a logically structured ‘catchy’ report. It has a ‘flow’ structure with many infograph-
ics. This way, people start making connections and asking deeper questions. While 
this monitor is a great example of data analytics, the hR analytic approach in the 
armed forces is still developing. In the future, the armed forces will combine more 
data on intentions to leave and reasons for doing so.

Within the Netherlands armed forces, the idea of hR analytics on sensitive 
health data of military personnel to make health predictions has also been a “hot 
topic” for several years. One advantage may be that the armed forces are able to 
better respond to the medical condition of its personnel and, for example, gain 
insight into the health situation of military employees. however, the privacy and 
security of these data seem to be challenges for the armed forces, especially when 
it concerns sensitive and personal (health) data.86,87 Therefore, it is important to 
develop a sound ethical practice for data analytics with respect to personal (health) 
data. In the U.S., for example, ethics is broken down into discrimination or exclusion 
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of specific target groups in data. On the other hand, there are concerns that data 
analytics can lead to a breach of privacy.88 For example, if tracking systems or 
audio, video recordings are used and if these data identify certain employees, 
employees may start behaving differently or the system may not be accepted. There 
are many laws in Europe that are similar to the U.S. laws, such as the General Data 
Protection Regulation (GDPR).89 This GDPR focuses on all data that are processed 
(e.g., input, transmission of data, output, stored data) even if no European citizen is 
involved. This law consists of a set of rules for the (automatic) collection, process-
ing and storage of personal data. Organisations must be careful and responsible 
when storing and securing employees’ personal and medical data, so this can be a 
challenge when working with (big) data. Data should be carefully processed by the 
employer and this has to be a transparent process. In social sciences, organisational 
sciences, (behavioural) psychology and medical sciences, for example, it is common 
to use informed consent forms that explain to participants how their data will be 
processed and stored.90

The military organisation is aware of GDPR in health studies and other studies 
that analyse personal data. GDPR coordinators have also been appointed to advise 
on compliance and various information documents on the application of the GDPR 
are available. With regard to scientific research in the armed forces, ethical proto-
cols have also been developed for compliance with the ethical aspects of research. 
Such protocols are obviously also applicable to (big) data analytics.

2.5.2. Different analytic approaches in HRM

Analytics in hRM uses various sources of (big) data, in addition to the three char-
acteristics of big data already described above. In hR analytics in the Netherlands 
armed forces, a distinction is made between hR data sources (e.g., internal recruit-
ing data, retention data, demographic data, absence data, data on compensation 
and benefits, data on performance, on engagement, exit reasons and well-being), 
and diverse data analysis tools are used to discover valuable insights and trends 
in data sources. As previously described, platforms have been developed and 
visualisations created in the Netherlands armed forces to share information.91 This 
information focuses on hR analytics, workforce analytics and people analytics.

Workforce analytics and people analytics still seem to lag behind in relation to 
the hR analytics information displayed on the intranet platform of the Netherlands 
armed forces. But this platform is still under development. however, there is an 
online platform to share information and that is important. The importance of a 
platform for sharing information is also evident in a Dutch study on data analytics.92 
An internal online platform is important for the transfer of know-how, it is crucial to 
learn from, and it is important for sharing ideas, experiences and insights.93
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Workforce analytics is described on the platform and focuses on the workforce 
in relation to the organisation as a whole. here, descriptive internal (e.g., data of 
employees) and external (e.g., labour market trends) data and predictive data are 
used primarily to support strategic workforce planning. So, workforce analytics 
aims at a wide range of activities and processes, which are constantly evolving. 
Workforce planning is about building strategies to ensure the organisation has 
the appropriate workforce to deliver the organisation strategy (e.g. demand and 
supply).94 This can be an important approach for the Netherlands armed forces in 
connection with the strategic personnel planning in the new hRM system. The main 
focus of workforce analytics is on strategic issues relating to future bottlenecks in 
the workforce, all kinds of diversity issues, or questions relating to inflow through 
outflow. In view of the current vacancies in the armed forces, these are important 
issues that can be better predicted by using workforce analytics.

Workforce planning is related to workforce analytics and focuses on operational 
or short-term planning topics like the number of filled positions or the sickness 
absenteeism rate in certain units. Short-term planning provides commanders 
with information about their unit, for example when preparing for an operational 
situation abroad. Such analyses inform commanders about the current or changing 
workforce and influence their decisions. This analytical approach determines 
which metrics, or what data, are relevant and need to be documented, and how 
these data should be linked.

Long-term planning is also described on the defence platform, and this is 
related to the Defence Vision 2035. The central questions here are: how can work-
force analytics contribute to optimising recruitment methods, what can be done 
differently with a view to the future, and how can valuable staff be retained? With 
workforce analytics, the translation of data into metrics and the analysis of changes 
and relationships in these metrics, it is possible to make predictions and discover 
trends that allow the organisation to actively respond to changes in the labour 
market.95

In both workforce analytics and planning in the armed forces, the use of 
internal and external data is important. External data or metrics are related to 
the context of the armed forces and are very easily accessible. Since the context 
of the armed forces is important, many trends for the recruitment policy of the 
Netherlands armed forces can easily be predicted based on the expected develop-
ments in the labour market, the skills needed by employees in the future and the 
development of scarcity in the labour market. Internal data, or hR metrics, consist 
of data (numbers) that describe certain processes or hRM outcomes in detail, for 
example, the success in recruiting new employees, the sickness absence rate, the 
employee turnover, or the costs of training programs.96 Valuable combinations 
can be made with internal and external data. According to some researchers, 
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traditional internal and external data should also be combined with “larger” data 
on personnel, for example location data from mobile phones, information from 
employees’ electronic calendars or internet activities, or information about the 
people they communicate with via mobile phone and emails and the content of 
conversations.97 however, internal data and “larger” data are more difficult to 
achieve. They consist of sensitive personal data, for example the sickness absence 
rate in certain units (this could be derived from the personal data platform) or the 
location data of cell phones. however, as described previously, the armed forces 
must comply with privacy and data protection legislation based on the European 
GDPR (General Data Protection Regulation).98,99

When it comes to people analytics, another analytic approach, organisations 
are increasingly aware of the potential and value of their workforce, and business 
value is increasingly associated with having a highly talented workforce that can 
bring radical innovations, so-called “talents.” In the literature, the application of 
new methods and new ways of thinking in the field of talent management seem to 
be innovative topics. hR tools such as staff training and talent development pro-
grams are important instruments for hRM. The deployment of drones, new weapon 
systems and cyber developments have ensured the armed forces need a different 
type of qualified personnel (see also Defence Vision 2035). The armed forces need 
talents for all kinds of technological and technical positions. Therefore, the new 
hRM system of the Netherlands armed forces will focus on talent management 
both in the internal and external labour market.100 We also see this development 
in other civilian companies and there is a high demand for qualified personnel. 
It is hard to find employees in the labour market who possess exactly the skills 
and qualifications required by the military. Once hired, it is vital to ensure that 
the necessary talent is retained, developed and motivated to work towards the 
organisation’s strategic goals.101 Talent management aligns individual capabili-
ties with the needs of the armed forces and optimises human performance and 
engagement (the ‘best’ soldier at the right position at the right time). It integrates 
recruitment, development, employment, and retention strategies.102 For example, 
the U.S. army’s personnel system includes a more personalised management 
approach that is more likely to motivate and retain officers by preparing them for 
leadership roles.103 Talent analytics may support issues on the relationship between 
training, development, productivity and reducing employee turnover. Further, it 
contributes to employee wellness programs, or addresses questions on specific 
degrees of employees and productivity.104

Talent analytics can be more important for certain categories of employees 
than for others. Typically, the focus is on employees in strategic positions who 
have relatively important accomplishments for the organisation. Talent analytics 
could identify these talents and contribute to optimising strategic decision-making 
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and increasing organisational success.105 Many organisations already distinguish 
high potentials or talents among their employees and differentiate their hRM 
investments (exclusive approach).106 The Netherlands armed forces deploy tal-
ent management as one of the instruments in the hR transition. This approach 
is important for the inflow and outflow of personnel, where the focus is on all 
personnel and not on special categories (inclusive approach).107 The idea is that 
the employees, based on their knowledge, competences and needs, are central and 
therefore of added value to the organisation.108 These changes are only possible 
in a culture and leadership climate in which coaching, education and training are 
important. This means that the mind-set and management of the armed forces 
must change. This will enable the armed forces to attract and retain more talented, 
committed and deployable personnel.

All in all, the development of analytic approaches in hRM seems to fit the 
timeline of the introduction of the Defence Vision 2035 and the HR transition in the 
Netherlands armed forces.109,110 This process is expected to be achieved by the end 
of 2024. In relation to this development, a number of “pilots” with data analytics in 
the field of workforce and talent management have already been carried out at spe-
cific units within the branches of the armed forces, which, as far as is known, were 
positive. Other units, however, for example the Royal Netherlands Marechaussee, 
are still in the process of developing roadmaps for the practical implementation of 
talent management.111

2.6. Challenges in data analytics in HRM

Traditional hR in practice has shifted to the growing application of data analytics 
in hRM and today it is even a “hot topic”. Although it seems to be a promising 
development in the hR domain, there are still certain challenges for organisations 
and for the armed forces that need to be addressed in order to implement data 
analytics in hRM in an appropriate and effective way. Some key challenges for the 
Netherlands armed forces are described.

The first challenge is the fact that data analytics allows more and “larger” data 
to be collected and combined, but more data does not always mean more useful 
information. Sometimes very complex, unstructured data can produce noise, 
anomalies and ambiguity. It is then difficult to discover the patterns and trends 
that are relevant to the organisation’s performance.112

In addition, the complexity of data requires other sophisticated IT programs 
and hR specialists need more analytical, technical and innovative knowledge and 
skills. They need to be educated and trained in hR intelligence, key figures, metrics 



DATA ANALYTICS IN HUMAN RESOURCE MANAGEMENT 63

and all kinds of financial metrics in order to manage hR strategy and make cause-
and-effect relationships and future predictions about personnel investments and 
their effects.113 One way to do this is to share knowledge by means of job rotation, 
also possible in the armed forces. In this way, practitioners of data analytics are 
introduced to different new activities in analytics practice.114

Another challenge is the fact that many data analytics models have been 
developed in recent years but, because organisations differ in structure and in con-
textual influences, there is no single uniform model for data analytics in hRM (just 
as there is no uniform definition of hR analytics). It would be preferable to develop 
a model that is able to measure and provide evidence of the relationship between 
the organisation and employees as human capital. Such a model could influence 
the assessment of big data implementation and decision-making.115 Unfortunately, 
despite several promising studies, the evidence for a link to organisational perfor-
mance is not yet very strong.116,117,118,119

A model with mechanisms for the governance of hR analytics would also be 
preferable. After all, in addition to an appropriate IT environment, the analytics 
approach requires a different culture, mind-set, leadership climate and govern-
ance structure.120 This also applies to the armed forces. Although some preliminary 
results point towards an online platform (already being further developed in the 
armed forces) and the sharing of information through such a platform, further 
research is needed on the mechanisms for governance of data analytics.121

Moreover, many organisations, including military organisations, probably 
forget that people’s social world can play a role. It is part of their daily lives and 
therefore these social data can be considered as big data. however, the question 
is: how can the social world of a network be analysed? This could be a future 
challenge for data analysis in hRM. The social world can be used to predict a 
user’s behaviour and a social network could therefore be an important cohesive 
variable or predictor of military behaviour.122 To identify the behaviour of certain 
units in the military, because there are different subcultures in the military, may 
not be trivial. The social network can be an important predictor of organisational 
behaviour in both data analytics and in traditional data analysis.123

Finally, security and privacy issues in relation to data analytic approaches can 
present significant challenges. They relate to a safe storage of data and the protection 
of the transmission of data. how can we prevent anyone from learning about priva-
cy-sensitive information, or information about an employee’s network as mentioned 
above? This is where the GDPR plays an important role, including in the armed 
forces. We can argue that the issues of data security and privacy in data analytics 
are fundamentally the same challenge as in traditional data analysis of personnel 
data. So, the question is how to deal with these issues in data analytics in hRM?124,125
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2.7. Conclusion

The collection, storage, analysis and management of a huge amount of data in hRM 
is inevitable and will only increase in the future. Data analytic approaches in hRM 
focus on how employee actions directly affect organisational performance and 
should be transparent. They influence organisational performance in a positive way 
and can also positively change the employer-employee relationship. Researchers 
and hR professionals therefore look for opportunities to “operationalise” their 
research through data analytics and optimise human resources for better employee 
and organisational performance. Data analytics could support decision-making in 
various personnel-related and strategic questions, also in the Netherlands armed 
forces. In terms of a hR analytic approach, the Netherlands armed forces are 
already on the right track, but before big data analytics can actually deliver on 
promises in hRM, there is still work to do for the military organisation. After all, 
there are benefits and challenges at the same time.
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CHAPTER 3

Data-driven maintenance of military systems
Potential and challenges

Tiedo Tinga, Axel Homborg & Chris Rijsdijk

Abstract

The success of military missions is largely dependent on the reliability and availability of the systems 

that are used. In modern warfare, data is considered as an important weapon, both in offence and 

defence. However, collection and analysis of the proper data can also play a crucial role in reducing 

the number of system failures, and thus increase the system availability and military performance 

considerably. In this chapter, the concept of data-driven maintenance will be introduced. First, the 

various maturity levels, ranging from detection of failures and automated diagnostics to advanced 

condition monitoring and predictive maintenance are introduced. Then, the different types of data 

and associated decisions are discussed. And finally, six practical cases from the Dutch MoD will be 

used to demonstrate the benefits of this concept and discuss the challenges that are encountered in 

applying this in military practice.

Keywords: Data collection, Diagnosis, Prognosis, Data analytics, Condition monitoring

3.1. Introduction

Military systems like naval ships, aircraft, helicopters and armed vehicles are 
operated all around the world in harsh environments. Their quality is essential 
for the success of a military mission, and failure of the systems may have severe 
consequences. Therefore, maintenance is important to military organisations, and 
it has also attracted much research attention in the past decades. In recent years, 
the collection and storage of all kinds of data has become common practice. For 
the military domain, this yields many possibilities to use the data for offensive 
and defensive purposes. But data also offers a lot of opportunities to improve the 
maintenance and logistic processes, which ultimately leads to more reliable and 
better available military systems.
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In this work, case studies from the Dutch Ministry of Defence (MoD) will be 
used to illustrate the potential of data-driven maintenance, but also to discuss the 
challenges encountered on implementing a data-driven maintenance policy. In 
section 3.2, the basic concepts of data-driven maintenance are introduced, while sec-
tion 3.3 describes the different data types and types of applications. Section 3.4 to 3.6 
then discuss a number of case studies that demonstrate the potential and challenges. 
Section 3.4 covers manually collected data, section 3.5 concerns autonomously 
collected control system data and section 3.6 discusses autonomously collected 
condition monitoring data. Finally, some conclusions are forwarded in section 3.7.

3.2. Concepts in data-driven maintenance

This section will first introduce the basic motivation for data-driven maintenance 
and will then discuss the different maturity or ambition levels.

3.2.1. Primer on data-driven maintenance

Society heavily relies on the quality of technology. A retained quality cannot be 
taken for granted, it typically requires deliberate effort that originates from deci-
sions. This effort is known as maintenance. Maintenance can be defined as:

The combination of all technical and administrative actions, including supervision actions, 

to retain or to restore an item’s quality.

This definition paraphrases the CEN 20011 and IEC 19902 definitions of maintenance 
by introducing the term quality, which is defined as:

The degree to which a set of inherent characteristics of an object fulfils requirements (ISO 

norm3).

In this definition, inherent means existing in and not assigned to an item or system. 
Therefore, inherent characteristics are measurable by sensors as the decision 
maker’s mind state is not involved. however, a decision maker’s mind state 
determines the requirements that express the needs or expectations for the system 
(performance). Requirements are not immediately observable which impedes data 
driven maintenance. So, quality is not immediately observable, but it excellently 
represents a decision maker’s observable concern.

Decisions involving quality are typically group decisions. Such a group exists 
because its members have chosen to collaborate, which requires decision makers 
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to agree on (i) their goals and on (ii) their actions. Decision makers can only align 
with the organisation’s goals and with the organisation’s decision rules once these 
goals and rules are made explicit. A notion of “quality” may convey the group’s 
common sense. This common sense is essential to make quality observable. So, 
data driven maintenance relies on common sense about quality. Once quality has 
been defined properly for a specific system, data-driven maintenance can assist in 
retaining or restoring that system’s quality efficiently and effectively. The various 
ways to do this, i.e. the different maturity levels of data-driven maintenance, will 
be discussed next.

3.2.2. Maturity levels of data-driven maintenance

Data can support (predictive) maintenance decision making in many different 
ways. To structure these various approaches, different maturity levels can be 
identified. In the world of industrial digitalisation (Industry 4.0), the concept of 
prescriptive or autonomous maintenance is considered as the ultimate maturity in 
data driven maintenance. In that case, the system automatically takes a diagnosis, 
predicts the remaining useful life of a specific component, and fully prescribes 
what maintenance task needs to be executed at what moment in time. And in case 
of autonomous maintenance, this task is also executed without human interaction. 
This situation can be visualised by a control system as in Figure 3.1. The system’s 
operation is fully described by some control loop, where the control model (C) 
adequately responds to any disturbance faced by the process (P).

C PW Y

Disturbance

U

Fig. 3.1. Example of an autonomous control loop.

In practice, the control model (C) can only handle the a-priori known disturbances, 
implying that the control model (C) occasionally fails to provide the inputs (U) that 
steer the outputs (Y) towards the required value. In that case, a fault has occurred, 
which is defined as:

an anomaly that leads to a quality non-conformity.
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Faults can therefore be considered as symptoms of impending quality noncon-
formities. Such a symptom may be represented by some usage, load or health 
characteristic, which in some cases can also be observed or even measured. 
Figure 3.2, that originates from classical Fault Detection and Diagnostics (FDD) 
theory4, shows that controlling these faults includes five steps: detection, isolation, 
identification, prediction and recovery. Conventional FDD includes:
– Fault detection: the determination of faults, present in a system and the time of 

detection;
– Fault isolation: the determination of the kind, location, and time of detection of 

a fault;
– Fault identification: the determination of the size and the time variant behav-

iour of a fault;
– Recovery: the actions, following from the identification, that restores the sys-

tem quality;

Fault 
iden�fica�on Fault isola�on Fault detec�on

Recovery
C PW Y

Disturbance

U

Prognos�cs

Fig. 3.2. Example of an autonomous control loop extended with fault control.

In the context of predictive maintenance, a new step can be inserted before the 
recovery step, i.e. Prediction. In this step a prediction of the time to failure is made, 
which not only allows for assessing the present health state of the system, but also 
the future states. The latter allows a more accurate decision on the recovery actions.

The resulting first four steps of this modified FDD process then coincide with the 
maturity levels typically considered in predictive maintenance5:
– Detection: is something wrong?;
– Diagnosis: what is wrong?;
– health assessment: to what extent is it wrong?;
– Prognostics: how long does it take before it gets really wrong, i.e. fails?
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Note further that rudimentary fault control is entirely human driven, which means 
that each of these steps requires a human analysis and decision to be taken (as 
represented by the human symbols in Figure 3.2).

Now, data-driven maintenance intends to reduce the human involvement in 
fault control by untangling the implicit human expertise and implementing this in 
algorithms. Data driven maintenance will thus make fault control more consistent 
and autonomous. Ultimately, all the steps in the fault control process may become 
fully autonomous, which yields the ambitioned prescriptive (autonomous) main-
tenance. Note that in modern (and critical) systems, reconfigurations, switch-overs 
and emergency precautions are already increasingly triggered autonomously.

Figure 3.3 shows a model of the steps an organisation that intends to mature in 
data driven maintenance needs to follow. This also shows that the minimal require-
ment is to ensure access to the data that allows for autonomous fault detection 
(being the lowest maturity step). As the locations of the data collection and the 
Fault Detection and Diagnostics (FDD) process may differ, data transport becomes 
essential. The Dutch MoD experienced that transporting data from the installed 
control systems of some weapon systems to an analysis environment is not trivial 
at all, as it triggered quite some issues related to data security and data ownership.

• collect usage, load or health data

• transport the collected data to an analysis system 

• determine the faults present in a system and the �me of detec�on

• determine the kind, loca�on, and �me of detec�on of a fault

• determine the size and �me variant behaviour of a fault

• Determine the remaining useful life

• choose an ac�on to respond to a fault

Collect 
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Fig. 3.3. Model to mature in data driven maintenance.
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Maturity in data-driven maintenance heavily depends on the degree to which the 
first four tasks are performed autonomously. Figure 3.3 suggests that maturity 
growth in data-driven maintenance follows the flow of the fault control loop in 
Figure 3.2. So, maturity growth in data-driven maintenance should start with 
autonomous fault detection. Only if this level is accomplished, can the next step 
in maturity be made. This is confirmed by the framework proposed by Tiddens 
et al.6,7, indicating that maintenance ambition level and type and amount of data 
should match to enable a successful increase in maintenance maturity level.

3.2.3. Data-driven maintenance model selection

As maintenance involves decisions that can only influence the yet-to-be-observed-
future, a model is required that can go beyond a sample of historic data. The 
selection of such a model can be supported by several processes8,9,10. Figure 3.4 
classifies the various model types. Knowledge-based models rely on knowledge 
of the physics that prescribes the variables, the parameters, and the structure of 
the model. Knowledge-based models are superior in making claims about unprec-
edented circumstances. A history-based model is a resort when knowledge of the 
model properties is lacking. It just employs data to estimate unknown model prop-
erties or to weigh some arbitrary set of candidate models. Because history-based 
models rely on data from the past, claims about unprecedented circumstances are 
risky. Figure 3.4 shows that history-based model selection may take place from 
labelled data or from unlabelled data. here, the label indicates the item’s quality 
(e.g. failed or healthy). Labelled data allows for supervised machine learning 
whereas unlabelled data only allows for unsupervised machine learning. Finally, 
advanced cases of data driven maintenance typically comprise a hybrid model 
selection as both historical data and expert knowledge are imperfect, but they may 
be complementary (see section 3.6.4).

Data driven 
maintenance

History-based 
model selec�on

Labelled history Unlabelled 
history

Knowledge-
based model 

selec�on

Fig. 3.4. Classification of data driven maintenance.
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3.3. Data types and maintenance decisions 

During the life cycle of a military system, comprising the design and build, the 
operational phase and the phase-out of the system, many decisions have to be 
taken. These decisions range from short term to long term, and from individual 
systems to complete fleets. Also, the range of data types that can be used to sup-
port these decisions is very wide and can originate from many different sources. 
Therefore, this section will first provide an overview of the various data types and 
sources, and then the various ways to apply data-driven decisions in the life cycle 
management (LCM) process will be discussed.

3.3.1. Different types of data

The previous subsections described the various maturity levels in data-driven 
maintenance. These all require at least some data, but large differences in the spe-
cific requirements to data exist. The various types of data and associated sources 
are clustered in the following three categories:

A. Manually collected system data
Data that is collected from registrations or inspections performed by persons.
The data is typically entered into a computer system or database manually. This
concerns the following subcategories:
– A1. Maintenance data: information on the executed (or planned) maintenance

tasks (repair, replacement, lubrication), typically obtained from enterprise
resource planning (ERP) or computerised maintenance management systems
(CMMS);

– A2.  Inspection data: obtained during periodic inspections, using sensors or
measurement devices that are not installed in the system. This provides insight 
into the health of the system at the moment of inspection. This can be binary
data (system up or down), as well as continuous data (e.g. remaining profile
depth in tyres);

– A3. Operational (or usage) data: information on how the system has been used
(machine settings, type of product, rates, …)

– A4. Configuration data: provides information on the specific configuration of a
system, like type, version, etc.;
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B. Autonomously collected system data
Data that is collected by the system itself, and also directly stored into a computer
system or database, without any human intervention or action. This concerns the
following subcategories:
– B1. Control system (sensor) data: obtained from sensors installed in the system,

providing values for e.g. temperature, pressure, vibration level, flow, rpm, etc.
This type of data is obtained from sensors present in the system for control
purposes, e.g. in a supervisory control and data acquisition (SCADA) system.
Also, event data is part of this category, providing registrations of events that
occurred, like commands or notifications (of faults or quality nonconformities);

– B2. Condition monitoring (sensor) data: obtained from sensors installed in the
system, with the specific purpose of monitoring the condition of the system.
Examples are vibration sensors, oil quality sensors, corrosion sensors, etc.;

C. Background data
This data provides insight into the context / surrounding / environment that the
system is operated in, like:
– C1. Environmental data: information on the environmental conditions in which 

the system is operated, like temperature, humidity, wind, climate. Can be
obtained from (on-board) sensors, or from (weather) databases.

– C2. Location information: provides insight into the (geographical) location of the
system, e.g. specified by a GPS position or the type of surface;

For the development of data-driven maintenance, the autonomously collected 
(sensor) data (B) is the most important, as sensors typically provide data with a 
high sampling frequency, and are less affected by human errors. The latter largely 
reduces the quality of the manually registered category A data. It is observed that 
in recent years the volume of category B data collected within the MoD has grown 
significantly, e.g. through Flight Data Recorders in helicopters and data recorders 
in vehicles and on ships. This enables reaching the 1st maturity level (autonomous 
data collection) in Figure 3.3.

3.3.2. Application of data-driven maintenance in the LCM process 

As was mentioned earlier, many different decisions have to be taken during the life 
cycle of a military system. Data can be used to support these decisions, but this can 
be applied in various ways. The control loop and associated decisions in Figure 3.2 
are related to a single system: these will be referred to as maintenance decisions. 
But the collected data and derived insights can also be used to optimise long-term 
and fleet-wide maintenance programs, and the associated service supply network 
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(spare parts, capacity planning). The latter type of decisions will be referred to as 
LCM decisions. Therefore, the following applications of data-driven maintenance 
can be distinguished:

I. Situational awareness & health assessment: for a military system it is very impor-
tant that its present state and capabilities are known to the operator. Based on
that information, the commander or operator can decide what type of missions
or actions can (still) be performed. This type of decision is typically short term
(what is the state now) and on the level of an individual system. Data can assist in
doing such an assessment using the FDD process (Figure 3.2). This process can be
fully manual but can also be made more autonomous using artificial intelligence
to increase the efficiency and ensure a quicker response.

II. Short term maintenance planning: to prevent system downtime, maintenance
must be performed, preferably before a failure occurs. To properly plan these types 
of maintenance tasks, the operator needs to know how long the system can be used 
before it fails, but also how the operation can be adapted to ensure a certain period 
of failure-free operation. Also, these types of decisions are rather short term (~
weeks) and are on the level of the individual system. The main difference with the 
previous decision type is the addition of a prediction (of the remaining useful life)
to the health assessment. In this case, data can assist in prognostics (Figure 3.2 and
sections 3.4.2 and 3.6.3).

III. Long-term maintenance planning & scheduling: the operator of a system has to
plan the short-term maintenance tasks (see previous decision), but for a fleet of
systems it might not be optimal to plan this on an individual basis, as this may lead 
to peaks in the maintenance workload. Therefore, long term planning and sched-
uling for the complete fleet is more efficient. This is therefore an LCM decision
rather than a maintenance decision. however, the way the individual systems are
used (severe missions or easy training program) determines their maintenance
demand, which should be incorporated into the maintenance optimisation. In this
case, data can assist in:
– Specifying the usage profiles of the systems (see section 3.5.1 and 3.5.2)
– Predictions of failures based on these profiles (see section 3.4.1)
– Optimising the maintenance intervals (planning and scheduling) to achieve the 

highest fleet-wide availability (see section 3.4.2)

IV. Optimising supply chain processes: once the maintenance process is properly
optimised, the associated demand for work force, facilities and spare parts is also
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known. This means that these LCM processes can also be optimised. Data can in 
this case assist in:
– Calculating the optimal inventory levels for spare parts
– Determining the best moments for purchasing parts
– Planning and scheduling of facilities and work force (see section 3.4.2)

In the Autonomic Logistics Information System11 (ALIS) of the F-35 fighter aircraft 
several of these functionalities have already been implemented. This means that 
many logistic activities are (automatically) triggered by degradation and upcoming 
failures in the operational aircraft.

In the remainder of this work, a number of cases from the Dutch MoD12 will be 
discussed in terms of potential and challenges. These cases (see Table 3.1) will be 
organised along the types of data introduced in 3.3.1: in section 3.4 the challenges of 
human entered data (A) will be discussed. Section 3.5 then addresses the potential 
and challenges of autonomously registered control data (B1), while section 3.6 
focuses on condition monitoring sensor data (B2). Moreover, for each of the cases 
it will be specified which maturity level (1 – 4) is covered (detection, isolation, iden-
tification, prediction), and what type of maintenance decision (I – IV) is supported.

Table 3.1. Overview of case studies and associated data types, maturity levels and decision types 
(ST = short term, LT = long term)

Case study (section)
Data 
type

Maturity level Decision

Vehicle inspections (4.1) A 0 – No FDD I – Situational 
awareness

Ship corrosion optimisation (4.2) A 4 – Prediction III / IV – LT Optimis./
planning

Vehicle speed registration (5.1) B1 0 – Usage monitoring II / III – ST + LT 
optimisation

Vessel water temp. registr. (5.2) B1 2 – Fault isolation I / II – Sit. awaren. + 
ST optimisation

Corrosion monitoring (6.1/6.2) B2 3 – Fault identification I / II / III ST + 
LT optimisation

Corrosion prediction (6.3) B2 4 – Prediction III – LT optimisation
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3.4. Decisions based on manually collected system data

Traditionally, most of the registrations of either executed maintenance or the results 
of (visual) inspections within the MoD are entered manually in a Computerised 
Maintenance Management System (CMMS). Although some basic analyses can be 
done on this type of data, the two cases in this section will demonstrate that this 
data has some clear drawbacks.

3.4.1. Vehicle inspections using a hand-held device 

The conventionally collected notifications of vehicle maintenance actions in a 
CMMS proved to be prone to human errors and they only incidentally entailed a 
narrative about the nonconformity in quality, let alone about underlying faults. 
The use of hand-held electronic devices appeared to be prosperous to increase the 
level of detail and to include the time stamp of visual inspections13. A pilot project 
with a hand-held application at the MoD illustrated that the arrival rate of quality 
nonconformities resulting from visual inspections significantly depended on the 
inspector and on the operating regime.

To illustrate this, in Figure 3.5 the number of detected quality nonconformities 
registered with the hand-held device is plotted versus the usage intensity (kilometres 
divided by time). This reveals that the relations between quality nonconformities 
and the usage intensity are very different for the two operating scenarios considered. 
This indicates a clear dependence of system degradation on usage intensity, which 
could be further explored and used for long term maintenance optimisation (LCM 
decision type III). Without the handheld application, the number of quality non-
conformities was hard to retrieve efficiently, so this analysis would not be possible.
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regimes.
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It should be realised that this handheld application predominantly collected quality 
nonconformities that already occurred. Quantitative data that enables FDD, let alone 
predicts a specific quality nonconformity (prognosis), is not provided by the CMMS 
and neither by this hand-held application. To conclude, CMMS data alone appeared 
to be insufficient to mature in data-driven maintenance, while the structured data 
collection enabled by the hand-held device allowed a one step increase in maturity.

3.4.2. Naval ship corrosion maintenance optimisation

Navy ships require maintenance on the corrosion protection coating systems on 
a regular basis. If repairs or replacement of the coatings are performed too late, 
the underlying steel structures of the ship hull may be degrading. On the other 
hand, if maintenance is performed too early, unnecessary costs are made, and the 
often-required docking of the ship might lead to a long period of non-availability. 
To optimise the maintenance decisions regarding navy ship coatings, a previously 
proposed model14 for infrastructure maintenance was adapted to the vessel case15.

Firstly, the coating degradation is modelled with a non-stationary gamma pro-
cess. The parameters of this process have been derived from information provided 
by maintenance experts (data type A1 and A2). As the state of the coating is only 
assessed periodically (i.e. once a year) and visually (i.e. the % of the hull area that 
has a degraded coating), the resulting gamma process still contains quite some 
uncertainty. The left-hand plot in Figure 3.6 shows the obtained degradation over 
time, which depends on the maintenance option that is applied. A full replacement 
of the coating (with the ship docked) restores the condition to the as new situation. 
The options repainting and spot-repair only provide a slight improvement of the 
condition, and also yield a higher degradation rate after the maintenance action 
(due to the imperfect treatment). The magnitude of these effects is also derived 
from expert interviews.

Once the degradation behaviour of the coating is properly captured by the 
gamma process, the second step is to optimise the maintenance decisions over 
time. Given a threshold for the amount of degradation allowed and the costs 
associated with each of the maintenance options, the model returns the sequence 
of maintenance activities that minimises the total expected life cycle costs. The 
results for a specific case are shown in Figure 3.6 (right), indicating at each age of 
the vessel what the best maintenance option is (if maintenance must be executed 
at that moment in time). One of the boundary conditions is that the ship will be 
docked every five years, which makes full replacement the best option at those 
moments. At all other moments in time, the high costs of (additional) docking and 
full replacement do not outweigh the resulting lower degradation rate, and either 
repainting or spot repair are the best options.
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Fig. 3.6. Deterioration behaviour of the coating for various repair options (left) and optimal 
actions proposed by the model (right).

This case study shows that even low quality, human entered data can be used for 
long-term maintenance optimisation (LCF decision type III and IV). however, the 
low frequency of inspections (once a year) and visual assessment make the data very 
crude, which introduces a large amount of uncertainty in the degradation curves, 
and thus also in the decisions advised by the model. One of the recommendations 
of this project is therefore to increase the frequency and amount of detail of these 
hull coating inspections. This can, for example, be achieved by using drones that on 
a weekly basis scan the vessel hull surface and apply image processing techniques 
to automatically calculate the fraction of the coating surfaces that has degraded.

3.5. Decisions based on autonomously collected control system data

A control system steers a (weapon) system to the desired state and intervenes when 
potential unsafe situations occur (e.g. over-speeding or over-heating). By collecting 
the data that flows through a control system, many details about the usage and 
the loads during operations may be retrieved. As usage causes a load that may 
deteriorate the system health, yielding a nonconformity in quality, fault signatures 
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may be based on control data. Therefore, data-driven maintenance becomes more 
prosperous when control data is available in addition to CMMS data. As the gen-
eration of control data is often “designed in” in many military systems, it provides 
an accessible entry to mature in data-driven maintenance. Field experiments 
with control data enable the Dutch MoD to learn about data-driven maintenance 
practices that include (i) the original equipment manufacturer involvement, (ii) 
data governance and (iii) the selection of prosperous case studies.

Still, it should be realised that the control systems of weapon systems intend to 
support operations rather than maintenance. Dedicated health monitoring systems 
may provide better fault signatures of impending nonconformities in quality, as 
will be discussed in section 3.6. The present section introduces two realistic case 
studies at the Dutch MoD on the use of just control data. The first case study16 
exemplifies the reconstruction of usage and load characteristics of a vehicle 
corresponding with the “collect data” step in the maturity model (Figure 3.3). The 
second case study17 illustrates the “fault isolation” step in the maturity model using 
a knowledge-based model selection (Figure 3.4).

3.5.1. Military vehicle speed registration

The control system of a military vehicle records the velocity of the vehicle which 
allows a reconstruction of the variation in the vehicle speed (Figure 3.7). From this 
signal and knowledge of the mass of the vehicle, the acceleration forces and the 
deceleration forces can be calculated.
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Fig. 3.7. Variation of the speed of a vehicle as registered by the control system.

For each activation of the brakes, the dispersed energy and the peak power can be 
estimated from the measured speed variations (Figure 3.8). The cumulative brake 
energy and the number of “high” peak power cycles may be better predictors of 



DATA-DRIVEN MAINTENANCE OF MILITARY SYSTEMS 87

brake failures than the historic arrival rate of brake replacement notifications in 
the CMMS. These features may generally be helpful to distinguish rough and gentle 
operating regimes experienced by a specific vehicle and may be used to predict 
failure rates from that (LCM decision type III).
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3.5.2. Naval vessel temperature sensor

Four installations on a naval vessel each independently measure the sea water tem-
perature. Each of these temperature measurements has been logged by the vessel’s 
control system, and Figure 3.9 shows the difference in measured temperature of 
three of the sensors (T2-T4) relative to the first sensor (T1).

Fig. 3.9. Evolution of four independent measurements of the sea water temperature 
surrounding a vessel.

Figure 3.9 shows that one of the three sensors shows an offset of 75oC after some time. 
An expert’s model that assumes equality of the four temperature measurements 
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may then autonomously identify a faulty sensor. Figure 3.9 also shows a consider-
able time lag between the recording of the nonconformity in quality in the CMMS 
(as indicated by the solid black line) and the first opportunity to detect the fault 
(the dashed blue line). So, autonomous fault identification might have reduced the 
downtime of this sensor considerably (maintenance decision type I / II).

3.6. Decisions based on autonomously collected condition monitoring data 

As an example of the use of sensors specifically aimed at condition monitoring 
for a complex failure mechanism, this section will address the use of corrosion 
monitoring for improving maintenance decisions, and the challenges this poses for 
their integration in data-driven maintenance.

3.6.1. Corrosion management 

Military systems operate under a vast diversity of conditions. These induce a 
multitude of failure mechanisms, including different types of corrosion, often local-
ised. Corrosion is estimated to cost society over 3% of the world’s GDP18, while for 
military systems, the consequences of corrosion account for over 20% of the total 
US DoD maintenance expenditures19. This shows that corrosion has serious cost and 
availability impact on military systems but can also seriously impact their safety.

Corrosion management of military assets is getting more and more demanding 
due to increasing design complexity. Two important materials-related developments 
in the industry are causing this. Firstly, the emergence of additive manufacturing 
processes, which significantly increase the freedom of design by allowing a high 
geometric complexity. And secondly, the growing use of exotic materials to meet 
increasingly stringent weight and strength requirements. Examples are combi-
nations of different advanced polymer- and metal-matrix composites, often with 
lightweight metal alloys, also in complex geometries. These two developments 
cause the aforementioned increasing design complexity, making it increasingly 
difficult to predict its corrosion behaviour. Traditional lab-based experiments 
that expose simple combinations of materials to wet/dry cycles with varying tem-
perature, salinity or ph may prove insufficient to predict specific local corrosion 
phenomena at micro-environments that arise throughout such geometries.

The understanding and in situ quantitative assessment of a systems response 
to a variety of combinations of environmental conditions and usage profiles is vital 
for both short term maintenance decisions (LCM decision type II) and long-term 
maintenance optimisation (type III). This demands for sophisticated condition 
monitoring techniques and prognostics, as well as verification and refinement 
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via lab and field-based testing. Prognostic models that translate the condition, or 
damage accumulation, into a repeatedly updated remaining lifetime should be 
fed by autonomous in situ monitoring of the systems actual corrosion response 
to its environment, as will be discussed in section 3.6.3. This can be combined 
with other relevant failure parameters such as fatigue or contamination. Such an 
integral, real-time system status is vital for substantiated operational planning and 
prioritising of maintenance activities, with insight in the availability and safety 
consequences of e.g. mission extension (decision type I).

3.6.2. Corrosion monitoring challenges

Corrosion sensors can be based on a variety of different techniques, enabling either 
only fault detection or in addition fault isolation and identification. These tech-
niques all share the same overall aim: to indicate a system’s condition. however, 
each technique has its own disadvantages and flaws.
– Ultrasonic, (fibre-)optics, magnetism, Eddy current and corrosion coupons

are all indirect techniques that only detect the corrosion damage, e.g. a wall
thickness reduction or the formation of corrosion product. This may well be
too late, because detection only occurs if the damage accumulation exceeds a
detection threshold. Moreover, most of these techniques are not integrated in
the system, and therefore require human effort in the collection (data type A2);

– Corrosion coupons, although widely used in the industry, are especially indirect
in the sense that the coupons are assumed to be representative for the system
under study, which is difficult to acknowledge in practice. Lab-based tests
serve as a basis to correlate the condition of the coupon with that of the actual
system. Features such as welds, crevices, alloy composition, microstructure,
manufacturing process parameters and coating details can differ between the
coupon and the system under investigation. These effects impede proper fault
detection from corrosion coupons and reduce their validity.

– Environmental sensors are an interesting option, since this technique does not 
require the position of the sensor at or near the corrosion process. Instead,
the detection is based on monitoring the corrosivity of the environment, in
section 3.3.1 referred to as background data (type C1). Obviously, environmental 
sensors demand a high level of knowledge of the system’s corrosion response
to a variety of different types of operational conditions. This monitoring tech-
nique is therefore quite common in aerospace. Nevertheless, this knowledge
about the system’s corrosive properties results from substantial investments
in research for each specific type and combination of materials.

– Since corrosion is in essence an electrochemical process, it makes sense to use
electrochemistry for monitoring. Techniques such as electrochemical impedance 
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spectroscopy (EIS) or electrochemical noise (EN) monitor the process itself, i.e. 
before any significant damage has occurred20,21,22,23. This is an important asset, 
because a robust lifetime prediction model relies not only on the quality of the 
input, but also on timely input from corrosion sensors. EN and EIS can enable 
valuable fault isolation and identification as well, which is quite uncommon for 
a corrosion monitoring technique. Moreover, data can be collected during peri-
odic inspections (type A2), but these sensors can also be integrated permanently 
in the system, which yields autonomously generated data of type B2.

Besides type-specific disadvantages, there is also a number of common issues of 
current corrosion monitoring techniques that require attention:
– Most importantly, all previously mentioned techniques only operate at pre-

selected locations. This significantly complicates the detection of the most
dangerous, localised forms of corrosion, which are also the most difficult to
predict. The most promising ways of monitoring are those that potentially
detect localised corrosion over larger surface areas. Unfortunately, the com-
mon monitoring techniques applied in industry, e.g. acoustic emission, have
their limitation (e.g. effect of noisy environments) and have only been shown
to be effective in specific use cases.

– The presence of the sensor can alter, inhibit or accelerate the corrosion process 
by inducing differences in the local conditions, e.g. in electrolyte composition,
with respect to the area around the sensor. Taking into account these differ-
ences in a lifetime prediction model is very difficult, as this is not a constant
factor, nor is its time-dependence predictable in itself.

– The detection threshold is an important parameter: considering that most
non-electrochemical techniques only detect corrosion damage, their ability
to serve as an early-warning technique largely depends on the damage accu-
mulation that is required for their detection. This damage can e.g. involve
the build-up of the corrosion product (e.g. in the case of fibre-optics) or the
propagation of a crack (e.g. in the case of ultrasonic technique).

– The inspection interval should also be selected properly. Corrosion is a rel-
atively slow process that may not require status updates in the millisecond
range; however, the use of military systems under extreme conditions can ini-
tiate localised corrosion, which subsequently propagates within a timespan of
several weeks to months. This initiation can be detected by electrochemical (EIS 
or EN) techniques and requires the right moment and location of monitoring. In 
its early stages, the corrosion process can still be mitigated in the presence of a 
corrosion inhibitor like Cr-VI or a suitable alternative. Once in the propagation 
phase, the damage accumulation becomes easier to detect but will increasingly 
compromise system safety.
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– It is very difficult or even impossible to monitor locations inside enclosed
environments or complex geometries. The often used alternative is to ascertain 
‘lifetime’ corrosion protection, e.g. by the use of coatings with active inhibition
components, of which the toxic Cr(VI) is the most widely applied.

– It is likely that the root cause of a corrosion problem is not corrosion-related.
The functional degradation of an organic coating is a good example of this:
mechanical, thermal or UV radiation loading of the coating can cause a loss of
its corrosion protective properties. In this case, the resulting corrosion damage 
is merely a consequence of coating degradation. This indicates the significance 
of a proper root cause analysis (RCA) and of a good understanding of the prev-
alent failure mechanism(s). One may question whether corrosion monitoring
would deliver the preferred data input for prognostic models in these cases, or 
whether monitoring the coating condition would provide more reliable data.
Electrochemistry, such as EIS or EN, can monitor both the coating condition as
well as the resulting corrosion activity.

3.6.3. Corrosion prediction

As was discussed before, the prediction of corrosion degradation is rather diffi-
cult due to the complexity of the physical processes involved. On the other hand, 
monitoring of corrosion only indicates the present condition, which makes it 
hard to plan future maintenance activities. however, if these two approaches are 
combined, a much stronger (hybrid) approach is obtained. Such an approach for a 
corrosion problem has recently been proposed24. A simple physical model has been 
used in a particle filter approach, which uses regular measurements of the actual 
condition to tune and adapt the model continuously.

In this work, the corrosion mass loss has been modelled using a multi-factor 
combination model. This type of corrosion model predicts mass loss using accel-
erating factors for environmental parameters. In the present model, only the 
ambient temperature has been included, using the Arrhenius equation. The model 
then allows for calculating the mass loss for a certain temperature, provided that 
the values of the four model parameters are known for the material and situation 
considered. In practice those values are often not known precisely, but the particle 
filter used here can utilise the periodic measurements to tune the model parame-
ters to the actual situation.

This is shown in Figure 3.10, where the particle filter has been trained with the 
corrosion mass loss measurements for a certain period of time, as bounded by the 
dashed vertical line: 5 months for the left plot, 15 months for the right plot. From 
that moment in time, the physical model (with the tuned parameters) is used to 
predict the evolution of the corrosion mass loss (the green line) until the end of 
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the time period (40 months), given a certain (seasonal) variation of the ambient 
temperature. In these plots the actual mass loss is also shown (the blue line). The 
left-hand plot shows that after five months the prediction of the mass loss is rather 
inaccurate, considerably underestimating the time to failure. But the right-hand 
plot shows that using the measurements up until month 15, the model can be tuned 
much better to the actual situation, and the resulting prediction of the time to 
failure is much more accurate.

Fig. 3.10. Corrosion mass loss prediction after 5 months (left) and after 15 months (right).

This model shows that prediction of corrosion mass loss purely based on a physical 
model is rather difficult but strengthening the model with measurements yields 
a considerably improved prediction. Further, this model only considers the 
simple situation of mass loss of coupons due to uniform corrosion. Extension to 
a more realistic situation with localised corrosion on a real structure is still very 
challenging.

3.6.4. Final remarks on corrosion monitoring

From the discussion and cases in this section it can be concluded that data-driven 
maintenance for inherently dynamic, difficult to predict and spontaneously 
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occurring processes such as corrosion is not straightforward. Looking at the cost, 
availability and safety figures, corrosion is an undeniably important problem for 
the Dutch MoD. however, to improve corrosion management, it is essential to be 
aware of the limitations of data-driven maintenance. The data required for the 
detection, identification or even prediction of corrosion is very specific, and cannot 
be expected to be available from standard control systems. Therefore, the Dutch 
MoD is currently not able to tackle an important failure mechanism such as (local-
ised) corrosion based on data-driven maintenance. If there is an ambition to do so, 
investments in dedicated monitoring techniques and data collection must be done.

3.7. Conclusions

This work has discussed the potential of data-driven maintenance, as well as the 
challenges encountered in developing these approaches. The main conclusions 
regarding these two aspects are given next.

3.7.1. Potential of data driven maintenance

Data-driven maintenance potentially supports the life cycle process by (i) an 
enhanced situational awareness, (ii) short-term maintenance planning, (iii) 
long-term maintenance planning and scheduling and (vi) optimised supply chain 
processes. An enhanced situational awareness appeared the easiest attainable 
potential for an organisation in the process of maturing in data-driven mainte-
nance, like the Dutch MoD. This finding corresponds with conventions about 
maturity growth in data driven maintenance that claim that autonomous fault 
detection precedes the more advanced levels of fault isolation, fault identification 
and prognostics.

3.7.2. Challenges in data-driven maintenance

The case studies predominantly covered the beginning of the maturity growth 
in data-driven maintenance. The following conclusions can be drawn from these 
cases:
– The (autonomous) registration of usage (profiles) – maturity level 0 – does not

directly lead to detection or isolation of faults, but does support the understand-
ing of its effect on system degradation;

– The conventional use of human entered (failure) events in a CMMS – maturity
level 1 & 2 – is prone to human factors. To improve the data, (i) collecting the
data with a hand-held device and (ii) using autonomously collected data from
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a control system were shown to increase the possibilities for data-driven 
maintenance;

– The quantification of damage – maturity level 3 – is still challenging, as is shown 
by the corrosion monitoring case. Although techniques are available, their
application in a real operational setting, as well as the analysis and interpreta-
tion of the data, is not trivial;

– The two corrosion prediction cases (3.4.2 and 3.6.4) showed that maturity level
4, i.e. the prediction of failures, is theoretically already possible, and could even 
work with ‘low level’ data. However, validation and demonstration can only be
done when this data is actually collected in a structured manner.
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CHAPTER 4

Federated learning for enabling cooperation 
between the Royal Netherlands Navy and 
external parties in developing predictive 
maintenance

Anna C. Vriend, Wieger W. Tiddens & Relinde P.M.J. Jurrius

Abstract

Nowadays, Machine Learning is used successfully in many applications. Two important challenges 

are involved with its implementation: i) in many industries, data is stored in separate places; ii) the 

growing demand for Machine Learning that respects the privacy of the training data. Conventional 

Machine Learning is based on centralised data collection and is thus unable to face these challenges. 

Federated Learning is a solution to this problem. This work focuses on how the Royal Netherlands 

Navy can use Federated Learning to train a Long Short Term Memory Machine Learning model with 

data sets from an external party, Royal Van Oord, without sharing raw data. The Federated Learning 

approach exceeds the accuracy of central Machine Learning and can be used on the Ministry of 

Defence’s intranet.

Keywords: Machine learning, Federated learning, Predictive maintenance, Government-industry 

collaboration

4.1. Introduction

Data from military platforms (such as sensor and failure data) is increasingly being 
used to develop predictive maintenance algorithms. These learning algorithms 
offer an opportunity to identify failures at an earlier stage, better plan maintenance 
and reduce the (corrective) workload aboard ships with the help of data analysis 
and Machine Learning (ML). ML is the use of algorithms to analyse data, learn from 
it and then give advice or predictions to a user. This large amount of data offers 
many possibilities, but data is often privacy-sensitive or not accessible. As a result, 
the demand for privacy-friendly ways to use data for ML is growing.
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One potential way to solve the problems outlined is Federated Learning (FL). 
This new ML technique ensures that the owner of the data remains in control of 
their own data and that privacy-sensitive data does not have to be shared with 
external parties1. The term FL was coined by Google in 2017 and has had an 
increasing number of uses since then. Google itself uses it, for example, to improve 
suggestions for the Gboard keyboard and for the health Studies app2,3. Users do 
not share their raw data, but Google does learn from this data through FL. FL can 
also be used for Natural Language Processing (NLP) and Predictive Maintenance, 
among other things.

A constant pressure on reducing the Royal Netherlands Navy’s ships’ crews and 
an increasing complexity of systems aboard naval ships creates pressure on the 
maintenance of future naval ships. The RNLN therefore works on a transition from 
planned periodic maintenance with a high corrective workload towards predictive 
maintenance based on advanced condition monitoring and data analysis tech-
niques. Predictive maintenance is a preventive maintenance approach that uses 
analytics to inform the RNLN as owner-operator about the current, and preferably 
also the future state of their physical assets4,5. The RNLN uses ML models to predict 
the maintenance needs of its fleet based on (sensor) data of (machinery aboard) 
their ships. As an example, for a diesel engine this data may include measurements 
like temperatures of the bearings, fuel flow, engine speeds and power.

To facilitate this development, the RNLN needs to collaborate with knowledge 
institutions, industry and other external parties. When several parties work 
together with similar tools, there is a greater amount of data available and this 
potentially results in more accurate predictions on for example the required 
maintenance of diesel engines or pumps aboard ships. These collaborations can be 
made possible through the use of FL, so that the RNLN does not have to share raw 
data with external parties, as this data is oftentimes classified. This paper focuses 
on a specific case study of sharing an ML model with Royal Van Oord. Van Oord 
is one of the largest dredging companies in the world and has a lot of sensor data 
available from their ships.

In this chapter an FL architecture is set up, tested, and compared with central 
ML on aspects such as the model accuracy and the required data traffic. A Long 
Short Term Memory (LSTM) neural network (NN) from the RNLN6 is used to test 
central ML and FL. Data sets from one of Van Oord’s vessels, the Flexible Fall Pipe 
Vessel (FFPV) Stornes, were made available as training data. Experiments to train 
the NN federated were carried out with several laptops that served as clients and 
the central server. The chosen NN evaluation parameters were used to compare 
the results of FL and central ML. The selected LSTM network, a Recurrent Neural 
Network (RNN), is able to detect anomalies in ship sensor data. This model is spe-
cifically developed within the RNLN to detect anomalies in diesel engines. To train 
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this model, various sensors can serve as input; a specific data set is not required. 
The outputs of this LSTM result in a warning table, Figure 4.1 shows an example. 
This warning table helps maintenance engineers in their day-to-day maintenance 
decision making (i.e., deciding whether to inspect, repair or replace an item or to 
continue operation).

This paper is structured as follows. Section 2 gives a description of FL. Section 3 
discusses the designed system architecture of FL with one of the more flexible FL 
frameworks suitable for using time series data, the Flower framework. In Section 4, 
the reliability and validity of the study is discussed. Next, Section 5 compares our 
FL architecture with central ML. Finally, conclusions, limitations and general 
reflections will be given in Section 6.

Warning table

No anomaly
1 anomaly
2 or more anomalies

Amount of anomalies within 6 hours

Warning table

No anomaly
1 anomaly
2 or more anomalies

Amount of anomalies within 6 hours

Fig. 4.1. An example of a warning table generated by the LSTM model shows the number of 
anomalies generated within blocks of six hours of generators 3, 4, 5 and 6 of FFPV Stornes.

4.2. Federated learning

The idea of Machine Learning (ML) is to allow systems to make data-driven deci-
sions instead of programming the systems explicitly to execute a certain task. An 
early example of ML is a spam filter for email. Instead of trying to describe to the 
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spam filter what makes a message spam, the system is provided with many exam-
ples of spam and non-spam emails and learns the difference itself. This training is 
done via an ML algorithm, where the result of the training is an ML model.

Nowadays, Machine Learning is used successfully in many applications. There 
are two important challenges involved with the implementation of this technique. 
The first is that in many industries, data is stored in separate places. The second 
challenge is the growing demand for ML that respects the privacy of the training 
data. Conventional ML is based on centralised data collection and is thus unable to 
face these challenges7.

A solution to this increasing fragmentation and isolation of data is found in FL. 
This is an ML approach that makes it possible to train models with decentralised 
data. The idea of FL is that the algorithm is brought to the data instead of the data 
to the algorithm8. This is visualised in Figure 4.2. FL is fundamentally different in 
this respect from, for example, the ML technique of distributed learning, in which 
the data is transferred to the algorithm.

2 2

Central 
server

Client 1: RNLN Client 2: Van Oord

database
local

database
local

Federated Learning

1 1

3 3

4

Client 1: RNLN

Central 
server

Client 2: Van Oord

database
local

database
local

Central ML

1 1

3 3
2

Fig. 4.2. On the left Central ML where in 1 data sets are sent from the client to the server, in 2 
the server trains the model and in 3 the trained model is sent back to the clients. On the right 
FL where in 1 the ML model is initialized, in 2 the model is trained locally, in 3 the clients 
model gradients are sent to the server and in 4 the sub models are aggregated.

In FL, sub-models are trained at different parties, called clients, using only local 
data. A client can be a company, a ship, but also a mobile device. Client raw data is 
stored locally and not shared to ensure user privacy and data confidentiality. The 
various parties then share their sub-models with a central server, who aggregates 
the sub-models into a global model. The process must be carefully designed so that 
no party can trace the confidential data of other parties9,10,11.
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4.3. Characteristics of federated learning

FL is a relatively new concept and as a result there are different interpretations 
of the term in existing literature. This section examines five characteristics of FL 
as adopted in this study to avoid misinterpretation of terms and concepts. The 
characteristics are based on various definitions of FL12,13.

4.3.1. Central orchestration

In setting up the training process, the central server has to take a number of aspects 
into account. The design of the server is driven by the number of clients, the size 
of model updates and the amount of data traffic. The number of clients can vary 
from tens to hundreds or millions, depending on the application of the model. The 
updates that are collected and communicated can also vary in size from kilobytes to 
tens of megabytes. Finally, the amount of data traffic from certain clients can vary 
greatly throughout the day.

4.3.2. Local data processing

With FL, data is generated locally at clients and remains decentralised. Raw data 
is not shared with other clients or with the central server. The data generated by 
clients is often not independently identically distributed (non-i.i.d.), hence the 
model may be biased. There are several solutions to counteract a bias in the model, 
for example local reweighting14.

4.3.3. Communication

Communication is a bottleneck in federated networks. The communication links 
between clients and the server can be slow and unstable and clients can be phys-
ically distributed across the earth. It is therefore important to develop efficient 
communication methods that frequently send small messages or model updates 
for the training of the model.

Local updating methods, such as federated averaging (FedAvg), can reduce the 
number of communication rounds required for training. Furthermore, using model 
compression schemes significantly reduces the size of communication messages 
each round. Decentralised training also makes communication more efficient. It 
is faster than centralised training on networks with low bandwidths or high data 
transfer delays.
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4.3.4. Privacy and confidentiality

Privacy and confidentiality are often very important for parties that use FL. FL pro-
tects local data by sharing model updates, instead of the raw data. Although this is a 
step towards data protection, it may still be possible for a third party or the central 
server to recover raw data from the model updates during the training process.

Methods that aim to improve privacy within FL, such as Secure Multiparty 
Computation (SMC) or Differential Privacy (DP), come at the cost of model 
performance or system efficiency. A balance must be struck between these two 
considerations when realising FL systems.

4.3.5. System heterogeneity

The communication, computing and storage capabilities of each client in a federated 
network often differ. This is due to a variation in hardware, network connections 
(3G, 4G, 5G or Wi-Fi) and computing power. In addition, the network size and sys-
tem-related limitations of the clients imply that only a small part of the clients is 
active at the same time. It also happens that active clients drop out and disconnect.

Challenges such as FL process delays from lagging clients and fault tolerance 
are compounded by these characteristics. Thus, FL methods must accept hetero-
geneous hardware, anticipate low participation, and be robust enough to accept 
failed clients.

4.4. Choosing the federated learning framework

The first step in designing an FL-system is choosing a framework. A framework is 
an interface for the developer with built-in features to develop the systems more 
easily and quickly. Every framework has different characteristics, making them 
suitable for different applications.

In this research six frameworks have been chosen for evaluation based on 
popularity. The RNLN prefers the frameworks to be compatible with Python. These 
frameworks and their characteristics can be seen in Table 4.115.

Every FL framework can be used in combination with one or more ML frame-
works. These ML frameworks are libraries with standard algorithms to create 
ML models. The mode of the framework can be local simulation on one system 
only or both simulation and federated mode. For the RNLN it was important the 
framework could be used in federated mode to be able to test the FL system with 
different laptops that serve as a central server and distributed clients. Also, the 
framework has to be compatible with the Operating System (OS) Linux.



FEDERATED LEARNING FOR MILITARY-INDUSTRY COOPERATION 103

The ship data of the RNLN is expressed in the form of time series (such as 
temperatures, engine speeds and pressures), so the framework must also be able 
to work with time series. DP stands for Differential Privacy and is a technology that 
ensures privacy of the individual data sets of clients by adding noise to the local 
gradients. Lastly, it was important for the continuation of the research to have 
enough examples of implementations online.

Table 4.1. Overview characteristics FL frameworks

Federated Learning Framework

TensorFlow 
Federated 
0.19.0

PySyft  
0.6.0

Flower 
0.17.0

FATE  
1.7.1

OpenFL 
1.2.1

PaddleFL 
1.2.0

ML 
framework

TensorFlow PyTorch Any TensorFlow PyTorch 
and
TensorFlow

PaddlePad-
dle

Mode Local 
simulation 
only

Local 
simulation 
only

Simulation 
and
federated

Simulation 
and
federated

Simulation 
and
federated

Simulation 
and
federated

Operating
System

Mac, Linux Mac, Linux,
Win, iOS,
Android

Mac, Linux,
Win, iOS,
Android

Mac, Linux Mac, Linux Mac, Linux,
Win

Data type Time series 
and pictures

Pictures Time series 
and pictures

Time series Time series 
and pictures

Time series 
and pictures

DP Yes Yes Yes No No Yes

Algorithms (A)NN, CNN,
RNN, LogR, 
PR, LR

(A)NN, CNN,
RNN, LogR, 
PR, LR

(A)NN, CNN,
RNN, LogR, 
PR, LR

GBDT, (A)
NN, CNN, 
RNN,
LogR, PR, LR

(A)NN, CNN (A)NN, CNN,
RNN, LogR, 
PR, LR

Available 
resources

Basic 
examples 
in the 
documenta-
tion

Tutorials 
and 
examples 
in the docu-
mentation, 
blogs and 
community 
projects

Tutorials 
and 
examples 
in the docu-
mentation, 
blogs and 
boilerplate 
examples

Basic 
examples 
in the 
documenta-
tion

Tutorials 
and basic 
examples 
in the 
documenta-
tion

Basic 
examples 
in the 
documenta-
tion

In Table 4.2 the overview of the RNLN criteria can be seen. The FL framework 
Flower possesses all of these characteristics and is the most flexible framework. It 
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can be used with every common ML framework, works on various OS and has the 
most literature available.

Table 4.2. Criteria for choosing the FL framework

Criteria TensorFlow 
Federated 
0.19.0

PySyft 0.6.0 Flower 
0.17.0

FATE 1.7.1 OpenFL 
1.2.1

PaddleFL 
1.2.0

Python      

Federated 
mode

     

OS Linux      

Time series      

Examples of 
implemen-
tations

     

4.5. Design of the architecture with the flower framework

Now that we have chosen Flower as the FL framework, a central server and asso-
ciated clients must be set up. Many different aspects must be considered in this 
design, such as how the server communicates with clients, which parameters of 
the ML model are shared, and how they are secured.

This section first describes the general Flower framework architecture. Then 
we explain the design of the server and clients in this study and how this could be 
used in practice. Figure 4.3 shows an overview of our set-up.

The figure shows on the server side the strategy, the FL loop and the Remote 
Procedure Call (RPC). The strategy determines how clients are selected, the training 
configuration, how the model updates are aggregated and the evaluation of the 
model. The FL loop monitors the learning process and ensures that progress is 
made. It requires a strategy in order to configure a round in the FL process and 
sends those configurations to selected clients via the RPC server. The resulting 
client updates from the local training are sent back through the RPC server and 
aggregated based on the chosen strategy.

Clients can connect to the RPC server responsible for sending and receiving 
Flower protocol messages and checking connections. The client side of Flower 
is simpler, as it only manages its own connection to the server and responds to 
incoming messages by calling the programmed training and evaluation functions16.
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Fig. 4.3. The designed Flower framework architecture.

4.5.1. Build-in strategies

Section 2 describes the main characteristics of FL and the challenges arising from it. 
One of the challenges is client heterogeneity. Clients may communicate at different 
speeds, have different amounts of data points, or send wrong model updates to 
the server. Some of these challenges can be solved by choosing the right strategy 
depending on the amount and type of clients. Default built-in strategies within 
Flower are FedAvg, Fault Tolerant FedAvg, FedProx, qFedAvg and FedOptim.

Federated Averaging (FedAvg) is the standard FL strategy. It is a communication 
efficient algorithm in which the client first performs several updates locally and 
once per round the server averages, or aggregates, the model updates. Fault Tolerant 
FedAvg is a FedAvg variant that can deal with disconnecting or lagging clients17.

FedProx basically works the same as FedAvg in that local updates are performed 
on the model and aggregated to the server once per round. It differs from FedAvg 
in that FedProx accepts that clients perform non-uniformly distributed amounts of 
work, making FedProx suitable for heterogeneous network conditions. FedOptim 
consists of a number of server-side optimizations for more efficient communica-
tion and consists of FedAdagrad, FedYogi and FedAdam18.

In Section 2 the problem of bias in FL was introduced. If the aforementioned 
strategies are used on clients with non-i.i.d. data sets or on different clients where 
a certain type of device is predominant, the trained model can give a distorted pic-
ture and thus have a bias. qFedAvg is a method to solve q-Fair Federated Learning 
(q-FFL) and get more accurate solutions for non-i.i.d. data sets. q-FFL ensures that 
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clients with a higher loss and higher relative weight are given less variation in the 
distribution of accuracy19.

Different strategies have been tested with an LSTM model and i.i.d and non-
i.i.d. data sets20. In case of non-i.i.d. data sets, the accuracy of qFedAvg was higher 
than the other strategies, but the accuracy of qFedAvg was lower than the other 
strategies when training with i.i.d. data sets. Van Oord’s data sets have an equal 
number of data points and are therefore i.i.d. There is also no question of network 
heterogeneity in this (test) set-up. Fault Tolerant FedAvg has been chosen as the 
strategy because it has a higher accuracy with i.i.d. data sets and it can deal with 
clients that fail also by a larger number of clients.

4.5.2. Choices in the design of the federated network

The client and central server can easily communicate with each other if both are on 
the same Local Area Network (LAN), but if several parties, such as RNLN and Van 
Oord, want to train an ML model with each other, a Virtual Private Network (VPN) 
can be used with which they can connect remotely.

In practice, it has to be taken into account that most ship data of the RNLN 
is classified and stored on an air-gapped network. Two solutions are possible. 
Preferably, the network has to be adjusted to run Python. Once this is possible, the 
FL process can be set up in such a way that the model gradients are brought via 
a USB stick to, for example, the Ministry of Defence (MoD) intranet and then sent 
to the central server. Another solution is to physically transfer the data sets to the 
MoD intranet, thereby lowering their classification level. On the MoD intranet it is 
possible to train ML models with Python and connect with a VPN. Since solving this 
issue was beyond the scope of this research, our proof of concept only uses data 
from Van Oord.

At Van Oord, the data sets are not stored on an air-gapped system, but in the 
Azure Cloud. It is possible to train ML models in Azure Cloud and connect to a VPN. 
So for future cooperation, no change in infrastructure at Van Oord is required.

Wireguard was used as a VPN server in this study. Wireguard is a communi-
cation protocol with free open-source software that implements VPNs. To use this, 
the clients were sent configuration files, allowing them to connect to the VPN and 
participate in the FL process remotely.

4.5.3. Communication during the FL process

As mentioned at the beginning of this chapter, the communication of the Flower 
server and Flower clients goes via the RPC. It is important to think about what kind 
of information is being sent by each party.
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Communication starts from the Flower server which selects any number of cli-
ents to run the FL process with. When this minimal number of clients is connected, 
the server starts FL training.

Depending on the type of strategy and the number of connected clients, client 
dropout and reconnection affects the FL process. Fault Tolerant FedAvg was chosen as 
the strategy in this study, hence client dropout and reconnection are accepted if there 
are enough other clients left to meet the minimum number of clients. Depending on 
how many parties RNLN collaborates with, this number can be adjusted.

During the FL process, the central server and the clients communicate by 
sending each other local and global gradients. The local gradients are the model 
updates from the clients and the global gradients are the server aggregated model 
parameters. The type of gradients and their size depend on the type of model. The 
LR model in this study has only one gradient (the slope of the regression line), but 
an NN like the LSTM in this study has many more and this means more data traffic.

In this research, the client is a Python script, where the clients themselves 
install the necessary libraries to run FL21.

4.5.4. Security and privacy

FL is often used in situations where the security of data and privacy of clients is 
very important. Although FL solves some problems of classic ML, there are still 
several possibilities for attackers.

database

local

Central server

database
local

database……
local

Inference

Model poisoning

Data poisoning

Fig. 4.4. Possibilities for attackers in the FL process22.
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Risks within FL are poisoning and inference attacks. Examples of these attacks are 
given in Figure 4. Poisoning can occur because a client adjusts the data set or model 
gradients or because the central server adjusts the global model. Inference can take 
place if outsiders can listen in on the data traffic between the server and clients.

Model poisoning or data poisoning is possible in FL because client data sets are 
not visible and clients are randomly selected. It is therefore not possible to check 
the quality of data sets or to check the history of a specific client. however, model 
poisoning or data poisoning can be prevented by regularly checking the trustwor-
thiness of clients, for example by authentication via the VPN, and evaluating the 
behaviour of clients by checking for deviations.

If FL is to be used by RNLN and Van Oord, this will initially be with a small group 
of parties and a Trusted Third Party (TTP). This makes it easier for the central server 
to evaluate the reliability and behaviour of the clients. When RNLN collaborates 
with a larger group of external parties, random selection of clients in each round 
makes the effectiveness and invisibility of a poisoning attack more difficult23,24.

In addition to poisoning, the FL process can be eavesdropped on by clients, 
the central server or outsiders, who thus obtain some of the local or global model 
gradients. With these gradients, attackers can reconstruct the data set by, for 
example, a Model Inversion Attack (MIA). The possibility of inference by outsiders 
is already reduced by using a VPN. In addition, gradient inversion methods are 
often unsuccessful in practice, because the architecture of the model and the global 
and local gradients must be known to the attacker25,26. If these components are all 
known to the attacker, Differential Privacy can be used to counter the attack.

4.6. Reliability and validity of the FL implementation

This section discusses the reliability and validity of the FL implementation. First, 
the used data sets of Van Oords’s FFPV Stornes will be discussed. Next, a linear 
regression (LR) model was used to demonstrate the validity of the FL process. 
Subsequently, a script with the LSTM network was written for FL clients and a 
number of tests were performed to ensure the validity and reliability of the results 
of this model.

4.6.1. Available data of the FFPV Stornes

This section presents Van Oord’s FFPV Stornes and the available data that is used 
in this paper for testing the FL architecture. The FFPV Stornes was designed for 
installation of rock on the ocean floor (in water depths up to 1500 meters) to 
stabilise and protect pipelines, cables and subsea templates27. The dataset of the 
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FFPV Stornes contains time series data from three of its auxiliary power generators 
and navigation data. Such generators are typically equipped with sensors (i.e. the 
engine speed, the power produced and the generator’s fuel consumption) to pro-
vide for the remote monitoring and control services. The data of these generators 
is used for the LSTM model. The LSTM model learns the default behaviour for the 
generators by training on this data set. Detection of anomalies in all sensors may 
indicate a general problem in electrical operation, and detection of anomalies in 
the sensors of a specific generator may indicate a problem with this generator. 
The anomalies can be read in the warning table by a ship’s crew or maintenance 
engineers ashore. This can lead to additional inspections on a generator and early 
detection of a problem if something is wrong with that generator. The navigation 
data is used to demonstrate and test whether the FL process works correctly using 
a LR model (see section 4.2).

The data set consists of NetCDF (NC) files, each containing data about the vessel 
for a time period of one day. The original frequency of the data by the monitoring 
system is equal to 25 points every second. In order to provide easier data handling 
and to train the model faster, the time interval has been reduced to 5 data points 
per second. No relevant information is lost in this process because the duration of 
anomaly is significantly longer than the new sampling rate. The available data of 
the vessel has been collected between 26/08/2021 and 04/09/2021. The exploited data 
of the FFPV Stornes is reported in Table 4.3

Table 4.3. Used sensor data of FFPV Stornes

Variable name Unit

Timestamp [t]

Latitude [°]

Longitude [°]

heading [°]

heave [°]

Roll [°]

Pitch [°]

Auxiliary Generators: power [kW]

Auxiliary Generators: fuel oil consumption [l/h]

Auxiliary Generators: engine speed [rpm]
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4.6.2. Linear Regression

The LR model was used to test the FL server and FL clients in our model. In Van 
Oord’s data set, a linear correlation was coincidentally found between the change 
in latitude and longitude of FFPV Stornes, because the ship was moving more or 
less in a straight line. This data was therefore used as input for the LR model.

To test whether the FL process works correctly, different laptops were used 
with different OS (Linux, Windows and Mac) on which a data set from Van Oord 
and the FL client script were loaded. In the FL process, during the training of the LR 
model at the clients, several parameters were displayed every round on the server, 
and it was checked that they matched the values   of the parameters at the clients.
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Fig. 4.5. Linear Regression results for FL with two clients.

Figure 4.5 shows an example of the output of the LR model of the two clients. These 
results indicate that during the FL process, the model’s evaluation parameters are 
displayed correctly on the server and that the measurement is valid. Note that no 
aggregation is used here, since there was no linear correlation expected between 
the latitude and longitude on different days.

4.6.3. LSTM-network

An LSTM-network had already been deployed by RNLN in order to detect anoma-
lies in sensor data of ships28. Our FL architecture uses an LSTM-network as an ML 
algorithm and uses the same hyperparameters and set-up as in previous research 
by Maaike Teunisse (2021)29. We refer there for a detailed explanation of how the 
LSTM-network is applied30.
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The LSTM network was first tested with a small part of the data set where there 
was a clear deviation in the four signals at one time point. The LSTM network is 
trained on the data set with the status parameters of the heading, heave, roll and 
pitch of FFPV Stornes. Figure 4.6 clearly shows an anomaly in the four signals at 
one time during the month.

Status of heading, heave, roll and pitch

Date

Fig. 4.6. Graph with status parameters per day of FFPV Stornes (note: dimensionless status 
lines are overlapping).

Warning table
Amount of anomalies within 6 hours

No anomaly
1 anomaly
2 or more anomalies

Warning table
Amount of anomalies within 6 hours

No anomaly
1 anomaly
2 or more anomalies

Fig. 4.7. Warning table with the detected anomalies in the data from Figure 4.6. Units as given 
in Table 4.3: fuel oil consumption in [l/h], engine speed in [rpm], power in [kW].

The LSTM model was tested for anomalies using the data set from Figure 4.6. The 
result of the training is the warning table shown in Figure 4.7. In this figure, a 
clear anomaly can be seen for all systems and this corresponds to the time of the 
deviation in Figure 4.6.
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Date

Date

Date

Fig. 4.8. Sensor data generators 3, 4, 5 and 6 from FFPV Stornes.

There was little variation in the sensor data in this data set, but the LSTM network 
successfully carried out the training. The same test was then performed on a data 
set with less obvious deviations. Figure 4.8 shows the signals from the data set 
from generators 3, 4, 5 and 6 over the period of one day. At 12:00, 14:00 and 18:00 
deviations can be seen, and these deviations are reflected in the warning table in 
Figure 4.1.

A simpler example with one clear anomaly and an example where the anom-
alies were more difficult to read showed that the LSTM model is valid and the 
training of the model was successful.

To guarantee the validity of the study, the fit of the model was also taken into 
account. The appropriate parameters for the evaluation of the LSTM model have 
been investigated and scenarios where clients use non-i.i.d. data sets31.

In addition to validity, a number of factors were taken into account to increase 
the reliability of the study. An important part of this is the repeatability of this 
study. During the research, the model was often trained, modified and retrained 
again. The functions seed(…) and set_seed(…) were used to ensure that identical 
results are generated for training rounds with the same software and data sets. 
These functions ensure that the random processes that take place in the NN can 
be repeated.
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4.7. Results: central machine learning versus federated learning

The goal of this research is to evaluate the possibilities for RNLN to use FL for 
collaboration with external partners. To achieve this, we compare the LSTM model 
obtained from this FL set-up with central ML. For the computer code and the 
tables used for creating the graphs in this section, we refer to the appendices of the 
research of Anna Vriend (2022)32. To compare FL with central ML, the parameters 
loss and accuracy were used. In addition, the data traffic between the central server 
and the clients is monitored with Wireshark.

First, the loss and accuracy of a centrally trained LSTM model were obtained 
by training the LSTM model with one day of data from FFPV Stornes. After this, the 
LSTM network was trained again with FL with various laptops via a VPN, using the 
same data. To obtain the loss and accuracy, the global model was evaluated by the 
server after aggregation of the gradients. To simulate an increasing number of clients, 
each client had as local data a data set from FFPV Stornes of one day. The same FL 
process was performed in two rounds, whereby the central server thus aggregated 
the gradients twice. The data traffic was still below the limit of central ML.

The traffic at central ML is calculated by adding the size of the client data sets 
to the size of the LSTM model multiplied by the number of clients. This is done 
because with central ML the data sets must first be collected at a TTP and then the 
trained model must be distributed to all clients.

The results are summarised in two figures. Figure 4.9 shows an overview of 
the evaluation parameters of the LSTM model at one and two rounds of FL. The 
accuracy increases in both cases with a larger number of clients, and therefore 
more data. With one round of FL, 6 clients are needed to exceed the accuracy of 
central ML and with two rounds of FL, this already happens with 2 clients. The loss 
at two rounds of FL is lower than at one round, but in both cases the loss is not as 
low as at central ML.
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Fig. 4.9. Evaluation parameters LSTM-model 1 versus 2 rounds of FL.
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In addition to the evaluation parameters for one and two rounds of FL, the data 
traffic between the clients and server at FL versus central ML was also examined. 
Figure 4.10 shows that the amount of data traffic during FL at one and two rounds 
remains below the amount of data traffic during central ML. The amount of data 
traffic during central ML increases linearly.
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Fig. 4.10. Comparison of data traffic central ML versus FL with 1 and 2 rounds.

4.8. Conclusion

Nowadays, Machine Learning is used successfully in many applications. There 
are two important challenges involved with the implementation of this technique. 
The first is that in many industries, data is stored in separate places. The second 
challenge is the growing demand for ML that respects the privacy of the training 
data. Conventional ML is based on centralised data collection and is thus unable to 
face these challenges33.

In this paper, an FL architecture has been designed using the Flower FL 
framework to train an LSTM model of the RNLN on data of Royal Van Oord’s FFPV 
Stornes. Tests have been conducted in this work that show that it is possible to 
apply FL to the execution of this ML algorithm if the central server and the clients 
are laptops connected to different networks. An LR model was used to test the FL 
server and FL clients in the designed architecture. Next, an example with one clear 
anomaly and an example where the anomalies were more complex showed that 
the LSTM model is valid, and the training of the model was successful.

In both cases, the model accuracy increased, as expected, with a larger number 
of FL clients. With one round, 6 FL clients were needed to exceed the accuracy of 
central ML and with two rounds 2 FL clients were required. The loss at two rounds 
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of FL was lower than at one round, but in both cases the loss was not as low as with 
central ML. This work herewith showed that FL with multiple clients outperforms 
central ML in terms of accuracy (Figure 4.9) and is therefore a valuable solution 
for working together on Predictive Maintenance problems. Figure 4.10 shows that 
the amount of data traffic during FL at one and two rounds remained below the 
amount of data traffic during central ML. This effect will be exaggerated when 
large data sets are used for training the ML model, as is often the case for Predictive 
Maintenance problems.

If a TTP is appointed by the RNLN and Van Oord, it is technically possible to 
train the discussed LSTM network using FL. The RNLN should however take into 
account the defence security policy before the FL client can be deployed on the 
MoD intranet. This security policy has not been taken into account in this study. 
For air-gapped or disconnected networks the FL process can be set up in such a 
way that the model gradients are brought via a data carrier (i.e., a USB drive) to the 
central server. This can be relevant for networks such as the highly classified MoD 
networks, but also networks aboard warships.

Following the results of this study it can be concluded that it is relevant for 
the RNLN and Royal Van Oort to use FL. FL is a way to achieve using more data 
for training their ML models without the need to share their raw data. This leads, 
in the generic sense, to better predictions, as the tests carried out in this work 
have confirmed. The RNLN’s LSTM model, which was able to detect anomalies in 
sensor data of Van Oord’s FFPV Stornes, has been trained with data sets from only 
one ship. In practice, value lies in collaboration with multiple parties that have 
different (types of) ships. It should be taken into account that anomalies in the 
sensors used in this study may manifest themselves differently on other ships. If 
the model from this research is to be used, it is important that equivalent data is 
available and sensor data from similar types of components is used.

Finally, opportunities for FL are recognised in applying FL for one of the parties’ 
own fleet, the ships will be the clients and a server on shore is the central server.
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CHAPTER 5

Information- and data-driven organisations 
from promise to practice?
Reflecting on maturity dynamics in a defence sustainment 
organisation
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Abstract

In today’s increasingly digitised world, data is the common denominator in firms and public organi-

sations like the Ministry of Defence (MoD). The Netherlands MoD (NLMoD) declared in its long-term 

vision that it wants to be an information- and data-driven organisation. How realistic is this vision, 

and what is necessary to really become information- and data-driven? Current literature provides 

limited answers to these questions. This chapter elaborates on the use of data-driven maturity 

models to be able to assess the current situation of the NL MoD sustainment organisation, and to 

explore what should be done to become a more information- and data-driven organisation. Our 

results contribute to literature on strategising on maturity evolution, and they offer professionals 

actionable insights for changing their organisation.

Keywords: Data-driven, Maturity model, Data maturity assessment, Defence sustainment, 

Sustainment organisation

5.1. Introduction

In today’s increasingly digitised world, data is the common denominator. Leading 
organisations are turning data into valuable insight and powerful capabilities, not 
just enabling but driving strategy and decision-making.1 however, even though 
leading organisations increasingly rely on data, others struggle to capture value 
from data and fail to fulfil this data-driven ‘dream.’2 We note that various com-
munities refer to ‘data- and/or information-driven.’ Data per se does not improve 
organisations but it provides a required foundation for information. Data can be 
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defined as ‘a symbol set that is quantified and/or qualified’, while information is 
‘a set of significant signs that has the ability to create knowledge.’3 We use in this 
chapter ‘data- and/ or information-driven’ interchangeably to relate to various 
academic literatures and professional communities, noting that conceptual clarity 
will be required as the field matures.

Researchers and consultants tend to believe that strategy development and 
execution based on pivotal elements like an organisation’s own mission and goals, 
analysis of the environment, and intra-organisational optimisation and adjustment 
are of significant importance for business continuity. Based on tools like McKinsey’s 
7S model,4 organisations have invested for decades tremendous resources into 
strategy development and execution, the renewal of business processes and 
the improvement of their information systems to enact competitive advantage. 
Correct and in-time business decisions were and are crucial to remain competi-
tive for which reliable, accurate and punctual information needs to be provided. 
Information processing has been acknowledged since the seventies as the lifeline 
of organisations.5

Especially over the last decade, the societal arena has changed significantly 
because of the “continuous development and penetration of digital technologies 
that lead to disruptive changes in the economy and society that enable novel ways 
of leveraging data for optimizing business processes and design innovative data-
driven business models”6. These trends have increased pressure on organisations 
to become more data driven. In literature, these organisations are called Data-
Driven Organisations (DDOs), with several definitions in use. Hupperz et al. (2021), 
for instance, present a high-level description of DDOs using five key elements to 
describe such an organisation: Digital Transformation, Data Science, Data-Driven 
Business Model, Data-Driven Innovation and Data Analytics. Decision-making is a 
pivotal concept in DDO, with data-driven decision making described as ‘multiple 
forms of data (that) are first turned into information via analysis and then combined 
with stakeholder understanding and expertise to create actionable knowledge.’7

The wish to become a data-driven organisation is often expressed. Yet many 
organisations fail to set steps to become a data-driven organisation because they 
often do not realise that DDO-transformation requires change of all relevant 
aspects of the organisation in a balanced way, as for example was illustrated by 
the 7S model of McKinsey or five key elements of DDOs.8 Therefore, there is a 
gap between on the one hand expressed intention, and on the other hand acting. 
Organisations often lack the knowledge to determine their direction (what are 
we aiming for?), and to determine how to transform the organisation in order to 
materialise ‘potential for improvement.’9 The objective of this chapter is to examine 
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the relationship between organisational goal setting pertaining to becoming data-
driven, maturity in this realm, and process conceptualisation of actionable-balanced 
change. We draw on digital maturity theory and examine a Defence sustainment 
organisation as an illustration. This organisation includes maintenance, logistics, 
supply chain management, transport management, purchasing management, asset 
management and lifecycle management.

Maturity models have been used extensively to guide organisations toward 
domain maturity.10 With a maturity model, we can establish a desired to-be situa-
tion based on known experience and best practices. A maturity assessment then 
positions an organisation on the maturity model and determines the as-is situation 
of the organisation. When we have established the current state and the future 
direction, we can provide relevant information about the current challenges and 
opportunities. A maturity report provides information that can be used as the fun-
damentals of a strategic plan to become a mature data-driven organisation. Next, 
we examine theory on data-driven maturity, followed by an illustration concerning 
a Defence sustainment organisation.

5.2. Data-driven maturity models

5.2.1. Conceptual clarity across communities

Multiple professional and academic communities use concepts like ‘intelligence’ 
and ‘data-driven,’ representing at least a major hermeneutical problem. The (evolv-
ing) meaning of these – very same – words seems to differ between organisations 
and practices/communities. We therefore briefly clarify our understanding of the 
concepts and communities mentioned to make the positioning of our chapter more 
precise.

‘Multilevel decision making’ is a framework that resonates across communi-
ties; it therefore serves as our starting point. Organisations and the value chains 
in which they are embedded require decision making at strategic, tactical, and 
operational levels (in military thinking the latter two terms should be exchanged) 
(Figure 5.1). Note that multilevel thinking and organisation-vs-chain thinking rep-
resent two different units of analysis.

At the operational level, public organisations are responsible for security oper-
ations in a particular environment; it is their primary task. We can then distinguish 
two broad communities that span military business and war studies (depicted with 
grey and orange boxes).
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Fig. 5.1. Clarifying intelligence and data-driven concepts across communities.

– On one hand, community A (grey) is geared towards security. Within this
community, A1 depicts original strategic Intelligence-led Policing thinking that
has focused on strategically orienting an organisation’s activities: ‘holding
out the promise of a more objective basis for deciding priorities and resource
allocation’.11 At the tactical level, MoD’s hQ and service branches have central-
ised organisational units (A2). Shifting to the operational level, intelligence
– defined as actionable information – increasingly plays a significant role in
enabling or even initiating-steering operations,12 including operational ‘IGO’
(Informatiegestuurd Optreden) at the NL Military Police13 (A3).

– On the other hand, community B concerns commercial organisations as well as 
business-like aspects of public organisations (including those focused on secu-
rity). The advent of business computers spurred in the 1990s a new interplay
of business process redesign and information technology (B1), starting bottom
up rather than top down as mentioned above for A.14 Advances in computer
and software capabilities expanded this approach to tactical (e.g. Enterprise
Resource Planning, control towers, managing multiple business processes
using dashboards,15 B2) and strategic levels (updating organisational position-
ing, business model, B3). Intelligence in the B community is predominantly
reserved for strategic level decision-making.16 We note that at present, data-
driven is still mainly focused on operational level topics like process mining
(B1), with B2 showing gradual advances towards multi-process analytics and
performance management ‘on top of’ B1. This has to do with the availability of
data and algorithms. Recently, a multilevel approach is emerging embracing
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the notion of information and data-driven as an organisational transformation 
concept, building on earlier work on business-IT alignment17 (B4).
Our chapter is positioned in the B-tradition, focusing on B4 for military sustain-

ment organisations. At the same time, we are aware of the ‘A-tradition’ and carefully 
use resources emanating from different communities. We note that strategic level 
documents from the NL MoD tend to combine operational A3 innovations with 
future-oriented ideas on strategic level change18 (A1 and B4) and sometimes micro 
innovations (B1).19

5.2.2. Data-driven decision making: why, how

Organisations increasingly seek to improve their insight in operational-level pro-
cesses, shifting from independent (sub)processes towards multiple interdependent 
processes. These efforts resonate with a simultaneous shift in analytics from 
description, towards prediction and prescription.20

An important aspect of being data-driven as an organisation is that decision-mak-
ing is supported by data-backed intelligent information instead of intuition, and 
that data-driven activities are fully integrated into business processes not only on 
the production level, but also on tactical and maybe in the future, strategic business 
levels. Data-driven decision-making increases the ability to understand patterns 
from the past and to predict future demand and operations, and therefore to 
optimise these in terms of, for instance, resource.21 It extends traditional ideas on 
organisation science on information processing.22

Research has shown that companies that emphasise data-driven decision-mak-
ing show higher performance.23 Decision-making is a multi-level concept in modern 
organisations and therefore most employees, not just business analysts or data 
scientists, must be empowered to understand the possibilities of exploring and 
exploiting data to develop data-driven decision-making capabilities.24

Though one might expect that faster access to, and implementation of, better 
and broader information positively affects business decisions, this is not easily 
determined. This effect seems more straightforward in a military operational 
context as epitomised by the OODA loop (A3 in Figure 5.1).25 For other contexts, it is 
difficult to assess and/or measure the influence of information access on business 
results. This cannot be directly measured so far. As an intermediate step, we can 
use maturity models to examine the extent to which organisations are or are 
becoming more data driven.
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5.2.3. Maturity models

Maturity models define levels of definition, efficiency, manageability, and measure-
ment of the monitored environment. A universally used maturity model is Gartner’s 
Maturity Model for Business Intelligence and Performance Management.26 This 
model offers a non-technical view and discusses maturity in terms of business-tech-
nical aspects that can help identify bottlenecks, encourage discussions between 
departments and thus help improve maturity. Such improvement may concern 
the general maturity level of the organisation, the maturity level of individual 
departments and/or business units, and/ or one or more areas defined by maturity 
models.

Guidelines are represented as a framework, defining layers and components 
that need to be integrated and aligned to generate a better-defined strategic vision 
and plan for implementing it.27

Buitelaar28 redesigned Gartner’s maturity model and developed a new maturity 
model geared towards organisations interested in becoming more data driven. For 
this maturity model, the design approach described by hevner, March, and Park 
(2004)29 is followed. It is also in accordance with the research of Becker, Knackstedt, 
and Pöppelbuß (2009)30 who published a paper on the development of maturity 
models for IT management and proposed a procedural model for the development.

Dimensions. Most maturity models are focused on analytics as an isolated activ-
ity within the organisation. The relation between analytics and the organisation 
is often left out or implicitly included in some dimensions. Therefore, Buitelaar’s 
model includes two more dimensions: Integration & Empowerment. These dimen-
sions are aimed to position analytics as an activity within the organisation as a 
whole. Integration is the concept of integrating analytically produced insight into 
business processes. Empowerment is the concept of empowering members and 
products of the organisation using analytical techniques and data.

The complete list of dimensions then becomes as follows:
– Data. The fuel for all data-driven activities. how do you source and manage

your data?
– Metrics. The key to measuring output and managing performance. how do you 

use, collect, and enrich your KPIs?
– Skills. Essential for operating a data-driven organisation. Do you hire and

educate the right people?
– Technology. The foundation for a data-driven organisation. What technology

do you need to build an analytical process?
– Leadership. The cornerstone for a successful analytical transformation. how

does leadership successfully steer the transformation?
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– Culture. The driving force behind a data-driven organisation. how does culture
affect and promote data-driven adoption?

– Strategy. The plan for success. What role does analytics have in your plans and 
vision of the future?

– Agility. The ability to adapt and deliver. how well are your roles and processes 
organised to change and deliver?

– Integration. The integration of analytical insight into processes. how is the
organisation using and integrating analytical output?

– Empowerment. The empowerment of the organisation. how is data analytics
helping your employees and products to succeed?

Data-driven organisations do not isolate analytics in a certain process or depart-
ment. The entire organisation should be better equipped for success through the 
power of data and analytics.

Maturity stages. While the dimensions help organisations distinguish areas avail-
able for interventions, stages are required to conceptualise process. Five maturity 
stages pertaining to becoming data-driven are distinguished in a normative sense, 
i.e. they are believed to provide a developmental pathway for organisations
(Figure 5.2).

Fig. 5.2. Different maturity levels based on Buitelaar (2018).
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These stages apply to all dimensions, and they convey both business value and 
analytical capability. The stages also reflect a holistic and step by step develop-
mental view on data-driven activities within the organisation. For instance, in 
stage three, the importance of optimising processes with analytical insight is 
stressed (a business process angle), while in stage four empowering members of 
the organisation shifts the emphasis to employees. These two stages then culmi-
nate in an innovating organisation based on data and analytics, with a workforce 
capable and willing to keep on experimenting and improving a data-driven 
approach to organisational work. Table 5.1 shows that Buitelaar’s (2018) maturity 
model is useful for analysing the situation within (mostly large) organisations 
or partnerships. However, he seems to be less clear about (1) the desired matu-
rity depending on the type of business/ industry, and (2) the extent to which an 
organisation has partially or fully reached a maturity level.31 In a normative sense, 
maturity improvement applies to an organisation as a social system at large, not 

Table 5.1. Maturity stages related to the data dimension of Buitelaar’s (2018) model (modified)

REPORTING ANALYZING OPTIMIZING EMPOWERING INNOVATING

Visualize 
existing data 
and create the 
foundation for 
an analytical 
future.

Dive deeper 
into the data 
to achieve 
insight into 
why things 
happened.

Optimize 
business 
processes by 
bringing ana-
lytical insight 
to operations.

Empowering 
employees 
by providing 
the tools and 
knowledge 
to perform 
analytical 
activities.

Use data and 
experiments 
to innovate in 
products and 
transform the 
organization.

Data Determine 
which data 
needs to be 
visible. 
Source and 
report critical 
data.

Determine 
which data 
is relevant 
for deeper 
analyses. 
Collect and 
analyze 
relevant data. 
Monitor and 
ensure data 
quality. 
Define a 
strategy for 
keeping data 
secure and 
private.

Collect data 
like user 
behavior on a 
bigger scale. 
Use customer 
data to per-
sonalize the 
experience. 
Focus on data 
quality.

Look for 
new data 
opportunities, 
including 
from third 
party sources. 
Create a 
clear data 
governance 
strategy that 
scales

Continue to 
look for new 
data sources 
from new 
products. 
Leverage 
alternative 
unstructured 
data sources, 
such as voice 
and images.
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specific organisation units or processes possibly advancing more rapidly than the 
rest of the organisation.

Following the model, one can state that the ideal situation is that an organi-
sation has reached a certain maturity level across its entire ‘width,’ but it is also 
conceivable that a certain independent part of an organisation has a much higher 
maturity level than the rest of the organisation. hence, different normative concep-
tualisations of maturity dynamics can be distinguished.

Next, we examine the usefulness of these concepts in an empirical setting: the 
Dutch MoD sustainment organisation.

5.3. Long-term Netherlands “Defensievisie 2035” on becoming information and 
data-driven

The Dutch Defence organisation (NLMoD) presented in 2020 a new long term, 
15-year strategy to address the envisioned national and international security
threats called “Defensievisie 2035” (Defence Vision): “Vechten voor een veilige
toekomst” (“Fighting for a secure future”).32 This vision describes the envisioned
characteristic properties of the organisation in 2035 and ten guiding principles
that will embody these organisational properties. The envisioned organisational
properties and guiding principles are given in Table 5.2.

Table 5.2. NL MoD Defensievisie 2035: envisioned organisational properties and guiding 
principles33

Organisational properties

Technologically advanced Information-driven Reliable partner and 
protector

Principle Principle Principle

Unique individuals and 
labour extensive capacities

Authoritative information 
position

Transparent and visible in 
an engaged society

Flexible operations, 
rapid response, scalable, 
independent

Multidomain and integrated 
operations

Strive for a stronger 
self-reliant Europe

Strong innovative capacity Strive for specialisation 
within NATO and Europe

Escalation dominance (in 
cooperation with partners)

Strategic capabilities for a 
resilient society
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A further and refined interpretation of the vision can be found in the NLMoD 
research agenda34 that focuses on future, vision driven knowledge and innovation: 
“The Defence Vision places a strong emphasis on strengthening the innovative 
capacity of the Ministry of Defence. The research agenda focuses on relevant 
(disruptive) technologies and research needed to support the goals of the NLMoD 
Defensievisie 2035. In the two mentioned documents as well as not publicly 
published MoD-documents we notice an understanding that there is a difference 
between an information-driven organisation and information-driven action. The 
difference indicates that in the NLMoD Defensievisie 2035 there is a distinction 
between:
– Managing and operating the organisation, i.e., creating policy and business

management aspects, and
– Operational forces and their primary processes.

Public appearances by leading officers confirm this vision. Commander of the 
Netherlands Defence Forces General Eichelsheim stated during the MoD strategic 
meeting (8th October 2021, translation by the authors):

‘Focus points information-driven and digitised. Within strategic competition, digitisation is 

a rallying theme. Data is the foundation for our business operations and operations. This 

calls for modern and secure means of communications and IT, both in The Netherlands 

and abroad. On the battlefield, our people can make the difference because in addition to 

their human side (abilities), they bring something else: data. Data works for them; it gives 

them an edge in the strategic competition and the power to make decisions with important 

consequences.’

The interpretation of the information-driven organisation, in the philosophy 
of fact-based management, is directly tied with the data-driven philosophy (the 
existence, definition, conceptualisation, methods, knowledge possibilities, truth 
standards, and practices of working with data and information)35 in the private 
and non-defence government sector (see also Figure 5.1). The information-driven 
action is much more tied to concepts as “intelligence led” in for instance policing 
(Information/Intelligence Led Policing) (A1 and A3 in Figure 5.1). This becomes clear 
given the interpretation of information-driven action: “Achieving the right effect 
in the right place by applying information smarter, faster and more powerful than 
our opponents.”36

In the analysis in this chapter, we focus on the developments concerning 
sustainment and being or becoming data-driven in sustainment. We give a brief 
description of the developments since 2003, the current status and comment on 
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some of the proposed or already started actions to reach the goals set in the NLMoD 
“Defensievisie 2035”.

5.4. Dutch defence sustainment: from information management towards infor-
mation and data-driven

The NLMoD sustainment organisation took its first steps into a more information 
and data-oriented approach with the decision to introduce an ERP-system in 2003 
(B2 in Figure 5.1)37. The main goals of the transformation were: (1) more effective 
equipment logistics support for (joint) operations; (2) support the new Defence 
management model; 3) more efficiency; (4) improve the management of the infor-
mation provision by replacing numerous legacy systems with one ERP system.

After the implementation in 2013, an evaluation of the ERP-migration project 
SPEER (Strategic Process Enabled ERP Re-engineering)38 took place in 2017. The 
evaluation concluded:

“We are therefore not surprised that Defence is still at the beginning of a growth curve 

towards maturity in working with ERP. In various places in the organization an upward 

trend is visible as well as a rising enthusiasm in the use of ERP.”

The report also concluded that most of the main goals that were formulated when 
the SPEER project started were not yet fully realised at that time. however, the 
implementation of the ERP-system in 2013 and the subsequent system development 
and migration to the ERP-system of almost all article categories and main sustain-
ment processes within the NLMoD lead to the conclusion that its ERP-system is 
the leading system guiding the business process support within the sustainment 
organisation. Looking at today’s situation, NLMoD is preparing itself for the trans-
formation to a more information- and data-driven organisation39.

While the new data-driven strategy was formulated, three important building 
blocks of the future sustainment data infrastructure that are going to dominate the 
next 15 years or more have been (partially) designed. The building blocks are pro-
jects to rebuild the aging IT-Infrastructure, the implementation of a new iteration 
of the ERP-system, and a newly to be designed hRM-architecture which will be 
integrated in the earlier mentioned new ERP -system. For the NLMoD sustainment 
organisation, this implies that most of the sustainment processes will be supported 
by the new S4/HANA ERP40-system from 2025 onwards.

Considering the efforts needed in time, capacity, knowledge, and experience 
to transform these building blocks during the next five years into fully deployed 
IT-systems that can support the goals set in the NLMoD Defensievisie 2035, the 
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question whether there is a foreseen transformation growth path to reach the 
demands of the NLMoD Defensievisie 2035 should be answered. Have we learned 
from previous experiences and other organisations? Is the ambition of NLMoD to 
become an information and data-driven organisation, considering the understand-
ing that successful organisations transform holistically in well-defined (in terms 
of goals, time, and budget) steps to a certain data-driven maturity level, realistic 
without a well-defined transformation plan? While the full transformation trajec-
tory plan is not ready yet, one may wonder whether the building blocks presently 
defined suffice for reaching the next levels of maturity.

In relation to the ambitions to migrate the current ERP system SAP R3 to the 
new generation ERP system SAP S4/HANA the following questions are relevant. 
Is the S4/HANA ERP-system enabling the organisation to reach information data-
driven maturity and to what extent? Is the transition path sufficiently clear? Are 
the ambitions realistic considering the mandatory development phases, i.e., differ-
ent maturity stages? Finally, what would be realistic steps to climb the ladder? To 
answer these questions,
– We analysed the final targets as laid out in the NLMoD Defensievisie 2035,41

– Mapped these targets to the maturity model of Buitelaar (2018),
– Derived the maturity stage of being “data-driven” of the sustainment

organisation,42,43

– Considered the steps to be taken to get from the current level (and phase) to the 
end goal, and

– Compared the current actions defined to climb to the next level with the path
set out by the NLMoD documents at our disposal.

5.5. The maturity assessment of the current sustainment organisation

We start out by assessing the current maturity phase of the NLMoD sustainment 
organisation as DDO. The model by Buitelaar, as previously discussed, has ten dif-
ferent dimensions, and recognises five distinct stages of development. To be able to 
assess a current or future data-driven maturity stage of an organisation, Buitelaar 
has specified the ten dimensions in two or more relevant factors. For instance, the 
dimension DATA is constructed from the factors “data analytics storage,” “source 
variety” and “governance.” By scoring the level of use, integration, being up-to-date 
comparative to competitors etc. and combining the weighted scores leads to the 
total dimension score44. To derive the score for the NLMoD sustainment organisa-
tion we used the tool by Buitelaar45

The answers to the questions to assess the factor and dimension scores were 
scored based on the available documents, and experience of the research team 
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within the NLMoD sustainment organisation. Many of the answers are related to 
the recognised stages of development of the implementation of the current NLMoD 
ERP-system, processes and other systems that are used to store and analyse data in 
the sustainment organisation. In this way, it is possible to estimate the data-driven 
maturity of our sustainment organisation.

The assessment of the current level of maturity of the NLMoD sustainment 
organisation shows us the following diagram and is in line with the evaluation 
report of the ERP-migration in 2017:
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Fig. 5.3. Maturity assessment of the NL MoD sustainment organisation by the authors based 
on Buitelaar’s (2018) assessment model.

The overall score is 1.8 out of 5. Looking at Figure 5.3, NLMoD is in the “analysing” 
phase implying that NLMoD is currently considering diving deeper into the data 
to achieve insight into why things happened and tries to make a start by optimis-
ing business processes by integrating analytical insights. In analytics terms, the 
organisation is at the crossroad of going from descriptive to analysis. The recently 
developed “Material and Personal Readiness” dashboard used by the Director 
Control of Operational Readiness at the Defence Staff is a good example of this 
maturity phase.
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5.6. Maturity level of the future sustainment organisation

There are a lot of similarities between the NLMoD sustainment organisation and 
large public and commercial organisations. This becomes apparent when analys-
ing the long-term goals as mentioned in the NLMoD “Defensievisie 2035” and the 
functionality requirements of the new S4/HANA ERP-system. This implies that we 
may assume – we cannot derive it from current sources – that the main under-
lying driving factor is algorithmic data-driven model evaluation incorporated in 
all or almost all decision-making processes within the sustainment organisation. 
Realising this and mapping the envisioned end-state of 2035 to the Buitelaar matu-
rity model, the implication is that all ten dimensions should attain maturity level 
“innovating”, or “empowering” at least.

Given the result of the analysis for the current state, “analysing,” a transform-
ative growth path must be formulated for all ten dimensions. It is known that an 
organisation must go through a development of all the different lower maturity 
levels to be able to reach a higher level of maturity. Experience shows that to 
transform from one level to another usually takes several years as learning takes 
time and stages cannot be skipped.46

This points to the risk of taking a correct step at the wrong time, which does not 
lead to the proposed effect and can be very costly. For example, in the “innovation” 
maturity level, one needs innovative oriented individuals in the workforce, while 
in the level “analysing” these individuals cannot do more or less than routinely 
executing their tasks, so in the analysing phase you “just build the damn thing.” 
Training and hiring the wrong type of individuals at the wrong time can turn out 
to be a costly and ineffective affair.

This leaves us with the question: can we already find a transformative strategy 
in communications of the NLMoD and to what extent? And further, what should 
that strategy entail? Could the maturity model enable design of a transformative 
strategy?

Some indications can be found in NLMoD “Defensievisie 2035”:

“The Defence Vision wants to make room for experimentation and scaling up new technologies 

and working methods in the organisation by means of short-cycle innovation. Partly against 

this background, the Defensievisie 2035 stimulates the further development of innovative 

defence ecosystems of companies, universities, and knowledge institutions.”47

These developments are needed to define objectives and may drive organisational 
developments.

This statement creates problems with our current state on the maturity ladder 
if this innovation must be widely implemented within the organisation. This is also 
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recognised: current successful innovative experiments cannot be embedded in the 
current organisation due to legal and cultural challenges, eliciting frustration with 
the innovators.48 This again implies that before stimulating the innovative ecosys-
tems, the ‘regular’ (routine-oriented) part of the organisation must be in order to be 
able and willing to support the innovators. Therefore, stimulating the innovation 
too much in this phase of the transformation again could have adverse effects.

In earlier NLMoD policies and statements,49 the most important action program 
was to get the organisation in order and in line with its budget. The above anal-
ysis confirms that to be able to transform to a situation as defined in the NLMoD 
“Defensievisie 2035”, the organisation should be in line with its actual goals and 
budget.

5.7. Discussion

This chapter’s objective was to examine the relationship between organisational 
goal setting pertaining to becoming data-driven, maturity in this realm, and process 
conceptualisation of actionable-balanced change. Given the considerable number 
of dimensions and the size of the gaps as identified before and the necessary 
integrated approaches to data-driven working in the sustainment organisation, 
several major achievements must be realised: the implementation of the new 
ERP-system. Working data-driven means not only implementing the IT but also a 
redesign of the “business operations” side, what is required, what should the new 
working processes look like, and how the IT systems can support this. This in turn 
implies that the business side is aware of what is possible. This is called the classical 
business – IT alignment. But now, packaged in newer and more dynamic context, 
the data, information, and software rules in the SAP S/4 HANA ERP-system are even 
more determining the operational possibilities and efficiency than ever before.

This observation leads to the conclusion that the classic way of bringing in 
new IT functionalities is not only a matter of “change the business through a 
short-term project” or implement a new technical tool that delivers the required 
functionality but also needs a long-term perspective on how the organisation can 
be permanently transformed to a higher maturity level needed to be able to operate 
and work with the new functionality as a Data-driven Organisation. This means a 
long-term perspective not only on IT but also on all the ten mentioned dimensions.

Another consequence of maturity level awareness within a data-driven organ-
isation should be the goal setting within (strategic) vision papers and requirement 
documents. An often-observed pattern in IT projects is that “the business” is asked 
what kind of functionality they require without completely realising the possibili-
ties and limitations of the software and the IT department is often not fully aware 
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what the business consequences are after implementation of the IT-system. The 
new SAP S/4 HANA standard, which will be the new ERP/SAP functionality from 
2025 onwards, has a lot of new Business Process Management (BPM) possibilities. 
The project business case of the migration project, called “Roger”, shows us the 
advanced functionalities NLMoD will be able to perform. however, the necessary 
maturity-steps that must be taken to be able to use the functionalities in an optimal 
way seem not well defined.

Not only should goal setting in strategic vision papers and requirements be 
looked at. In addition, the governance of “running the business” is a prominent 
issue. As already mentioned, to be able to use new complex functionalities on a 
high maturity level, all ten maturity dimensions should ideally function at the same 
level. This means for instance, at level X for data, that they are stored in one data-
base, accessible through IoT, have high quality (complete, unique, actual), are well 
protected and managed. For the dimension skills, it means that the sustainment 
organisation needs high-level computer science and artificial intelligence skills to 
create analytical products and empower employees. It needs knowledge on how 
to rapidly create new analytical models for different applications and ventures to 
capture the maximum value out of our data. All the employees in the organisation 
have the mindset and the knowledge to continuously improve their work and 
processes, using a variety of data sources and methods.

The alignment of IT with business in a data-driven context is in the current 
organisation very much tied to the IT, while in successful companies the data are 
more tied to the business operations. To achieve a good alignment, it is necessary 
to bring this in balance and give IT a more integrated position in business. In the 
traditional strategical alignment model,50 this situation is referred to as the com-
petitive potential situation. NLMoD quite often seems to struggle with this problem.

5.8. Conclusion

To become a really successful information and data-driven organisation as men-
tioned in the NLMoD “Defensievisie 2035”, a broad, long-term and transformation 
encompassing multiple dimensions approach must be made before this end 
state can be reached and innovation permeates the blood vessels of the people 
and the organisation, for instance procurement processes for future weapon and 
IT-systems and their life cycle support. It is a difficult and time-consuming transfor-
mation process that can only be successfully achieved through the transparent and 
structural use of an implementable “maturity development strategy”.

‘Implementable’ concerns the ability of an extant organisation to take the 
next step in terms of maturity development. With respect to the extant Defence 
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sustainment organisation, one can point at the present challenges to achieve a 
‘normal’ level of operations when looking at for instance around 600 vacancies, 
stock problems, and data immaturity. Addressing these challenges calls for not 
only budget but also a systematic fixing of foundational capabilities. Moving from 
sustainment towards the MoD organisation at large, we can conceptually gener-
alise our findings. As becoming data-driven has developed into a strategic choice 
for the Dutch MoD, future research topics include refinement of a maturity model 
across all levels and across the military operational and non-operational sides. 
For instance, researchers may evaluate the extent to which military operational 
units are data-driven. They can examine operationalisation and use of fact-based/ 
data-driven strategic management of military operations and organisational 
performances.
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CHAPTER 6

The effect of big data and AI on forecasting 
in defence and military applications

André J. Hoogstrate

Abstract

In this chapter we analyse the effects Big Data and AI have and will have on the practice of fore-

casting for defence and military applications. Big Data brings an abundance of heterogeneous data 

from many sources to the table and AI and its subfield Machine Learning brings a whole host of new 

models, algorithms, and forecasting methods with it. Combining both concepts, it is foreseen that 

forecasting and foresight development will be greatly influenced by these two developing trends. The 

impact on applications at the strategic, operational as well as tactical level is considered.

Keywords: Forecasting, Big Data, Artificial Intelligence, Military, Defence.

6.1. Introduction

Forecasting is an important tool in defence and military strategy, operations, man-
agement, and sustainment. The applications vary from direct use in budgeting, 
planning, logistics and numerous sustainment functions and weather forecasting 
to more varying applications in strategy and foresight development1, intelligence, 
operational and tactical aspects of predicting enemy forces and friend and enemy 
civilian behaviour.

Forecasting is founded on the assumption that current and past knowledge can 
be used to make predictions about events in the future. It is not expected though 
that the forecasts match future values exactly but are close in some sense. Common 
forecasts to use are the expected value or the most likely value but it might also 
be a forecast interval or the entire probability distribution of possible forecasts.2 
Several relevant aspects of forecasting are discussed in more detail below.

Artificial Intelligence (AI) and big data (BD) are topics that have attracted the 
interest of business and military strategists alike. Both concepts are projected to 
become disruptive technologies3. While Big Data and AI are used extensively by 
several very successful early adopters in the private sector, the most dramatic/
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influential impact is still to materialise, certainly in the military context. AI is still 
in an early development phase, but most nations have recognised its importance 
and setup large scale scientific research programs in cooperation with the private 
sector and the military-industrial complex4.

Big data is considered important in analytics and forecasting as it provides 
the option to include more and other types of data in the forecasting process than 
traditionally available. Available means having in place a data registration, storage, 
and collection process such that data from the own organisation such as registry, 
ERP-systems, sensors, etc as well as third party data be it structured, un-structured, 
semi-structured and/or heterogeneous can be included in the forecasting process 
without much effort from the analyst or forecaster. Getting this infrastructure 
organised and working is a precondition to enable an organisation to use BD 
successfully but requires in most organisations an expensive and intensive reengi-
neering of most business and operational processes5.

Artificial Intelligence could informally be defined as, given that no precise 
single commonly accepted definition exists, “the capability of a computer system 
to perform tasks that normally require human intelligence such as visual percep-
tion, speech recognition, and decision-making”6 (Cummings, 2018). DARPA7 gives 
a somewhat more focused definition “Artificial intelligence is the programmed 
ability to process information.” Below, we return to the DARPA vision on AI, as this 
characterisation comes closest to the perception of the military practice.

In the remainder of this chapter, we first give introductions to BD, AI and the 
theory of forecasting. Thereafter we introduce a framework to access the impact of 
BD and AI on forecasting methods and processes. Finally, we illustrate the current 
and foreseen effects by discussing several defence and military applications.

6.2. Big data

Big data in business is often characterised by the 5 V’s: volume, velocity, variety, 
veracity, and value. Volume indicating the large amounts of data, velocity the 
speed at which the data are generated and become available for analysis, variety 
indicating the heterogeneity of the data, from users-log to images, from simple 
spreadsheets to complex relational data. These three V’s are in a sense always 
positive; they create analytical opportunities whether we seize the opportunity or 
not. The same analysis holds for defence and military applications.

Veracity and value are a bit different: veracity is whether the data are consist-
ent and “truthful” enough to be used; it is about data quality and its relation to the 
real-world. In business there are applications where the veracity of data is neces-
sarily high, for instance in most transactional data the importance consistency is 
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paramount, think about your bank statement at the end of the month. For other 
applications veracity is not so important; in a marketing campaign, if observations 
do not have the correct GPS coordinates for 20 percent of the potential clients it is 
usually not problematic.

In defence, intelligence, and military applications the percentage of appli-
cations where a high veracity is of utmost importance is much greater than in 
business applications. having one wrong GPS coordinate can lead to many lost 
lives. The fact that most data are not first-hand data and stakes are high means 
veracity always must be established. This is particularly important in intelligence 
where information must be handled by multiple analysts. Therefore, several grad-
ing systems have been developed8 and will for BD be implemented in some form, 
but this discussion is outside the scope of this research.

Value in national security and military applications also has a different 
meaning than in business or for instance health applications. The value of BD 
for intelligence and military applications lies in the ability to derive actionable 
information from the data. It is envisaged that having large sets of historical and 
current data consisting of as many observables as possible increases the probabil-
ity of deriving actionable information and aids the decision-making processes to 
a certain extent. Indeed, extrapolating the results of BD in business, health, and 
science it is projected that BD has a predictive power in terms of containing value 
in historical and actual information, which can potentially enrich the inputs of 
forecasting models and in turn also the quality of the forecasts9, which in turn will 
create actionable information for military decision making.

however, BD for forecasting does not come for free. Different types of big data 
contain specific information, have unique characteristics but are usually stored in 
various formats. This means that the actual forecasting step in the forecasting pro-
cess is in effect often being dominated by different data preparation and analysis 
techniques to first process the data and extract the hidden predictive knowledge10. 
Usually only after this analysis can it be determined whether the data are suitable 
for the forecasting tasks at hand.

6.3. Artificial intelligence

There are several characterisations of the level of sophistication of AI systems 
in mimicking human information processing behaviours. An often-used catego-
risation11 is given by “narrow AI”, “strong AI” and “superintelligence”. Narrow 
AI indicates that a system equals or surpasses human performance in one task; 
strong AI indicates that a system equals human capabilities on ay task, while 
superintelligence surpasses human intelligence on any task. Several more refined 
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characterisations of human information processing exist, but in this analysis the 
characterisation given in “The DARPA perspective on artificial intelligence”12 is 
used. It characterises AI based on the level of ability to process information in 
perceiving, learning, abstracting, and reasoning, by three phases: handcrafted 
knowledge, statistical learning, contextual adaptation.

The phase “handcrafted knowledge” is characterised by humans creating sets 
of rules to represent knowledge in well-defined domains. The structure of the 
knowledge is defined by humans, the specifics are explored by the machine. The 
expert-systems developed in the 70’s and 80’s are typical examples of this. Another 
example is most rule-based systems.

The “statistical learning” phase is characterised by humans creating statistical 
models for specific problem domains and training them on big data. Observe that 
the statistical models can either be model-driven or data-driven although most 
well-known methods i.e., Machine Learning, Deep Learning are data-driven. The 
definitions of and distinctions between data-driven and model-driven are deferred 
until later in this chapter. The current scientific state is that we are in the middle 
of this phase.

The “contextual adaptation” phase is characterised by systems constructing 
contextual explanatory models for classes of real-world phenomena. This implies 
that systems can not only detect, observe, and classify objects and phenomena 
in their environment, often using techniques from the statistical learning phase, 
but can also reason about them using conceptual models. This phase has not been 
reached yet; research is just starting.

In Table 6.1 below the different phases and their associated level of ability to 
process information in perceiving, learning, abstracting, and reasoning, is visual-
ised. The more crosses the more the specific ability is addressed.

Table 6.1. Notional Intelligence scale, after Launchbury13

Perceiving Learning Abstracting Reasoning

handcrafted knowledge x x x x x

Statistical learning x x x x x x x x x x

Contextual adaptation x x x x x x x x x x x x x x x

6.4. Forecasting

As stated before, forecasting is based on the premise that current and past knowl-
edge is useful to make predictions about events in the future. To make discussions 
more precise, it is necessary to distinguish between the concepts of estimation, 
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prediction, and forecasting which are frequently used interchangeably; however, 
they differ from each other in the following way. Estimation is about guessing 
the value of a parameter of interest. Prediction is concerned with guessing the 
outcomes of unseen data. Forecasting is the sub-field of prediction concerned with 
guessing the outcomes of future and thus unseen data.

A forecasting procedure or process tries to predict the future value of a stochas-
tic or uncertain event or observation, while a forecasting method is defined here 
to be a predetermined sequence of steps that produces forecasts of future points 
in time14. This implies that a forecasting procedure might entail several forecasting 
methods and the result being a combination of the outcomes of the used methods.

Whatever the goal of the forecasting process, four steps can always be distin-
guished: data collection, data processing, prediction improvement and the actual 
forecasting. For different applications these steps can differ15. Also note that in the 
design-stage or ad-hoc analysis, steps might be handcrafted and time consuming 
while in “production” mode the steps will be automated as far as possible.

In interpreting, decision making and forecasting models play a crucial role. 
In this context it suffices to define a model as a simplified description, often but 
not necessarily a mathematical one, of a system or process to assist analysis and 
predictions. For a more extensive introduction into forecasting in general see for 
instance Armstrong16 or the overview article by Petropoulos et al17.

6.4.1. Characterisation of forecasting methods

Traditionally18 forecasting methods are characterised within two categories based 
on whether they use implicit or explicit models. The implicit characterisation is 
often referred to as “judgmental” the second as “statistical”. The first category 
consists of methods where one elicits forecasts from experts, laymen based on 
their experience of opinion. No model for the phenomenon under consideration is 
made explicit, only a secondary model on how to collect, combine and interpret the 
derived forecasts. The second, “statistical” category consists of methods that explic-
itly use mathematical models, stochastic or deterministic. The term “statistical” 
might be a bit confusing as the forecast might be based on a deterministic model, 
but the interpretation is still probabilistic as measurement errors and unaccounted 
variables still influence the actual future outcome.

For the current analysis, we recognise that the statistical model’s category 
entails two different philosophical approaches and we will characterise these. The 
first category is characterised by models that are in simulacra, (within likenesses) 
that is they bear some likeness to the real-world, be it physical, social, economic, 
or otherwise, and are constructed to reflect certain aspects that are essential for 
the analysis or prediction at hand. This category of models will from here on be 
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denoted as model-driven. This category consists of models that are created such 
that the theoretical behaviour of the models mimics the theorised real-world 
behaviour of the object or phenomenon. Most of the models in this category are 
not only used for prediction or forecasting but also for causal reasoning.

The second category, denoted here as data-driven, is based on directly mimick-
ing the observed data of the real-world object or phenomenon. This implies that 
the model does not have the intention to match theorised real-world behaviour. 
This makes it very hard to interpret these types of models in a causal fashion; 
they mainly try to mimic correlations or non-linear relations apparent in the data. 
Currently most machine learning algorithms fall into this class. Also, some tradi-
tional statistics, for instance strict time series analysis, fall into this class.

In Table 6.2 some forecasting methods are presented based on the introduced 
characterisation. Two remarks are in order. First, the list is not complete; secondly, 
the characterisation of forecasting methods concerns the way in which one 
derives a single forecast or forecast distribution, but it has been demonstrated 
that combining the results of several forecasting methods can greatly improve the 
final forecasting results. Combining forecasts based on different methods is often 
denoted as hybrid forecasting methods. Currently hybrid methods that make use of 
a combination of judgemental, model-driven and data-driven methods are starting 
to emerge in applications19.

Table 6.2. Several forecasting methods grouped by the characterisation derived in the text

Judgmental Model-driven Data-driven

Forecast is based on
– Expert intuition
– Analogy
– Reference classes

Model is derived from 
theory about the object or 
phenomenon to forecast

The model is defined by the 
method used and the data, 
not by theory about the 
object or phenomenon to 
forecast

Aggregated judgment:
– expert survey
– Delphi method
– Reputation base 

prediction
– Forecasting platforms
– Super forecasters
– Prediction markets
Conjoint analysis
Automated judgement
– Judgmental bootstrapping
– Expert system
Gaming

Regression
Causal modelling
Probabilistic modelling
– Markov Chains
– Econometric models
Deterministic modelling
Structural equation 
modelling
Simulation

Statistical methods
– Time Series
– fuzzy modelling
– Data reduction methods
– heuristic methods
– Machine learning
– supervised
– unsupervised
– reinforcement
– Deep learning
– LSTM, GRU, RNN
Simulation
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6.4.2. Representation of the forecast and evaluation criteria

As pointed out in the introduction, forecasts can come in many shapes and are a 
“guess” of a future event based on current and past knowledge and information. 
In that sense a point forecast comes down to trying to guess the outcome of one 
single realisation of a random draw from all possible outcomes. Truly an almost 
impossible task certainly if the distribution of the possible outcomes is almost 
infinite as is often the case. Therefore, in practice one settles for a forecast that is 
expected to be close to that single draw in some sense. It also implies that a point 
forecast without measure of uncertainty of how close the prediction is likely to be, 
can hardly be interpreted and is in most cases not useful. With the rise of BD and AI 
and the increasing computing power, the probabilistic forecast is gaining practical 
use. Instead of giving a point forecast with some measure of uncertainty, like a 
forecast interval, one estimates the whole probability distribution of the future 
event. This distribution is called the prediction or forecasting distribution. This 
distribution can be used in decision-making.20

Evaluation of the quality of forecasting methods is hard. There are two 
important reasons. First, although the idea is that past and current information 
conveys information about the future, for forecasting procedures to be consistent 
a certain stability of the mechanisms generating the data should be present. This is 
in practice almost always only by assumption. So, determining why one forecasting 
method is good or suddenly very bad is hard. The second problem is that most 
forecasting methods only work for a specific set of models. And whether the data 
for the application under consideration are generated by a model included in that 
set of models is never certain.

In practice the quality of a forecasting method for a certain application is 
assessed as follows: split the available data into a training and test set, first estimate 
or train the proposed forecasting method on the training set, thereafter the perfor-
mance is assessed using the test set. This method works better with more data and 
for model driven as well as data-driven methods. For judgmental methods one can 
assess performance by recordkeeping and setting up experiments that mimic this 
setup. BD facilitates these approaches as more data are available.

6.5. The effect of AI and big data on forecasting

Before analysing the effect of AI and BD on forecasting we first analyse the relation 
between BD and AI as they influence each other. Without the success of Machine 
Learning there would be less of a business case for BD and without BD Machine 
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Learning would be less successful in the current state of knowledge within the AI 
field. Table 6.3 shows the most important factors that BD brought to AI.

Table 6.3. The effect of Big Data on Artificial Intelligence, after Deshpande and Kumar21

AI without Big Data AI with Big Data

Availability of limited data sets, in size and 
granularity, as well as number of variables.

Availability of increasingly detailed and 
wide datasets

Limited sample size. Massive sample size resulting in increased 
prediction accuracy in several specific 
applications.

Batch oriented. More and more real-time, on-line.

Slow learning curve. Accelerated learning curve.

Single and homogenous data sources. Multiple and heterogeneous data sources.

Based mostly on traditionally structured 
data.

Based on structured, semi- and unstruc-
tured data.

Repeating the analysis in our framework we combine the three DARPA AI phases 
with the 3 V’s of the big data characterisation and obtain the results in Table 6.4.

Table 6.4. Order of effects of big data on the DARPA levels of ability to process information

Big Data Characteristic

Velocity Volume Variety

DARPA levels
of ability to  
process 
information

handcrafted knowledge + ++ +++

Statistical learning ++ +++ +

Contextual adaptation ++ + +++

In the handcrafted knowledge phase, which started before the BD introduction, the 
entrée of BD introduced a greater variety of data that could be used. This influenced 
AI the most. Volume helped in the sense that various estimates and predictions 
could be improved by removing the limitations of small sample size, sample data 
type and out-of-date information, a problem forecasting often had before the BD 
era. In the statistical learning phase, the phase we are currently in, it’s the sheer 
volume of data that influences the development of Machine Learning but basically 
all data-driven methods. Also, velocity influenced statistical learning and with 
new applications, even in (near) real-time, online forecasting and nowcasting. In 
the contextual adaption phase, the gains from the first two phases will be used as 
well; the additional contribution in this phase is reasoning with the results of the 
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previous phases. In that sense variety will bring the most, velocity will still help to 
improve reaction times, volume will have less additional influence in this phase.

To assess the effect of BD and AI on forecasting we combine in a similar fashion 
as above the characterisations of BD and AI with those of forecasting methods. The 
results are presented in Table 6.5. The strength of the effect, indicated by the num-
ber of “+”, only indicates the relative order of the foreseen effect, not the absolute 
magnitude of the effect.

Table 6.5. The relative order of the effect of BD and AI on forecasting methods in the three 
different categories

judgmental Model driven Data driven

Big data
velocity
volume
variety

+
+

+++

++
++
++

+++
+++

+

Artificial 
Intelligence

handcrafted knowledge
Statistical learning
Contextual adaptation

++
+

+++

+++
++
++

+
+++

+

The velocity and volume characteristics of BD have a dramatic effect on the rise 
of data-driven methods; they certainly also benefitted model-driven methods 
with increased sample sizes and more up-to-date models. This led for both types 
of forecasting methods to increased accuracy in general. Although, velocity and 
volume affect the judgemental methods, it is less pronounced. Several judgmental 
methods benefit mostly from the rise of online communication which makes aggre-
gated judgment methods easier to apply. In contrast the variety of new data gives 
forecasters the option to make associations that benefit forecasting accuracy, while 
the mathematical formal models, and data driven models even less so, are not yet 
that flexible in combining heterogenous data.

The handcrafted knowledge phase gives a boost to model-driven methods and 
judgemental forecasts while it impacts the data-driven methods the least. Model 
driven is more impacted as to automate and operationalise the methods in this phase 
means building on explicitly formulated formal mathematical and logical models. 
In the statistical learning phase AI is all about data-driven methods, which in turn 
result in additional model driven methods, further strengthened by the increased 
date availability. The judgemental methods are least effected by statistical learning, 
although we see the rise of hybrid methods which in most cases imply the use of some 
judgemental component. Finally, the contextual adaptation phase will take off when 
AI systems can conceptually understand and reason based on the model-driven and 
data-driven results. Therefore, the judgemental method will be greatly impacted, as 
the conceptual models can enrich to a great extent the judgemental methods.
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6.6. Effect of AI and BD on forecasting in military and defence applications

Based on the discussion in the previous sections the expected impact of the develop-
ments in BD and AI on several national security, defence, and military applications 
where forecasting plays a role is discussed. It should be noted that AI and BD also 
have effects on numerous applications not related to forecasting but more related 
to prediction and analysis. Important examples include, facial recognition, API/PNR 
data for risk-based border patrol, detecting objects on imagery and many more. 
Often these methods will be combined in one application. Consider the case of 
autonomous moving vehicles where forecasting in the current statistical learning 
phase is mostly limited to navigational and manoeuvring issues concerning its own 
position and behaviour and the behaviour of vehicles and objects, possibly incom-
ing missiles, in its surroundings. The detection and classification of the objects and 
vehicles is usually also done by BD and AI methods, but this is not forecasting.

6.6.1. Autonomy in defence: systems, weapons, decision-making

high on the priority list of most countries is the development and use of systems that 
have a certain degree of autonomy. Whether armed or not. Three subcategories can 
be distinguished. First, autonomous systems that have the capability to operate in the 
physical world, i.e., autonomous unmanned vehicles. Second, autonomous weapons, 
i.e., systems that can launch weapons autonomously and third, decision- making
systems, i.e., systems that give autonomous advice to entities on how to act. These
later systems are usually also part of the first mentioned categories at a lower level
but can also have the C2 role for multiple entities, being machines and/or humans.

Currently all three types of system are still based on handcrafted knowledge 
combined with statistical learning, i.e., sensor data is analysed by statistical learning 
methods, objects recognised, then based on a rule based expert system actions are 
devised. Most systems are currently still semi-autonomous, higher order decisions 
are still made by humans. The level of autonomy of the systems will grow when the 
methods that show contextual adaptation capabilities have arrived.

In this phase there is the question of whether humans are ‘in the loop’, when 
they retain a great degree of control over robotic autonomous systems, ‘on the loop’, 
when the system can autonomously take actions, but humans retain the ability to 
abort these actions, or ‘off the loop’, if they are neither asked to confirm action nor 
can abort such actions. The ability to forecast with high confidence without human 
support will be an important factor on whether, without touching upon the ethical 
dimensions, in, on or off the loop is feasible.
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Near- and real-time forecasting is necessary for navigation and manoeuvring 
to prevent collisions with obstacles and other vehicles. If and/or when autonomous 
vehicles are used in conflict situations it should be possible to forecast near- and 
longer-term enemy behaviour automatically in real-time. This type of forecasting 
very quickly requires techniques from the contextual adaptation phase. Also, for 
the C2 forecasting at the contextual adaptation level is necessary. An important 
example thereof is the need for forecasting in combination with strategic games.

6.6.2. Strategic intelligence and foresight

BD and AI will affect the analytical, predictive as well as operational roles in national 
security and military intelligence environments.22 Analytical roles detect, collect, 
describe, analyse, and try to model and explain why things happen. This field is 
currently booming, typical applications are monitoring surveillance, situational 
awareness and understanding. In this context BD and AI have already impacted the 
way intelligence organisations are operating23. Most techniques currently used are 
judgemental methods and to a smaller extent model- and data-driven methods from 
the statistical learning phase. The prominence of judgemental methods holds even 
stronger for predictive roles, so considerable improvements might be on the horizon 
when the contextual adaptation phase arrives. These methods might improve the 
forecasts of the outcome of complex negotiations and situations where numerous 
factors can influence outcomes of political or military processes and conflicts.24,25

Foresight, the process of analysing how changes in the current situation might 
affect us in the future26, plays an important role in military contexts, especially 
strategic foresight and greatly influences and impacts national security and relative 
military strength and capabilities27,28. Forecasting plays a big role in foresight devel-
opment, particularly when actions and plans based on foresight analysis are being 
developed. Considering the tools to develop foresight: horizon scanning, trend analy-
sis, scenario analysis, modelling, simulation, and forecasting29,30, and observing that 
some of these tools coincide with the tools used in forecasting, therefore foresight is 
expected to be impacted by BD and AI in a similar fashion as forecasting. Not only 
will BD and AI probably change the used methods and possibly the accuracy, but 
also new applications are developed. Examples thereof are Conflict Early Warning 
Systems, systems that forecast when conflicts will erupt, but also whether and when 
an irregular leadership change is to be expected31,32. Also, in these applications a mix 
of BD and statistical learning is the current driving factor. however, it is also here 
that probably only when the conceptual adaptation phase starts can AI and BD rival 
the current practice of judgemental and model-driven forecasts if ever33.
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6.6.3. Supply chain management, business operations, budgeting, planning, human 
resources

In fields as supply chain management, predictive maintenance, business oper-
ations, budgeting, planning, human resources, in short, the fields that keep the 
military organisation daily business running, forecasting is used much more like in 
any other government and larger private organisation. It is expected that military 
organisations will follow suit. Therefore, we will not further discuss this group of 
applications, just make the remark that the importance of the forecasting and deci-
sion making at this level is often undervalued: it might even be the most important 
factor of determining military performance at a strategic level as it determines 
for military organisations the condition in which they will enter conflict. Once in 
conflict, repairs are usually expensive and might not be ready in time.

6.6.4. Forecasting at the operational and tactical level, military logistics (sustainment)

We start with a sobering thought: “Given the unpredictability of the future, in 
military strategic, operational and tactical planning foresight and forecasting play 
a role but commanders typically favour adaptivity and agility”34.

The adaptivity and agility is traditionally interpreted by planners to make 
sure that commanders can handle anything, any time at any place which leads in 
many cases to overly conservative estimates of means needed35. This is very costly 
and will in the future no longer be a viable manner of operating given the limited 
means (human, platforms, financial) available. Also, the expanding use of more 
small units makes it necessary to incorporate forecasting processes in planning and 
operations, for instance by embedding forecasting teams36.

In operations, situational awareness and understanding are already improved 
by BD and statistical learning enhanced forecasting: Nowcasting, again a product 
of combining statistical learning and BD is when one makes predictions of the very 
recent past, the present and forecasts of the very near future. This is done as the most 
recent data are not always fully available, correct or verified. Starting in macro-eco-
nomic forecasting, it has developed into a tool that improves weather forecasts and 
SA in tactical operations by, for instance, forecasting crowd flows in cities.

In military logistics forecasting is a longstanding practice and procedures are 
well developed, mostly based on judgemental and model-driven procedures. To get 
some idea the reader is referred to Cap. Johnson and Lt. Col. Coryell’s37 description. 
The procedural legacy is focused on robustness (implied by the requested oper-
ational adaptivity and agility); instead adaptivity makes it harder to implement 
more agile forecasting methods as it also requires the real-world organisation to be 
able to cope with the needed agility. In general, it also implies a less resilient supply 
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chain. It is envisioned that BD together with a combination of model and data-
driven methods can improve logistics efficiency and effectiveness considerably by 
improved forecasting.

6.7. Conclusion

In this chapter a categorisation of forecasting methods into three instead of two 
categories “judgemental” and “statistical” methods is introduced by subdividing 
the “statistical methods” category into “model-driven” and “data-driven” methods. 
This is to enable the analysis of the effects of Big Data and Artificial Intelligence on 
forecasting practices and applications. Using DARPA’s characterisation of Artificial 
Intelligence by considering the level of information processing capabilities 
“handcrafted knowledge”, “statistical learning” and “contextual adaptation”, the 
direction and relative order of the expected effects of AI and BD on forecasting 
are obtained. Finally, the consequences of results have been discussed for some 
national security, defence, and military applications.

Forecasting will become an ever more important tool for the military as the still 
standing military robustness practice to make sure to “be able to handle anything, 
any time at any place” is becoming less and less viable. This is due to costs and new 
ways of operating with smaller more specialist units. For the smaller units to be 
effective, good situational understanding is of utmost importance. Forecasting will 
be one of the most important instruments in the situational understanding toolbox of 
the future, and Big Data and Artificial Intelligence will enhance forecasting greatly.
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CHAPTER 7

Military helicopter flight mission planning  
using data science and operations research

Roy Lindelauf, Herman Monsuur & Mark Voskuijl

Abstract

Military helicopter flight mission planning consists of many aspects ranging from for instance route 

selection, helicopter configuration design, opponent modelling to personnel to platform allocations. 

In this chapter we will survey recent algorithmic techniques from the fields of operations research, 

data science and aircraft trajectory optimisation that can aid in military flight mission planning 

automation and optimisation. We will present examples and describe potential uses with a specific 

focus on the Dutch Ministry of Defence. As such this chapter provides a first approach to military 

helicopter mission optimisation.

Keywords: Helicopter performance, Mission planning, Route selection, Search games, Trajectory 

optimization

7.1. Introduction

The nature of modern conflict varies among four archetypes of fight, ranging from 
counterterrorism, grey-zone and asymmetric fights to high-end conflict fights.1 Air 
power provides unique opportunities to create a wide range of effects at all possible 
levels, ranging from the strategic to the tactical level. In the Nicaraguan interven-
tion of 1927, aircraft supported ground troops at close range in such a manner that 
they were being actively coordinated toward their targets whilst at the same time 
being deconflicted from fire and movement of friendly ground forces. Offensive 
Air Support was born. Initially coordination was done by ground troops only, later 
however airborne platforms also started to incorporate this coordinating function.2

Even though we have come a long way since 1927, offensive air missions are 
in large part still being planned manually, e.g., battle positions are picked by hand 
and analysed by a large group of experienced aviators, load planning is done by 
load masters who do weight and balance calculations (using simple calculation 
tools) and route allocations are determined by visual inspection of maps and 
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terrain data. In this chapter we introduce a methodology that can help to optimise 
components of helicopter mission (planning), using the key elements of the strike 
coordination and reconnaissance (SCAR) mission. SCAR is a typical counter-land 
mission that gained prominence during the Gulf War and in theatres such as Iraq 
and Afghanistan.

7.1.1. Strike coordination and reconnaissance

Offensive Air Support (OAS) consists of a variety of missions and can be divided into 
deep air support missions (DAS) that prematurely disrupt the enemy’s operational 
cycle at a distance from friendly forces and close air support missions (CAS) pro-
viding flexible and responsive fire support against hostile targets in close proximity 
to friendly forces (see Figure 7.1). One key DAS mission, the use-case of this chapter 
on helicopter flight mission optimisation, is the so-called strike coordination and 
reconnaissance (SCAR) mission. It is flown in a specific geographic area with the 
purpose of locating, reporting and coordinating the attack of targets of opportunity 
and to perform battle damage assessments (BDA). See Figure 7.1 for an overview of 
the various types of OAS missions and SCAR’s position in this taxonomy.

Fig. 7.1. A taxonomy of offensive air operation mission types according to Marine Corps 
Doctrinal Publication 3-23 Offensive Air Support.3

SCAR missions differ from Air Interdiction (AI) in the sense that they do not respond 
to targets that are known and briefed in advance. SCAR platforms discover and 
mark targets and/or verbally talk-on other attacking flights through the target area. 
Additionally, they provide prioritised targeting guidance including the location, 
description and threat type of targets. SCAR missions prevent redundant targeting 
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and assist in ensuring the flow of aircraft through an assigned area of operations. 
Typically, a SCAR mission consists of searching for targets, target discovery, 
identification and tracking and finally attack coordination and execution. The key 
elements of SCAR type missions can therefore be summarised as follows4:
– Targets are not known in advance.
– Conducted by combat aircraft able to detect, mark and interdict targets includ-

ing the neutralisation of enemy air defences.
– Conducted in a specified geographic zone (so-called surface kill boxes).
– SCAR aircraft are part of command-and-control interface and can cycle multi-

ple attacking flights through the target area.
– SCAR aircraft can provide battle damage assessments (BDA).

SCAR missions are normally part of the command and control (C2) interface to 
coordinate multiple flights, detect and strike targets, neutralise enemy air defences, 
and provide battle damage assessment. Typical tasks include cycling multiple 
attacking flights through the target area and providing prioritised targeting guid-
ance to maximise the effect of each sortie.

Platforms like remotely piloted aircraft can perform specific SCAR tasks such 
as locating, verifying, and cross-cueing other assets to positively identify targets 
and pass target updates. These platforms may also be able to engage targets on 
their own, buddy lase for manned aircraft, and provide BDA for the same mission.

7.1.2. Overview of the chapter

We illustrate how scientific methods can be used to optimise elements in helicopter 
mission planning in general with the SCAR mission as a particular use-case. After 
the collection and analysis of data concerning the mission, the geographical situa-
tion (data analysis) and the defence options of the enemy (data analysis, machine 
learning (ML) about locations of for example surface to air missiles (SAMs)), one 
enters the deployment phase, consisting of routing toward the kill-box and neutral-
ising enemy air defence, prioritising detected targets and assigning platforms to 
those targets (operations research), trajectory optimisation (flight mechanics and 
human factors) and finally the realisation and execution of the mission (Military, 
data science, ML, flight guidance, scheduling). Each of these elements will be taken 
up in the sections below. In Section 7.2 a general overview and decomposition 
of helicopter mission planning is given. Optimal routing towards the kill-box 
and trajectory optimisation is discussed in Section 7.3. Section 7.4 deals with the 
methodology to optimise search patterns for target discovery inside the kill-box 
together with target prioritisation and allocation to platforms. Finally, we present 
our conclusions in Section 7.5.
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7.2. Helicopter mission planning

The current helicopter mission planning process consists of several steps. It starts 
with a mission order. Next, information is gathered, and a plan is made. Once the 
plan is complete, the mission is prepared. If permitted by time and resources, pilots 
can practice the mission. The process ends with the take-off and the execution of 
the mission. This process has several shortcomings. First of all, it is time consuming 
since it is largely a manual process. As a consequence, it is also prone to errors and 
it will most likely lead to suboptimal solutions. Furthermore, it can be an inflexible 
process if the situation changes during the mission. In case of relatively straightfor-
ward missions, the above-mentioned shortcomings are acceptable. however, when 
complex missions are planned with multiple helicopters in a contested environ-
ment it would be highly beneficial to have a mission planning process in place that 
automatically creates optimised mission plans from which the end user can select 
the most appropriate one. A new mission planning process for future helicopter 
operations is therefore proposed. This process is summarised in Figure 7.2.

Fig. 7.2. Proposed future helicopter mission planning process based on multi-level 
optimization.

Just as in the current process, future mission planning starts with a mission order. 
In the high-level mission planning step, it is decided how many helicopters and 
of which type are required. This step also includes the selection of weapons and 
payload. Next, the payload must be distributed over the helicopters, taking into 
account weight and balance constraints. The load planner phase includes the 
determination of the required amount of fuel. In case of an attack mission, fea-
sible locations for battle positions must be identified and from this set the most 
optimal location should be selected. This step can also be replaced by a landing 
zone planner in case the objective is to transport payload or personnel to a specific 
location. With the battle position known, the route planning can start. The different 
steps in the process require data, ranging from information about the available 
resources to threat information and detailed digital terrain maps. Regardless of the 
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mission, it will consist of different phases. A part of a mission is given as an exam-
ple in Figure 7.3. In this example three phases can be identified. The helicopter 
first performs a nap of the earth terrain following flight in order to evade enemy 
air defences. This flight will follow several pre-determined waypoints. Near the 
final destination, a manoeuvre is executed to decelerate the helicopter. Finally, the 
helicopter performs its intended manoeuvres at the destination.

Fig. 7.3. Example elements of a military mission.

The route planning for a mission can be decomposed in two levels. high level 
route planning in order to determine waypoints with for example the objective 
to maximise survivability and minimise flight time or fuel burn. The second level 
pertains to the trajectory optimisation between waypoints. In this second step a 
more refined analysis of survivability, mission effectiveness and flight-time and 
fuel burn can be made, taking into account helicopter limitations and external fac-
tors such as wind. Cheng and Menon and Kim decomposed helicopter missions in a 
similar fashion and identified a third level designated near field guidance which is 
intended to provide a least expected deviation path from the nominal flight path.5 
A third level could be useful for future operations with unmanned aircraft. The 
route planning is described in detail in Section 7.3. Finally, if permitted by time and 
resources, pilots can practice the mission in the mission simulation phase.

7.3. Route planning

7.3.1. Route towards the area of operation (high level planning)

Given a mission, the helicopter has to find an optimal route towards the area of 
operation, and once arrived has to determine an optimal search pattern inside 
the kill-box. En route it may encounter several threats in the form of (mobile) SAM 
installations, interceptors/radar. A chosen route has to balance time (duration 
of the route) and survivability (non-detection). When an aircraft is required to 
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penetrate air defences, it is necessary to select an optimum route that will ensure 
a minimum exposure to enemy fire and achieve the maximum probability of 
survival in accomplishing the specified mission.

To this end, the region that has to be traversed to reach the area of operation is 
represented by a network, where the nodes form the set of possible waypoints. For 
this it is necessary that (electronic) maps and terrain data are available. Intelligence 
may provide information about positions of SAM installations, radar, etc. Given 
such information, one may use simulation techniques to assign the probability 
of intercepting a traversing helicopter on a path between two consecutive nodes. 
This enables optimising a route from entry point A to target B that has the largest 
probability of survival and non-detection.

One may use linear programming techniques to find this route: given the 
probability of detection pij on a path from node (waypoint) i to node (waypoint) 
j, the following optimisation problem finds the route with minimum detection 
probability. The route can be identified from the optimal solution in terms of the 
variables xij, which is 1 if the optimal route contains the path from i to j.

 min  ∑ 
i→j

  − ln (  1 −  p  ij   )    x  ij    

subject to

   ∑ 
j:i→j

   x  ij    − ∑ 
j:j→i

   x  ji    = 0, i ≠ A, B 

∑ 
i:A→i

   x  Ai    = 1

∑ 
i:i→B

   x  iB    = 1 

with all variables binary.

The airspace between points A and B is defended against any penetrating aircraft 
and the probability of kill over any segment of flight within that space will be 
assumed to be known, as in the linear program above, either in terms of the actual 
probabilities or probability densities per unit distance or unit time. To ensure a 
minimum exposure to enemy fire and achieve the maximum probability of sur-
vival in accomplishing the specified mission for aircraft, one may also use this 
linear program to identify on which paths a reduction of probability of detection 
is most rewarding. In other words, one may try to identify the installation whose 
destruction or degradation is most rewarding in terms of survivability of a pene-
trating aircraft. Analogous to this problem, the enemy may try to maximise this 
probability of interception by placing its installations (mobile or fixed) at optimal 
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locations from a set of possible locations. These two problems then become a 
so-called max-min or min-max problem, for which several solution procedures 
exist.6 One may also use game-theory to devise optimal interdiction plans for a flow 
of helicopters that try to penetrate the area.7 In many cases, one may use genetic 
algorithms to solve these problems. Results of these analyses provide the waypoints 
that are input to the trajectory optimisation phase.

7.3.2. Trajectory optimisation (detailed planning)

The waypoints determined in the high-level route planning process provide the 
global path which the helicopter has to follow in order to optimise a combination 
of survivability and flight time. The geometric distance between the nodes (way-
points) in the high-level route planning process should be small enough to capture 
the most important features of the terrain and the threat. At the same time, the 
geometric distance should not be too small for two reasons. First of all, a denser 
grid increases the computational effort. Second, if the grid is too dense, solutions 
may be found which are infeasible when taking into account the dynamics and 
physical limitations of the helicopter. In practice, waypoints are expected to have 
a distance which typically requires flight times ranging from 15 seconds up to 5 
minutes. At this stage, the optimal path of the helicopter in three-dimensional space 
between the waypoints is not yet determined. This optimal path consists not only 
of positions in space but also of the groundspeed of the helicopter as a function 
of time. The performance of a helicopter in terms of manoeuvrability and fuel 
burn depends primarily on airspeed, flight altitude and the current weight of the 
helicopter. External factors such as wind and atmospheric conditions also play an 
important role. For the analysis of optimal trajectories, one has to take into account 
the limits of the helicopter such as engine and drivetrain limitations, the maximum 
load factor and airspeed limits. The technique to solve this type of problem is called 
trajectory optimisation. It is essentially a problem within the field of optimal con-
trol theory which has a wide variety of applications in the aerospace domain such 
as space flight, missile guidance and the calculation of environmentally friendly 
trajectories for transportation aircraft.

1. Problem definition and numerical methods
When applied specifically to helicopters, Bottasso defines trajectory optimisation as:8

“The process of computing the optimal control inputs and the resulting response of a model of 

a helicopter which minimizes a cost function (or maximizes an index of performance) while 

satisfying given constraints which specify for example, the vehicle flight envelope boundaries 

and/or safety and procedural requirements for a manoeuvre of interest.”
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An example path of a helicopter between two waypoints is visualised in Figure 7.4. 
This finite-time transition from condition 1 to condition 2 is called a manoeuvre.9

Fig. 7.4. Example manoeuvre.

2.Numerical methods to solve the trajectory optimisation problem.
In mathematical terms the optimal control problem can be defined as follows:

  min   u _  (t)  ∈ U   ∫ 
 t  0  
  
 t  1  
 L [ x _  (t) ,  u _  (t) , t] dt 

 
subject to :    x _  ˙    i   =  f  i   [ x _  (t) ,  u _  (t) , t] 

Where the objective function depends on the control usage u(t), the state of the 
helicopter x(t) and the time (t). The control usage u(t) is subject to rate limits and 
maximum deflections. It therefore belongs to a closed and bounded set U. The 
performance index is expressed as an integral of a function (L) of the state varia-
bles, control usage and time. hence, survivability, mission effectiveness, fuel burn 
and flight time can be incorporated in the objective function. The set of first order 
nonlinear differential equations represents the dynamics of the helicopter which is 
a function (f) of its state variables and control variables. There is a large variety of 
numerical methods which can be used to solve the trajectory optimisation problem. 
The methods which are most widely used for trajectory optimisation problems in 
the aerospace domain are summarised in Table 7.1. This summary is based on the 
studies by Betts, Rao and Ben-Asher.10

The primary two classes of numerical methods are direct and indirect methods. 
Indirect methods rely on the analytical derivation of adjoint equations and their 
gradients. This can be very challenging if the physical model of the vehicle is com-
plex and nonlinear as is typically the case for helicopter simulation models. The 
analytical derivation is not required for direct methods. Direct methods are based 
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on a parameterisation of the control function. For sake of completeness, ‘other’ 
methods are also included in the table. Both dynamic programming and heuristic 
methods have been applied successfully to trajectory optimisation problems, but 
they are computationally more expensive than direct and indirect methods.

Table 7.1. Numerical methods to solve the trajectory optimisation problem

Direct methods Indirect methods Other methods

Single shooting Single shooting Dynamic programming

Multiple shooting Multiple shooting heuristic (usually genetic algorithms)

Collocation 
(transcription)

Collocation 
(transcription)

Pseudospectral

3. Helicopter flight simulation models
In order to solve the trajectory optimisation problem, a simulation model of the
helicopter is required as well. The helicopter can be modelled with different levels 
of fidelity, ranging from basic point mass models to high fidelity flight dynamics
models. Padfield proposed a classification of different levels of model fidelity.11

An overview of the classification, extended with a Level 0 model is presented in
Table 7.2. The level 0 model is a point mass model of the helicopter. Performance
charts such as those listed in a helicopter flight manual can serve as an aerody-
namic database for such a model. Alternatively, simple aerodynamic models based 
on momentum theory can be used in conjunction with a point mass model.

Table 7.2. Classification of helicopter models used for trajectory optimisation (extension of 
classification by Padfield12)

Model 
designation

Equations 
of motion 
(fuselage)

Rotor dynamics Aerodynamics

Level 0 Point mass 
model or 
perfor-
mance 
constraints

Not included Look-up tables with power required for 
complete helicopter or momentum theory 
combined with look-up tables for fuselage 
aerodynamics. Aerodynamics are not 
included in case the helicopter is modelled 
based on performance constraints.

Level 1 Rigid body Quasi steady 
or rigid blades 
with flap and 
possibly lag and 
torsional degrees 
of freedom

Linear 2‐D dynamic inflow or local 
momentum theory. Analytically 
integrated loads
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Model 
designation

Equations 
of motion 
(fuselage)

Rotor dynamics Aerodynamics

Level 2 Rigid body Rigid blades 
with flap and 
possibly lag and 
torsional degrees 
of freedom

Nonlinear (limited 3‐D) dynamic inflow 
or local momentum theory. Local effects 
of blade vortex interaction. Unsteady 2‐D 
compressibility. Numerically integrated 
loads

Level 3 Rigid body 
or elastic 
body

Elastic blades Nonlinear 3‐D full wake analysis, 
unsteady 2‐D compressibility numerically 
integrated loads

hence, different types of simulation models and numerical methods for optimi-
sation can be used. The overarching question is which combination of numerical 
method and helicopter simulation model is most suitable in the context of helicop-
ter mission planning considering all operational constraints. In the next section, a 
comprehensive literature survey is presented of helicopter trajectory optimisation 
applications in scientific literature.

4. Survey of helicopter trajectory optimisation applications
Research in the field of helicopter trajectory optimisation with military relevance
dates back to the early 1980s. Falco and Smith investigated the influence of manoeu-
vrability on helicopter combat effectiveness.12 This method was intended to be used 
for short term manoeuvres in the context of helicopter conceptual design. Slater
and hertzberger used an indirect method to optimise a complete mission of a civil
helicopter with the aim to minimise fuel burn.13 Menon and Kim performed a vari-
ety of studies where the objective was to maximise a linear combination of terrain 
masking and flight time. Terrain masking is defined as the integral of the altitude
above the terrain over the complete trajectory. An indirect method was used in
combination with a level 0 model of a military helicopter (AH-1S Cobra).14 Dynamic 
programming techniques were later used by Nikiforova to find optimal terrain fol-
lowing trajectories for attack missions.15 More than 10 years later, a similar method
was used by Toupet and Mettler to optimise trajectories of an unmanned military
helicopter in obstacle avoidance flight.16 A key difference in the latter study is that
the algorithm was used for online computation on-board the unmanned helicopter. 
The studies described above all made use of low fidelity (level 0) helicopter simula-
tion models. Bottasso performed various studies in which higher fidelity simulation 
models were successfully used to optimise specific short-term manoeuvres both in 
the civil and military domain.17 higher fidelity simulation models are typically black 
box models developed by specialists. For this reason, direct methods were applied
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in the studies by Bottasso. Since noise and emissions are becoming more and more 
important to the helicopter community, several studies were performed in the last 
years with the aim to minimise helicopter noise for approach and departure trajec-
tories of civil helicopters.18 It is a challenge to accurately predict helicopter noise. 
A key aspect in these latest research efforts was the inclusion of accurate noise 
models within the helicopter simulation model. The literature survey of trajectory 
optimisation specifically for helicopters is summarised in Table 7.3.

5. Proposed trajectory optimisation approach for the Royal Netherlands Air Force
The Royal Netherlands Air Force operates various helicopter types. The mission
planning process should therefore accommodate missions in which different
helicopter types are used simultaneously. In the future, one could even include
(unmanned) fixed wing aircraft and rotorcraft in this process. Of each helicopter
type, the performance and its limitations are known in detail based on flight
manuals and technical manuals. Detailed flight simulation models are available
for pilot training. however, these models are typically black box models provided
by helicopter manufacturers in combination with the flight simulator hardware.
Therefore, these models cannot easily be integrated within an automated mission
planning and optimisation process. Altogether, it is recommended to create
dedicated level 0 or level 1 helicopter simulation models for the mission planning
process. These models should be combined with direct methods for trajectory
optimisation as demonstrated in the studies by hartjes and Visser.19

7.4. Detect, mark and interdict targets

In this paragraph we discuss techniques from operations research and game the-
ory that can help to optimise other elements of helicopter missions, in particular 
regarding the strike coordination and reconnaissance mission.

7.4.1. Prioritising targets in areas of operation / situation awareness / coordinating 
multiple flights

Intelligence reports, based on historical analysis of data using common data 
scientific techniques, might indicate (or predict) the presence of specific targets 
in the kill-box designated to SCAR platforms prior to their mission. This a priori 
information can be used even though targets are not known in advance in a typical 
SCAR mission, e.g., the platforms conducting the SCAR mission in a designated geo-
graphic area are searching for unknown targets that may be static or dynamic in 
nature. A research field of particular use in this domain is the field of search games 
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which stems from search theory.20 The focus of search theory is to find optimal 
ways to search for targets in a plethora of settings that occur between searchers 
and targets (often called ‘hiders’). If one also has information in terms of heat maps 
or has intelligence of how targets move around in the area, specialised search and 
detection theory techniques may be employed to find a target as soon as possible 
and with the highest probability. These methods are based on meta-heuristics and 
discrete Markov chains for instance.21 Table 7.4 presents an overview of the most 
common search games (as found in literature).22

Table 7.4. Search games classification23

Searcher’s strategy

Special Moving
Resource 

distribution

Hider’s 
strategy

Special Smuggling game Inspection game

Stationary
Binary search 

game
Linear search game
hide-search game

hide-allocation 
game

Moving
Path constrained 

search game

Evasion-search 
game

Princess-monster 
game

Resource 
distribution

Search-search 
game

Blotto game
Attack-defence 

game

Consider for instance platforms observing a fixed location known for possible illicit 
activity. If due to resource constraints (budget, personnel, platforms) the platforms 
could observe the location only for m times in a fixed time-window whereas the 
opponent has n opportunities ( n > m ) to conduct its illicit activity (smuggle weap-
ons for instance), then this situation can be modelled as an inspection game and 
optimal strategies for both players determined. On the other hand, if the opponent 
is dynamic and aware of being searched for in a continuous space and time, the 
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evasion-search game is more suited to model and find optimal strategies (continu-
ous search paths for the helicopters).

Once targets are within sensor range of SCAR platforms, one may use neural 
networks and data science to classify and mark the objects using techniques from 
image recognition.24 Multiple SCAR platforms active in a given kill-box can use their 
datalink to communicate about found targets and use onboard target prioritisation 
algorithms to rank them. Techniques like the orienteering problem can then be 
used to plan and coordinate a route that visits the set of targets that maximise the 
total profit, while also giving a final classification.25 There are several OR tech-
niques that can be used in this regard. These include methods for online planning 
and planning with time windows. Online planning may be very important to take 
into consideration new targets that appear. In that case the sequence of visiting 
the targets can be interrupted and a new optimal route has to be computed. To 
minimise the effect of these interruptions, one uses meta-heuristics and robust 
planning techniques to also take into consideration these online events in advance.

Additionally, network models can be used to assess the situation awareness in 
coordinated attacks. The intelligence reports regarding the targets (combined with 
the results of neural networks) may be combined with availability and capability 
of individual helicopters, resulting in an assignment problem at the operational 
level that can be represented as an integer linear programming problem. It gives a 
deployment plan that may serve as input at the tactical level of a mission.

7.4.2. Battle position planner

Even though battle positions are generally not an element of a typical SCAR mission 
we include them in this paragraph as they are important to (attack) helicopter 
missions in general. To determine battle positions and route to a mission essential 
enemy targets in an area of operation, one may utilise game theory, that models 
the situation of conflicts with opposing interest. It has, for example, been applied to 
attacking or defending a ship that coordinates and executes a mission in a coastal 
area by a submarine. The essential ship has frigates, helicopters with dipping 
sonar to protect itself. In such a situation, movements of some friendly assets are 
detectable by the enemy (like the movement of a frigate), and some are only detect-
able when it is too late (like the dipping sonar of a helicopter). In these situations, 
one may find an optimal plan for the deployment of friendly forces, as well as an 
optimal attack plan. The same approach may be used to determine optimal battle 
positions and attack plans.26 An optimal configuration of, say four helicopters to 
attack an enemy wave of aircraft can be found using war game simulations, neural 
networks and heuristics.27 If the configuration consists of unmanned aircraft, 
the results become even more interesting, as some of the aircraft in an optimal 
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configuration serve as decoy and are attacked. Such configuration with a very risky 
position for one aircraft is less likely to be flown in the case of manned aircraft.

7.5. Conclusions

In this chapter, we investigated how Operations Research, Trajectory Optimisation 
and Data Science may be utilised in helicopter mission planning. In particular, we 
focused on SCAR missions to identify where optimisation techniques may improve 
the planning of such missions. The blue part of figure 7.2 (terrain and target data) 
lends itself for applications of modern AI techniques and image recognition. In 
the figure below, which illustrates a part of figure 7.2, we highlight the multi-level 
optimisation approach that we explored in more depth in this chapter, using OR 
techniques, including artificial intelligence and machine learning.

Fig. 7.5. Multi-level optimization approach.

As stated in the introduction, offensive air missions are in large part still being 
planned manually, e.g., battle positions are picked by hand and analysed by a 
large group of experienced aviators, load planning is done by load masters who 
do weight and balance calculations (using simple calculation tools) and route 
allocations are determined by visual inspection of maps and terrain data. In this 
approach experienced military personnel play a significant role.

Valuable as this is, we propose to add to this the application of OR techniques. 
As explained, the battle position planning, the route planning and the prioritising 
of targets in the area of operation can be supported by already existing scientific 
methods. The same holds for coordinating multiple flights. Applying these methods 
and using the outcomes of these analyses can be used as decision support. It serves 
as a platform for discussion to improve the situation awareness of the whole 
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mission with all its aspects, tests tacit assumptions, and reveals the various subjec-
tive opinions. We conjecture that, using field testing in a simulated environment, 
one may already prove the added value of applying existing OR tools as described 
in the previous three sections. This may hold for the various aspects of a mission 
in isolation, as well as for planning and evaluating the mission as a whole. All the 
different elements can be automated to avoid a time-consuming manual process. 
It also avoids operator fatigue, especially in the case of a SCAR helicopter mission 
consisting of more than one wave, generating additional tactical situations.

Given the complexity of the interacting processes (terrain information, weather, 
routing, neutralising, prioritisation, coordinating) as shown in the figure above, 
classical OR techniques may be used in an iterative manner to generate an optimal 
or even suboptimal solution that takes into account all these interacting processes 
in a balanced way. Combined with modern image recognition techniques regarding 
terrain and target data, and AI/ML, one may develop a comprehensive approach 
to mission planning.

Tactical problems (like battle position planning, prioritising targets, etc.) 
become (only) difficult when there is a scarcity of helicopters and other means. 
This scarcity may be due to operational considerations that assigns just a few 
helicopters to the mission but may also be the result of maintenance issues, opera-
tional reserve and logistic reserve. Given the number of targets and the influence 
of enemy air defence, this scarcity poses several other problems in the planning 
process, from planning for battle positions to prioritising targets. For example, a 
tactical issue may be: do we distribute our means evenly over the targets or do we 
create excess situations for just a few targets. here a game-theoretic approach may 
be beneficial as it is able to generate and identify dominating strategies.
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CHAPTER 8

Applying GTSP-algorithms in maritime 
patrolling missions that require mutual support

Martijn van Ee, Geraldo de Lima Filho & Herman Monsuur

Abstract

The goal of a maritime patrol is to detect, locate and identify (opposing) vessels. In some of these mis-

sions, the patrol aircraft may need the support of another aircraft to counter a possible threat. This 

support may consist of using capabilities of the other aircraft, such as its sensors, communications 

or its weapons. Our work aims to optimise maritime patrol routes for two or more drones, while 

providing the possibility of mutual support. We show that this routing problem including mutual 

support can be modelled as a generalised travelling salesman problem (GTSP). We investigate the 

costs of requiring mutual support and compare it to the costs of using separate drones that detect 

and identify vessels in the area of operations.

Keywords: Generalised travelling salesman problem, Maritime patrolling, Mutual support, 

Unmanned aerial vehicles

8.1. Introduction

In this chapter, we consider the problem of routing two drones, while guaranteeing 
the possibility for mutual support at any point in time. We therefore first consider 
maritime patrols and discuss and illustrate the need for mutual support in modern 
warfare. We then discuss related routing problems that may be found in the litera-
ture, which are variants of the classical travelling salesman problem (TSP).

8.1.1. Maritime patrolling and mutual support

The Exclusive Economic Zone (EEZ) is an area beyond and adjacent to a coast or 
territorial sea to a limit of 200 nautical miles from the baseline. In this zone, the 
coastal state can practice sovereign rights over the exploration, conservation and 
management of resources and other economic activities, such as the production of 
tidal or wind energy. The coastal state is mainly responsible for the preservation of 
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living resources in the EEZ. It has judicial and supervisory powers within its EEZ 
to counter dumping of waste from ships and pollution from deep-sea activity.1 The 
EEZ zone was first formalised in international law. It was a compromise between 
maritime powers and coastal states. As part of the United Nations Convention on 
the Law of the Sea (UNCLOS) “deal package” it recognised coastal states’ rights to 
economic resources within the EEZ, while still protecting (to some extent) access 
by other states to the area for non-economic purposes.2 Nevertheless, military 
activities in the EEZ have been controversial as the UNCLOS text does not explicitly 
address military activities, leaving room for different interpretations. This has 
resulted in several diplomatic and military conflicts between some of the world’s 
major powers and has been the subject of much academic debate. The focal point of 
disagreement is the level to which UNCLOS allows other states to carry out military 
activities, including surveillance, within a coastal state’s EEZ. The concerns are 
high: while some see military activities as an unacceptable threat to a coastal state’s 
sovereignty, others see them as securing and protecting maritime trade and under-
sea cables, and of crucial importance to the global economy and global security.3

Maritime patrol is the action of employing aerospace means to detect, locate, 
identify, monitor, or neutralise opposing vessels. These vessels can operate in 
open sea, inland waters or other maritime spaces of interest to naval operations. 
Maritime patrol comprises several activities that require integrated and synchro-
nised cooperation with friendly naval forces. It may also include the supervision 
of jurisdictional activities carried out by the Navy.4 An aerial maritime surveillance 
(or maritime patrol) mission can be divided into five tasks: detection (locating 
something of interest), classification (boat, iceberg, oil slick, etc.), identification 
(name and nationality of a vessel), inspection (determination of vessel or object 
activity), and enforcement (issue warning or evidence collection).5 There are many 
classes of maritime patrol missions: patrol and law enforcement, investigation and 
evidence collection, maritime search and rescue, monitoring of oil spilling and 
pollution of ship discharge, emergency action, patrolling and examination of the 
buoy, survey of the channel, and international maritime supervision or maritime 
patrol.6 All these activities can be carried out by active (radar) and passive (thermal 
and electro-optical) sensors airborne on the aircraft and are sent to a control centre 
by a datalink system.

Several studies in the literature have shown the substitution of manned vehi-
cles for unmanned vehicles in various military missions, including maritime patrol 
missions.7,8,9 This replacement has been taking place due to several advantages 
such as: greater autonomy, performance (e.g., agility), overload durability, and 
stealth capacity.10 Other advantages are the possibility to admit aircraft losses 
from a tactical formation in favour of the victory of a squadron in a given combat 
scenario11, and improved accuracy when firing a missile.12 however, there are a 
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few practical downsides of this substitution. For example, drones, also known as 
unmanned aerial vehicles, may be more susceptible to electronic interference (for 
example jamming, which can reduce radar range, disrupt communication/data 
link, interfere with the aircraft control, and interfere with the drone’s passive sen-
sors) or mechanical interference (use of weapons). In a manned aircraft, electronic 
interference would be easily recognised by an experienced operator. An attack 
with kinetic weapons would be unlikely to occur on a manned aircraft, due to the 
legal implications. This illustrates that drones are more susceptible to interference.

In order to try to guarantee the execution of an effective and robust maritime 
patrol, which aims to collect data necessary for the control and surveillance of 
the maritime area, an additional drone can be used to guarantee mutual support 
between the two aircraft. Mutual support is a commitment within a flight of two or 
more aircraft that supports the mission objectives of the flight. In modern combat, 
mutual support is directly related to situational awareness.13,14 But, in addition, an 
effective mutual support arrangement will also allow a maritime patrol to generate 
offensive power to neutralise hostile intentions, thereby increasing the surviva-
bility of the team of aircraft. The mutual support may also provide an operational 
capability in the event of the inoperability of one of them. That is, in the event of a 
failure of electronic equipment in one of the drones, the other drone must be at such 
a distance that ensures it can continue to perform the task that the failing drone 
cannot perform. In this paper we assume that the drones constantly maintain a 
maximum separation distance, while carrying out their patrol independently. This 
model assumption, the maximum separation distance, aggregates all the various 
aspects and types of mutual support like protection and sustaining operational 
capabilities. An example of this capability is the SAR (synthetic-aperture radar) 
whose functions are identification and surveillance, data link for command and 
control, and exchange of operational messages.

To summarise, the objective of this work is to optimise maritime patrol routes 
for two or more drones, providing the possibility of mutual support. We assume 
that the drones have been assigned a number of contacts in the area of operation 
which they have to investigate. We show that this routing problem including 
mutual support can be modelled as a generalised travelling salesman problem 
(GTSP). We prove that it can be turned into a regular TSP. We also investigate the 
costs of requiring mutual support and compare it with the costs of using separate 
drones that detect and identify vessels in the area of operations.

8.1.2. Related literature

Most of the works related to the routing of maritime patrols that can be found 
in the literature aim to optimise the flight time, the fuel consumption, or aim at 
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maximising the amount of collected data. In the case of a swarm of drones, it seeks 
to optimise detection and tracking of targets.15 A Lagrangian swarm model that has 
the capability of covering large areas of the sea effectively is presented by Kumar 
and Vunualailai.16 The controllers derived in this work generate a linear formation 
which, if applied to dynamical systems, will have the ability to be a very good 
model for the surveillance of an Economic Exclusive Zone, as well as for search and 
rescue. The monitoring of trawler activities in Kuala Keda was studied by Suteris 
et al.17 They create a route optimisation method for unmanned air vehicles for 
maritime surveillance. The aim is to find a short tour, in terms of time, to cover 
all locations at sea either by boat or by both a boat and a drone. Optimisation 
of a drone’s trajectory for maritime radar wide area surveillance is discussed 
by Brown and Anderson.18 The considerations of the dynamics, propulsion, and 
mission requirements of a fixed-wing drone, as well as a maritime surveillance 
radar, provide a method to obtain the fuel consumption, probability of detection, 
and revisit time for a given trajectory.

The main contribution of our work concerns the optimisation of maritime 
patrol routes while maintaining a maximum distance between two drones. This 
distance is based on the range of their sensors. This way, the two drones can provide 
mutual support throughout the route, also in a hostile environment. Comparable 
models are studied by Murray and Chu for example.19 Their one considers the flying 
sidekick travelling salesman problem for the optimisation of drone-assisted parcel 
delivery. Carlsson and Song investigated routing problems where a drone provides 
service to customers while making return trips to a truck that is itself moving.20 In 
other words, a drone picks up a package from the truck (which continues on its 
route), and after delivering the package, the drone returns to the truck to pick up 
the next package. Similarly, Agatz et al. study last-mile delivery concepts in which 
a truck collaborates with a drone.21

8.1.3. Travelling salesman problems

In this paper, we use several versions of the travelling salesman problem (TSP). 
In TSP, we are given a set of vertices  V , with   |V|  = n , and costs   c (  i, j )     for vertices  
i, j ∈ V . The goal is to find a tour, that visits every vertex at least once, of minimum 
total cost. We discuss two variants: 2-person TSP (2TSP), and generalised TSP (GTSP).

In an instance of 2-person TSP, we additionally have a root vertex.22 Now, a 
feasible solution consists of two tours, starting and ending in the root, such that 
every vertex is visited at least once. The goal is to minimise the maximum cost of 
the two tours. We will use this variant when we consider the inefficiency caused 
by demanding mutual support.
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In the generalised TSP23, we are given a set of node sets   S  1  , … ,  S  m   ⊆ V . A feasible 
solution is a tour, that visits at least one vertex from each node set. Again, the goal is 
to minimise the tour cost. We will transform our routing problem, including mutual 
support, into GTSP. Then, we show that any instance of GTSP can be reduced to an 
instance of TSP.

8.1.4. Outline

Now that we have illustrated the need for mutual support during maritime 
patrolling, we provide a mathematical model in Section 8.2. There we define the 
mathematical problem of routing two drones, while demanding mutual support at 
any point in time. Our model can be described as a generalised travelling salesman 
problem (GTSP). In Section 8.3, we will show how to reduce any instance of GTSP 
into an instance of a regular, albeit asymmetric TSP. Mutual support comes at a cost 
compared to a patrol of two independently routed drones. Therefore, we study the 
inefficiency of demanding mutual support, both theoretically and based on real-life 
instances. In Section 8.5, we discuss how to generalise our approach to more than 
two drones, and what issues should be considered when doing this. Finally, we give 
our conclusion and present operational considerations.

8.2. Problem description and reduction to GTSP

We call our problem the 2-travelling salesman problem with mutual support, 
abbreviated to 2TSP-MS. We assume that the drones are identical, and that we will 
operate at a constant altitude. Hence, in an instance of 2TSP-MS, we are given a set 
of  n  points  P ⊂  ℝ   2  , and a root  r ∈  ℝ   2  . Let   d (  x, y )     denote the Euclidean distance
between points  x ∈ P  and  y ∈ P . Each of the two drones flies a tour on a subset 
of the points, where it can vary its speed over time, with a maximum speed of  S . 
The distance between the two drones has to be at most  R  at any point in time. Each 
point has to be visited at least once. The goal is to find two tours and corresponding 
speeds such that the time spent is minimised.

To keep the solution space comprehensible, we assume that the drones have 
to visit points from  P  simultaneously. This mimics the assumptions in the related 
literature, where drones return to the truck at delivery points only.24,25,26 Of course, 
one may construct examples that this assumption comes at some extra costs. By 
matching the speeds of the two drones, we can guarantee that they will always 
be within a distance of  R  units apart, without explicitly tracking the drones over 
time (see Theorem 1). We also allow a drone to wait at a point. This implies that 
the drone will loiter around a location if it has to fly at some minimum speed. To 
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accommodate the need to visit points that are at distance more than  R  from any 
other point in  P , we assume that the two drones can visit the same point simulta-
neously. Finally, we assume that there is no limit on the endurance or range of our 
drones. Note that this final assumption might restrict the speed at which we can 
fly. This implies that we might choose a lower maximum speed  S . Moreover, the 
maximum speed also depends on the altitude we have chosen.

An instance and a feasible solution of 2TSP-MS is illustrated in Figure 8.1. In the 
solution, drone 1 flies the route  A ,  B ,  D ,  F , and drone 2 flies the route  C ,  E ,  F . First, 
drone 1 flies at maximum speed  S  from  r  to  A  and  B . Drone 2 flies at a lower speed 
such that the drones arrive at points  A  and  C  simultaneously. Then, drone 2 waits at  
C  until drone 1 has reached point  B . Both then continue at maximum speed to their 
next destinations  D  and  E . From  D  to  F , drone 1 again flies at maximum speed, while 
drone 2 lowers its speed from  E  to  F  to arrive at the same time at point  F . Finally, 
both drones fly at maximum speed back to the root.

Fig. 8.1. An instance and feasible solution of 2TSP-MS.

To transform an instance of 2TSP-MS into an instance of GTSP, we use the notion of a 
configuration. If we use configuration    (  x, y )    , it means that drone 1 visits  x ∈ P , and 
drone 2 visits  y ∈ P  simultaneously. We only consider configurations    (  x, y )     that 
satisfy  d (x, y)  ≤ R . If the drones move from configuration    (   A  1  ,  B  1   )     to configuration 

( A  2  ,  B  2  )  , both drones will travel in a straight line. The drone that has to travel the
largest distance flies at maximum speed  S . To make sure that the two drones arrive 
at their destinations   A  2    and   B  2    at the same time, the other drone then can adjust its 
speed to, for example, the speed  S′  that is specified in the proof of Theorem 1. This 
also ensures that at any point in between, the two drones are at most distance  R  
from each other.
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Theorem 1
If the two drones move from configuration   ( A  1  ,  B  1  )   to configuration    (   A  2  ,  B  2   )     as 
described above, they spend time

   
max {  d ( A  1  ,  A  2  ) , d ( B  1  ,  B  2  )  }  

  _____________________
S  , 

while ensuring that the distance between the drones is at most  R  at any point in time.
Proof: We first show that moving from configuration    (   A  1  ,  B  1   )     to configuration    (   A  2  ,  B  2   )     
takes  max {d ( A  1  ,  A  2  ) , d ( B  1  ,  B  2  ) }  / S  time. The drone that has to travel the largest distance
travels at maximum speed  S . It therefore arrives at time  max {d ( A  1  ,  A  2  ) , d ( B  1  ,  B  2  ) }  / S . 
The other drone can adjust its speed to

  S ′   =   
min {d ( A  1  ,  A  2  ) , d ( B  1  ,  B  2  ) } 

  _____________________  max {d ( A  1  ,  A  2  ) , d ( B  1  ,  B  2  ) }    S < S

Moving at this speed, it will also arrive at its destination at time  max {d ( A  1  ,  A  2  ) ,
d ( B  1  ,  B  2  ) }  / S .
To show that the distance between the two drones is at most  R  at any point in time, 
let the vectors     → a    1  ,    

→ a    2  ,    
→

 b    1  ,    
→

 b    2   ∈  ℝ   2   denote the coordinates of points   A  1   ,   A  2   ,   B  1   , and   B  2   , 
respectively. For  0 ≤ t ≤ max {d ( A  1  ,  A  2  ) , d ( B  1  ,  B  2  ) }  / S , the position of drone 1 can be
parametrised as

  (1 −   t  _______________________  max {d ( A  1  ,  A  2  ) , d ( B  1  ,  B  2  ) }  / S  )     → a    1   +   t  _______________________  max {d ( A  1  ,  A  2  ) , d ( B  1  ,  B  2  ) }  / S      → a    2  , 

while the position of drone 2 can be parametrised as

  (1 −   t  _______________________  max {d ( A  1  ,  A  2  ) , d ( B  1  ,  B  2  ) }  / S  )     
→

 b    1   +   t  _______________________  max {d ( A  1  ,  A  2  ) , d ( B  1  ,  B  2  ) }  / S      
→

 b    2  . 

Note that at  t = 0 , drone 1 is at point   A  1    and drone 2 is at point   B  1   . Similarly, at  
t = max {d ( A  1  ,  A  2  ) , d ( B  1  ,  B  2  ) }  / S , drone 1 is at point   A  2    and drone 2 is at point   B  2   . 
Moreover, both drones move at a constant speed. The distance between the drones 
at any time  0 ≤ t ≤ max {d ( A  1  ,  A  2  ) , d ( B  1  ,  B  2  ) }  / S  is at most  R , as follows from the
following reasoning, where we let   u = t /  (  max {d ( A  1  ,  A  2  ) , d ( B  1  ,  B  2  ) }  / S )    .

‖ (1 − u)     → a    1   + u    → a    2   −  ( (1 − u)     
→

 b    1   + u    
→

 b    2  ) ‖  =  ‖ (1 − u)  (   → a    1   −    
→

 b    1  )  + u (   → a    2   −    
→

 b    2  ) ‖
 ≤  ‖ (1 − u)  (   → a    1   −    

→
 b    1  ) ‖  +  ‖u (   → a    2   −    

→
 b    2  ) ‖

  =  (  1 − u )   ‖ (   → a    1   −    
→

 b    1  ) ‖  + u ‖ (   → a    2   −    
→

 b    2  ) ‖
  ≤  (1 − u) R + uR 

 = R 
∎ 
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Using Theorem 1, a feasible solution to 2TSP-MS is a sequence of configurations    ( A  1  ,  B  1  ) ,  
( A  2  ,  B  2  ) , … ,  (   A  k  ,  B  k   )     such that for each point  x ∈ P  we have   x ∈  {   A  i  ,  B  i   }     for at least 
one  i . In this case, we say that the configuration contains  x . The sequence represents 
the route the two drones are flying, in which they start and end at the root  r . For 
all  x ∈ P , we allow    (  x, x )     to be a configuration: both drones simultaneously visit  x . 
This, for example, enables us to visit an isolated point  x ∈ P  (no  y  exists such that  
d (x, y)  ≤ R ). It also may occur that one of the drones keeps hovering at the same 
point  y , while the other drone flies from point  z  to another point  q . Therefore   (y, z)   
and    (  y, q )     can be two consecutive configurations in such a sequence.

We now shall formulate 2TSP-MS as a generalised travelling salesman problem 
(GTSP), using the following construction.
– Create a vertex    (  x, y )     for each configuration    (  x, y )     with  d (x, y)  ≤ R . In that case, 

also    (  y, x )     is a vertex.
– Create a directed arc between any pair of vertices    (  x, y )     and    (  u, v )    .
– Define the costs of an arc from    (  x, y )     to    (  u, v )     as  max {d (x, u) , d (y, v) }  / S . The costs 

of the arc between the root  r  and    (  x, y )     is equal to  max  {d (r, x) , d (  r, y)  }   / S  .
– Define for each of the  n  points  x  a nodeset   S  x    that contains all vertices that

contain  x .
This results in a complete (see Theorem 1), bi-directed graph, with overlapping

nodesets. Feasible solutions for this GTSP have to take at least one vertex from each 
nodeset, starting and ending at  r . It is easy to verify that a feasible solution to our 
original problem is a feasible solution of the GTSP, and vice versa. So, 2TSP-MS is 
equivalent to GTSP on the created instance. The reduction is illustrated in Figure 8.2.

Fig. 8.2. Illustration of reduction from 2TSP-MS to GTSP, where vertex  XY  corresponds to 
configuration    (  x, y )    . The nodesets are illustrated by areas with colored borders. The black 
arcs depict a solution of the GTSP-instance, that corresponds to the solution of 2TSP-MS in 
Figure 8.1.
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Although the focus of this paper is not on computational issues, we refer to 
research that investigates efficiency of meta-heuristics for the GTSP. Ben Nejma and 
Mhalla consider local search algorithms to solve the GTSP.27 Cosma et al. present a 
novel hybrid Genetic Algorithm (hGA) for solving the GTSP.28 Finally, Wu et al. use 
genetic algorithms that can solve the GTSP directly without the need of intermedi-
ate transformations to TSP, the issue of the next section.29

8.3. Reduction to TSP

To solve our problem with two drones that require mutual support, we could 
transform the GTSP of the previous section into a travelling salesman problem. We 
provide the transformation in two steps:
– Transform the GTSP into a GTSP without overlapping nodesets.
– Apply the reduction from Noon and Bean from GTSP without overlapping

nodesets to TSP.30

Remember that in the GTSP of the previous section, vertices    (  x, y )    , with  x, y ∈ P  
and  d (x, y)  ≤ R  are grouped into nodesets. Our nodesets overlap. For example,   S  x   , 
as well as nodeset   S  y   , contains the vertex    (  x, y )    . To eliminate the overlap between
two nodesets, we use the following construction.
– Make two copies of each vertex    (  x, y )     with  x ≠ y :    (x, y)    x   and    (x, y)    y  .
– Introduce nodesets   T  z    for each point  z ∈ P :    (u, v)    u   and    (v, u)    u   are in   T  z    if, and 

only if,  u = z . Vertex    (  z, z )     is also included in   T  z   .
– Only arcs between vertices belonging to different nodesets are copied from

the original GTSP, with corresponding costs. here, the costs between    (x, y)    x   
and    (x, y)    y   are zero. Note that, for example, an arc from    (  x, y )     to    (  x, z )     in the
original GTSP may be transferred to an arc from    (x, y)    x   to    (x, z)    z  .

This way we again obtain a bi-directed graph. Now, we have a GTSP without over-
lapping nodesets. A feasible solution of this GTSP has to take at least one vertex 
from each nodeset. Again, it is easy to verify that corresponding feasible solution 
can be found with the same total costs.
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Fig. 8.3. Illustration of result of reduction from GTSP to GTSP without overlapping node sets, 
where vertex  X  Y   X   corresponds to    (x, y)    x  . The dashed lines have costs zero.

To explain the reduction from GTSP without overlapping nodesets to a TSP, we use 
the approach of Noon and Bean.31

For this TSP, we introduce an arbitrary ordering of the vertices in a node-
set   S  i   :   i  0  ,  i  1  , … ,  i   | S  i  | −1   . (Note that each   i  j    is a configuration    (  x, y )    .) Next, we introduce 
new arcs.
– Create in each nodeset a single, directed cycle according to the given ordering,

i.e.,   i  0  ,  i  1  , … ,  i   | S  i  | −1  ,  i  0   , with the cost of each arc equal to zero.
– Define the costs of directed arcs between any two nodeset as follows: the cost

of the arc from   i  j   ∈  S  i    to   k  l   ∈  S  k    in the created TSP-instance is set equal to the
cost of the arc from   i  j−1 (  mod  | S  i  |  )      to   k  l    in the original GTSP-instance.

Now, take an arbitrary solution of our GTSP without overlapping nodesets, say  
r,  i  j  ,  k  l  , … ,  p  q  , r . This then corresponds to the solution  r,  i  j  ,  i  j+1  , … ,  i  j−1  ,  k  l  ,  k  l+1  , … ,  k  l−1  ,  
p  q  ,  p  q+1  , … ,  p  q−1  , r , where all indices of  i ,  k , and  p  are modulo   | S  i  |  ,    |    S  k   |    , and     |  S  p   |    , 
respectively. This has the same total cost. To enforce that optimal solutions of the 
TSP are of this type (meaning that optimal tours visit all nodes of a nodeset before 
visiting nodes of another nodeset), we add a very large cost  β  to each directed arc 
between nodesets. This means that optimal tours will have to visit each nodeset 
just once and will have a total cost strictly less than  nβ . These solutions correspond 
to optimal solutions of our GTSP without overlapping nodesets. In sum, we proved 
the following theorem:
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Theorem 2
Any instance of 2TSP-MS can be transformed into an instance of asymmetric TSP. 
An optimal solution of the created instance of TSP corresponds to an optimal solu-
tion of the instance of 2TSP-MS, and vice versa.

8.4. Mutual support gap

In this section, we consider the inefficiency caused by demanding mutual support. 
In order to quantify this inefficiency we define the mutual support gap. here, an 
instance of 2TSP is a set of points  P ⊂  ℝ   2   and a root  r ∈  ℝ   2  . An instance of 2TSP-MS 
in addition specifies the maximum allowed distance  R  between the two drones. For 
a given  P ,  r , and  R , let   Op t  2TSP−MS   (  P, r, R )     be the optimal value of 2TSP-MS, and let
Op t  2TSP   (P, r)   be the optimal value of 2TSP. Note that, in 2TSP, both drones can fly at 
maximum speed at any point in time. We define   MSG (  P, r, R )    , the mutual support 
gap, as

 MSG (P, r, R)  =   
Op t  2TSP−MS   (  P, r, R )  

  ________________  
Op t  2TSP   (  P, r )  

  . 

We will first study this quantity theoretically.

Theorem 3
For any instance  P ⊂  ℝ   2  ,  r ∈  ℝ   2  ,  R ∈ ℝ , we have

 1 ≤ MSG (P, r, R)  ≤ 2. 

Proof: First, note that we can adjust any solution of 2TSP-MS to a solution of 2TSP 
by setting all speeds equal to the maximum speed. Since this will increase the time 
spent, we have

 Op t  2TSP   (P, r)  ≤ Op t  2TSP−MS   (P, r, R) . 

On the other hand, a feasible solution for 2TSP-MS is to simultaneously fly a TSP-
tour at maximum speed. Let   Op t  TSP   (  P, r )     be the optimal value of TSP on   P ∪  {  r }    . 
Moreover, since the total length of the tours in the optimal solution for 2TSP is at 
most   2Op t  2TSP   (  P, r )    , we have

 Op t  2TSP−MS   (P, r, R)  ≤ Op t  TSP   (P, r)  ≤ 2Op t  2TSP   (P, r) . 

 ∎ 
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To see that our upper bound of 2 is tight, consider the instance in Figure 8.4. Here, 
we have a root  r , and points  A  and  B . Furthermore, we have  d (r, A)  = d (r, B)  = α , 
and  d (A, B)  = 2α , where  α > R . In the optimal solution of 2TSP-MS, the two drones 
will fly together from  r  to  A , from  A  to  B , and from  B  to  r . The value of this solution 
equals  4α . On the other hand, in the optimal solution of 2TSP, one of the drones 
visits  A , while the other visits  B . The value of this solution is equal to  2α .

Fig. 8.4. Instance with mutual support gap 2.

We also investigated the magnitude of the mutual support gap for some real-life 
instances, provided by the Brazilian Air Force. One of these instances, and the 
optimal solutions for 2TSP-MS and 2TSP are illustrated in Figure 8.5 and Figure 8.6, 
respectively. To clarify, the solution for 2TSP-MS in Figure 8.5 uses configura-
tions    (  9,9 )    ,    (  6,5 )    , and    (  6,4 )     consecutively. Hence, the first drone waits at point 6 to 
sustain mutual support. In Figure 8.6, the first drone primarily focuses on visiting 
the point farthest from the depot, to minimise the maximum time a drone is flying. 
It is also clear that mutual support is not provided here. The mutual support gap for 
this instance is approximately 1.234, i.e., the time taken by the solution of 2TSP-MS 
is 23.4% more than the time taken by the solution of 2TSP.

Fig. 8.5. Solution 2TSP-MS. Here, drone 2 waits at point 6, while drone 2 flies from point 5 to 
point 4.
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Fig. 8.6. Solution 2TSP.

Naturally, the mutual support gap of an instance relies heavily on geographical 
features. If the points are located in a “wide” area, like in Figure 8.4, and if the 
number of isolated points is large, numerical experiments show that the mutual 
support gap can be as large as 1.5. On the other hand, if the points are “close” to 
each other, and the number of configurations is large, the mutual support gap can 
be as low as 1.05.

8.5. Considerations for more drones

So far, we only considered our routing problem for two drones. In this section, 
we discuss which issues should be considered when dealing with more than two 
drones.

In Section 8.2, we created a configuration for each pair of points  x, y ∈ P , 
possibly with  x = y , with  d (x, y)  ≤ R , describing the location of each of the drones. 
This definition naturally generalises to  k  drones. Whether a certain configuration 
is created depends on how you define the need for mutual support. For example, 
if you have three drones, you might define mutual support as having at least one 
other drone within distance  R . Alternatively, you could require that all other drones 
are within distance  R . Depending on your definition of mutual support, it is clear 
which configurations should be included in the reduction to GTSP. Now, we will 
discuss two important issues that pop up in the reduction.



196 MARTIJN VAN EE, GERALDO DE LIMA FILHO & HERMAN MONSUUR

A first consideration is the size of the created instance. In the original reduc-
tion, we created at most   n   2   configurations. If we have  k  drones, this will lead to 
creating at most   n   k   configurations. hence, the number of configurations grows 
exponentially in the number of drones. This limits the scalability of our approach. 
On the other hand, it might not be sensible to use this generalisation if the number 
of drones is large. We are still assuming that the drones arrive at their destinations 
simultaneously. Already for four drones, this assumption can increase the time 
spent significantly. In this case, it might be more convenient to partition the set 
of points and assign a pair of drones to each of the parts. however, it can be quite 
complicated to find the optimal partition.

Another issue is related to the result of Theorem 1. There, we showed that the 
drones can move between any pair of configurations spending the least amount 
of time possible, while guaranteeing mutual support. This is still true for more 
than two drones if we define mutual support as having all other drones within a 
distance of  R . As we will show, this result does not always hold for the case with 
at least three drones if we define mutual support as having at least one other 
drone within distance  R . here, it is always possible to move the drones from points    
{  A, B, C }     to points    {  D, E, F }     and guarantee mutual support, but this might not be the 
most efficient movement between the two sets.

Fig. 8.7. Instance, with  R = 5 , showing that it might not be possible to move from any 
permutation of    {  A, B, C }     to any permutation of    {  D, E, F }     in the fastest way while guaranteeing 
mutual support.
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To see this, consider the example in Figure 8.7, where  R = 5 . If the drones move from 
configuration    (  A, B, C )     to configuration    (  D, E, F )     (blue lines), we guarantee mutual 
support. This movement takes  9 / S  time. If we move from configuration    (  A, B, C )     to 
configuration    (  E, D, F )     (red lines), we only need  2 √ 

_
 13   / S  time. however, this move

is not allowed since the third (bottom) drone is not supported by either the first or 
the second drone for some period of time.

This example shows that we cannot move between any pair of configurations 
anymore. This will not lead to infeasible instances, since it is always possible to 
move between any pair of subsets of points, while maintaining mutual support. To 
check whether a certain movement is allowed, we have to solve three quadratic 
inequalities. For  k > 2  drones, we need to solve   ( k   2  )   quadratic inequalities to verify if 
a movement between two configurations is allowed.

8.6. Conclusion

Drones have been used for decades in maritime patrol by several countries.32 
Although many advantages are obtained from their use, drones may require 
special care depending on the type and risk of the mission. hence, mutual support 
can be a way to ensure the fulfilment of the mission. In this paper we prove, using 
the notion of configurations, that a routing problem including mutual support 
can be modelled as a generalised travelling salesman problem (GTSP), and can 
be transformed into a regular TSP. We also examined the costs of operating with 
mutual support and compared it to the costs of using separate drones that detect 
and identify vessels. This gap can be as big as a factor 2. However, in instances with 
a large number of configurations, i.e., possibilities to simultaneously visit distinct 
points, the gap can be as low as a factor 1.05.

Modelling this problem with more than two drones was also addressed. With  k  
drones, it would create at most   n   k   configurations, so the number of configurations 
grows exponentially in the number of drones. hence, increasing the number of 
drones considerably increases the computational cost for calculating the optimal 
solution, and the total mission time (total cost). From an operational perspective, 
when the drone quantity is an even number and the mutual support condition can 
be fulfilled by a pair of drones, one should consider the possibility of planning the 
maritime patrol by dividing the surveillance area so that it is patrolled in pairs 
of drones.
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CHAPTER 9

From data to effective actions
Providing actionable information for detect and avoid

Erik Theunissen

Abstract

To integrate remotely operated aircraft into non-segregated airspace, a Detect- and Avoid (DAA) 

capability is required. To remain Well Clear of other aircraft, a DAA system provides the pilot with 

actionable information derived from real-time data about cooperative and non-cooperative traffic. 

In 2017, the first Minimum Operational Performance Standard (MOPS) for DAA systems was pub-

lished by RTCA. To promote interoperability between systems, NATO Study Group 268 is working on 

the validation of a performance-based requirements standard. To prevent requirements dictating 

a particular technology, data requirements are specified as sensor-agnostic. To meet the data 

requirements, advanced data-processing is required for detection, tracking and fusion/integration. 

This chapter describes the DAA process from an OODA perspective, discusses the potential of AI/ML 

techniques, and identifies questions that must be answered before a safe fully autonomous remain 

Well Clear capability can be realised.

Keywords: Unmanned aircraft, Detect and Avoid, Autonomy, Artificial intelligence, Machine learning

9.1. Introduction

Detect and Avoid (DAA) is an essential capability for Remotely Piloted Aircraft to 
share the airspace with manned aircraft. In a world without disturbances, in the 
presence of perfect data and with perfect knowledge of the dynamics, achieving 
a goal can be performed by actions that do not require any corrections. For the 
aviation domain such a world would allow all missions to be flown exactly along 
the pre-planned route and without the need for any deviations. Clearly, this is not 
the case. The need for a closed-loop approach to achieve desired goals is recognised 
both implicitly and explicitly in a wide range of disciplines. The Second World War 
drove the development of control theory for guidance and weapon control. It was 
recognised that for tasks such as aiming, using the observed data was not enough. 
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The movement of a target needed to be compensated through a prediction of the 
future state. Such prediction requires a model of the system. A model encapsulates 
the knowledge that allows the future state to be derived from (observations of) the 
current state and the inputs to the system. For certain applications it may be sufficient 
to use a linear extrapolation of the current state. At the other end of the spectrum 
are models that are created using Artificial Intelligence / Machine Learning (AI/
ML) approaches. In recent years, advancements in the area of AI/ML have caused
many speculations regarding its potential to replace human decision making in a
wide variety of roles. For the military domain, one advantage is comparable to the
use of remotely operated aircraft to replace manned aircraft for dull, dirty and
dangerous missions. A potentially even more decisive advantage is the possibility to 
significantly increase the speed with which the Observe-Orient-Decide-Act (OODA)
loop can be closed due to the elimination of the time humans need to assess the
situation and make a decision.1 Koch discusses the ethical implications of replacing 
conscious decisions with AI for the Defence domain.2 This chapter discusses the cur-
rent state-of-the-art in DAA systems, with a focus on how information requirements 
drive the sensor- and data-processing requirements. The potential benefits of using 
AI/ML techniques are discussed in the context of the OODA framework.

9.2. Background – navigation, guidance, control and automation

Control loops form the backbone of navigation, guidance and control systems. 
Aircraft have seen an incremental increase in automation, starting at the inner-most 
control-loops. In the Seventies, the increase in bandwidth that could be achieved with 
digital closed-loop control of aircraft attitude enabled artificial stabilisation of unsta-
ble aircraft. Closure of the position control loop introduced the capability of automatic 
navigation. Today’s aircraft can be operated in a variety of automated modes, but the 
authority that determines in which mode still resides with the operator.

A closed-loop system can comprise multiple control-loop closures. The model of 
a fully automated single control-loop can be divided into the following four compo-
nents: data acquisition, data processing, action selection, action execution (Figure 9.1). 
This is similar to the OODA classification often used in the military domain.

Whereas the desire to use dynamically unstable platforms drove the full 
automation of the inner-loop for manned aircraft, for remotely operated aircraft 
the control-link latency is a determining factor3 for automating the inner-loop. 
Recognising the need and impact of automation for remotely controlled platforms, 
the first systematic classification of task-allocation between the human operator 
and the automation was introduced by Sheridan and Verplank.4 Their one-dimen-
sional Level of Automation (LoA) scale was later extended into a two-dimensional 



FROM DATA TO EFFECTIVE ACTIONS 205

scale by dividing a function into the steps of data acquisition, data processing, 
decision making and action.5

Fig. 9.1. Data acquisition, data processing, action selection and action execution in a feedback 
control-loop intended to ensure that the state of the system under control meets the defined 
goals.

For more than 40 years, the automatic execution of a flight plan has been performed 
by a Flight Management System (FMS) that provides inputs to the Automatic Flight 
Control System (AFCS). Similarly, remotely piloted aircraft can fly a mission without 
the need for a pilot controlling stick, rudder and throttle. however, in case an 
event requires a deviation from the plan, pilot intervention is required. The OODA 
depiction of this supervisory control with the possibility to intervene is illustrated 
in Figure 9.2.

Fig. 9.2. OODA depiction of the supervisory control with the possibility to intervene. Detect 
and Avoid is intended to maintain a traffic situation with sufficient separation. Sensors 
provide the data observations that are transformed into actionable information in the Orient 
phase. In case of an alert, guidance is computed to remain well clear and provided to the 
flight control system for automatic execution. The pilot is ‘on the loop’ and can both alter the 
guidance and intervene in the execution.
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During supervisory control, the role of the pilot is to compensate for the limited 
flexibility of automated systems in the event of an unforeseen circumstance for 
which the system was not designed. To benefit from the flexibility of the human 
operator, the system must be designed so that the pilot is able to safely and rapidly 
respond to unexpected events. One possible reason for the pilot to intervene is if 
the planned trajectory is likely to cause a loss of Well Clear with another aircraft. 
The pilot will have to override the automation that controls the aircraft along 
the planned route and command a speed, direction and/or altitude that will keep 
ownship Well Clear. To continue the automated closure of the navigation loop, the 
decision on when and how to manoeuvre to remain Well Clear would need to be 
automated. A particular challenge is associated with deciding upon the course of 
action in situations where the available data leaves considerable uncertainty about 
the potential future situation and/or the situation lacks unambiguous normative 
decision criteria.

This chapter will discuss the current state-of-the-art in DAA systems and identify 
challenges and questions that must be successfully addressed before autonomous 
operation through automatic closure of the DAA OODA-loop is safely possible.

9.3. Detect and avoid systems

DAA is an electronic means of staying Well Clear6 of other traffic to meet the intent 
of the See-and-Avoid requirement. If remaining Well Clear fails, a situation may 
develop that necessitates a Collision Avoidance (CA) manoeuvre. In 2017, the first 
Minimum Operational Performance Standard (MOPS) for DAA systems was pub-
lished by RTCA.7 To promote interoperability between systems, NATO Study Group 
268 is working on the validation of a performance-based requirements standard.

When using the OODA classification, the role of the components in the DAA 
system can be illustrated as follows:
1. Observe: Sensors
2. Orient: data filtering, fusion/integration, extrapolation, display
3. Decide: the pilot
4. Act: the control inputs made by the pilot that affect speed, course and altitude

of the aircraft

Because the requirements for making an informed decision drive the requirements 
for the Observe and Orient phase, the Decide and Act will be discussed first.
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9.3.1. Decide and act

Regarding Decide, in the Operational Services and Environment Description (OSED) 
of the DAA MOPS,8 the use of a DAA system by the pilot is described as follows:
1. The remote pilot uses training, judgment, and the traffic display to assess the

threat and the need to manoeuvre.
2. If the remote pilot cannot manoeuvre in response to an ATC Traffic Advisory,

the remote pilot will inform ATC. During approach or departure, the manoeu-
vre to remain DWC must consider the procedures for making an instrument
approach/departure, including flying the missed approach. When flying below 
the minimum safe altitude, manoeuvres are constrained to avoid obstacles and 
terrain.

Whereas the text in the OSED states ‘traffic display’, during the development of DO-365, 
it was concluded by Working Group 1 (WG-1) of Special Committee 228 (SC-228) that 
the mere depiction of traffic neither provides the pilot with sufficient information 
to assess the threat under all circumstances nor enables the pilot to always identify 
an effective manoeuvre to avoid the hazard. Currently (2022) ongoing projects that 
are developing requirements for DAA in European airspace have reached the same 
conclusion. To support the pilot with timely detection and assessment of threats, 
alerting functions are required. To support the pilot with manoeuvre selection, 
directions and altitudes that will result in an alert are colour coded yellow or red9. 
The alerting and guidance functions require a sufficiently accurate observation of 
the current situation and models to estimate the future situation.

9.3.2. Observe

Clearly, an informed decision to avoid a threat can only be made if the aircraft 
posing the hazard is detected in time and the pilot is provided with adequate 
information. The specification of the information requirements drives the sensor 
(observe) requirements. For DAA, information about the position, speed and direc-
tion of other traffic is needed. To prevent information requirements dictating a 
particular system and/or (sensor) technology, data requirements are specified as 
sensor-agnostic. Using a performance-based approach, various (combinations of) 
sensors have been identified that have the potential to provide this data with the 
required accuracy, availability, continuity and integrity. To transform the sensor 
measurements into state estimates, (advanced) data-processing is required for 
detection, tracking and fusion/integration10.

For DAA, obvious data sources comprise Automatic Dependent Surveillance 
Broadcast data (ADSB-in), radar and Electro-Optical / Infrared (EO/IR). Minimum 
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performance requirements are specified in documents such as RTCA DO-366. 
ADSB-in directly provides information on the position, direction and velocity of 
cooperative aircraft. Radar provides range and bearing to a target. Additional 
processing on a sequence of observations (part of the Orient phase) is required 
to provide directional information. EO/IR systems provide a sequence of images 
that require further processing to support detection of traffic and extraction of the 
required information about its position and velocity.

9.3.3. Orient

The required output of the Orient phase is actionable information for the Decide 
phase. For a DAA system, the Orient phase can be divided into three types of pro-
cesses: those related to transforming the measurements into estimates of relative 
traffic position, direction and velocity, those related to assessing which traffic poses 
a threat, and those related to developing manoeuvre options to mitigate the threat.

1. From measured data to traffic state
Whereas ADSB directly provides information about the location, direction and
velocity of traffic, this is only the case for cooperative traffic. Radar and EO/IR
systems can detect non-cooperative targets but will also detect cooperative ones.
Because of limited measurement accuracies, the same detected target will yield
different estimates of position, direction and velocity. Data fusion or best-source
selection is required to prevent a single target causing multiple (different) traffic
entities to be displayed to the pilot.

Radar data contains range and bearing to a target but requires further process-
ing to provide target velocity and direction. EO/IR systems require image-processing 
techniques for the detection of targets and the estimation of relative position, 
velocity and direction. AI/ML techniques have proven to provide capabilities that 
go well beyond today’s state of the art for observed data in areas such as radar data 
and camera images.11 On the other hand, to put the associated interpretation into 
perspective, for data on the surrounding environment that is observed by a cam-
era, AI has matured to a level where it may detect and identify certain particular 
features faster, but it still falls short in terms of correct interpretation compared to 
humans. Research into adversarial examples illustrates the types of vulnerabilities 
this introduced.12

The technical possibility to use EO/IR for DAA was already being explored over 15 
years ago.13 Flight testing of an EO-based system revealed the need to improve decla-
ration range and reduce false track rate. The main conclusion from the technology 
demonstration in 2007 was ‘there is much work and technology maturation required 
before such a system can be deemed ready for operational use’.14 Meanwhile, the 
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sensor-resolution and available computing power have increased significantly, and 
AI/ML algorithms have further matured. Successful demonstrations of a DAA system 
using EO/IR with DO-365 compliant alerting and guidance is reported by Lee et al.15

2. From traffic state to threat assessment
Threat assessment requires the definition of what constitutes a threat. In the
existing See-and-Avoid rules, the definition of Well Clear is intentionally ambig-
uous, thus leaving room for pilot interpretation of the specific situation. When
automating traffic threat assessment, a quantitative definition of Well Clear is
required. In support of RTCA SC-228, the Sense and Avoid Science and Research
Panel (SARP) evaluated three UAS Well Clear candidates in four modelling and
simulation environments.16 The resulting Well Clear Volume (WCV) is described
by a spatial and a temporal horizontal boundary and a spatial vertical boundary.
The boundaries were quantified using the requirement that an unmitigated pen-
etration of the volume would not exceed a 2.2% probability17 of a Near Mid-Air
Collision (NMAC). One million uncorrelated encounters were used to verify the
selected values for en-route operations18. This approach, in which large, represent-
ative datasets are used to develop quantified definitions of previously subjective
separation criteria, is fundamental for performance-based alerting and guidance
requirements. In Europe, in the context of the SESAR URClearED project, similar
analyses have been performed in 2022, using encounter models developed by
EUROCONTROL. However, there are differences in the alerting concept. In the U.S.,
the rules of the air allow the pilot of a remotely controlled aircraft to initiate a
manoeuvre to remain Well Clear in case ATC does not provide timely guidance
to resolve the conflict. To support the pilot, two alerts are defined. The first alert
(Caution) is issued if the system detects that a future loss of DWC will occur, but
there is still time to contact ATC to resolve it. The second alert (Warning) occurs
briefly before the last moment a manoeuvre is possible to prevent a loss of DWC.
Appropriate manoeuvring after a Warning should prevent a loss of DWC and thus
also prevent the triggering of a CA system. The current vision in the European
approach does not allow the pilot to manoeuvre without ATC clearance, except
in a CA situation. Therefore, in the current European concept, the Warning alert
does not exist. Recognising that there will be different approaches to DAA and
that different standards will exist, to ensure interoperability NATO is developing a
performance-based requirements document for DAA systems.

Given that penetration of the WCV constitutes a hazard, threat assessment is 
performed by predicting whether any of the tracked aircraft will penetrate the 
ownship WCV within a specific time19. In the DAA MOPS, a first-order model for the 
prediction is deemed acceptable.20 Besides prediction inaccuracies due to limited 
fidelity of the model, inaccuracies in the measurement of the ownship and traffic 
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position, direction and velocity impact the result. In the research by Tadema et 
al., the impact of observation (i.e. sensor) errors on the presentation of guidance 
provides an example of how, in particular, limitations in accuracy of observed 
direction and velocity negatively impact the look-ahead time that can be used as a 
basis for the guidance.21 however, even in the presence of very accurate data about 
the current state, the lack of information on traffic manoeuvre intent limits the 
look-ahead time for the prediction function. To constrain the number of unjustified 
/ nuisance alerts, the DAA MOPS require sensor uncertainty mitigation and impose 
a no-earlier limit22 on the alert time.

3. From threat assessment to decision support
If a threat is detected, decision support to select a manoeuvre must be generated.
Whereas for the threat assessment a prediction was only performed using the
current ownship and traffic states, for decision support the future state will be eval-
uated for variations to ownship current state. Those variations that are predicted to 
prevent the loss of Well Clear are candidate solutions. The design philosophy of the 
decision support determines which candidate solutions are conveyed to the pilot.
Levels 2 to 4 of the LoA scale23 classify this decision support from ‘The computer
offers a complete set of decision/action alternatives’ to ‘suggests one alternative’. With 
a level 4 (command-based) concept, the manoeuvre direction is determined by the
design of the particular algorithm. Pilot judgement will only impact the manoeuvre 
when the pilot is convinced that the commanded manoeuvre is unsafe, but it is to
be expected that in almost all other situations the pilot will manoeuvre into the
commanded direction. A system that uses a set of criteria to reduce the available
options to a single one takes an important part of the decision-making process away 
from the pilot. In such a case, one cannot claim an informed pilot decision24. To
mitigate the loss of the pilot’s ability to deal with uncertainty and exercise judge-
ment, the design process must assure that the likelihood of a hazardous situation
resulting from obeying the command is extremely low. In contrast, by presenting
information about the predicted locations of hazards and have the pilot make a
manoeuvre decision based on this and other available information (LoA 2), the
burden on the design and certification process of the decision support is reduced.

A useful construct to classify depiction of data is based on the required men-
tal processing needed to make an informed decision. Using the 3-level Situation 
Awareness (SA) classification25, data that must be combined with other data 
(integrated) by the user only provides level 1 SA. If, instead of requiring the user to 
(mentally) combine/integrate the data, this is already achieved with the depiction, 
that presentation provides level 2 SA. A display can support level 3 SA by showing 
predicted data that answers the ‘what if’ question that otherwise would require the 
pilot to mentally extrapolate the current situation into the future.
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Fig. 9.3. Simulation environment used for the evaluation of the intercept guidance concept in 
March 2022. The picture was taken at the moment the intercepting aircraft had reached the 
desired position behind the TU-160 Blackjack.

Supporting pilot decision making by providing level 3 SA support has been the focus 
area of several studies into the design of DAA displays. In 2008, researchers from the 
Netherlands Defence Academy (NLDA) presented a DAA display concept relying on 
the depiction of the predicted conflict space.26 The basis for the computation of the 
conflict space is a process referred to as ‘probing’. With such a concept, the manoeuvre 
decision of the pilot is based on his/her perception of the current encounter geometry, 
the projection of this geometry into the future for the considered manoeuvre options 
and information about other relevant constraints. In other words, the presentation of 
the predicted future conflict space supports the pilot in obtaining level 3 SA.

The underlying idea was based on concepts pursued in the nautical domain 
from the early Seventies, such as the Integrated Collision Avoidance System (INCAS) 
[Chase and Tiblin, 1971]. One of the reasons for pursuing the concept of conflict space 
depiction was the possibility to create an integrated hazard avoidance system that 
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combines the hazard space formed by traffic with that of terrain and other potential 
hazards.27 Together with experts from General Atomics Aeronautical Systems Inc. 
(GA-ASI), the idea to integrate a conflict space display into their Unmanned Aircraft 
System (UAS) Control Station Architecture was pursued. In 2013 and 2014 follow-on 
studies, various ideas for hybrid spatial temporal thresholds were pursued.28 The 
GA-ASI Conflict Prediction and Display System (CPDS) became the first operational 
DAA system to use conflict space depiction29. In 2018, CPDS was used to support 
NASA MQ-9 Ikhana, making it the first unmanned aircraft to achieve a No Chase 
Certificate of Waiver or Authorisation (COA) flight without the need of a chase plane 
or visual observers as it operated in various classes of airspace.30,31

To be able to evaluate the impact of the differences in alerting philosophy 
between the existing DO-365 and emerging European requirements, NLDA has 
implemented both concepts in the DAA system used in its UAS laboratory. As a 
spin-off to the DAA research, underlying algorithms have been used to develop a 
concept to support pilots with so-called ‘intercept guidance’. The guidance algo-
rithms use the same data, but instead of using it to show predicted conflict space 
for all relevant nearby traffic, guidance is provided towards a selectable target, 
independent of range. This is a useful pilot support tool for air-policing missions. 
A first evaluation of these algorithms was performed in April 2022.

A first step towards automatic Remain Well Clear is to reduce the number of 
manoeuvre options generated in the Orient phase to a single one. The Decide phase 
could be implemented with a LoA between 5 to 7. Rather than selecting a manoeuvre 
from an understanding of the directions to be avoided, the pilot now has to decide 
whether to accept or reject the scheduled manoeuvre. Given the dynamics of the 
situation, the proposed manoeuvre may change during the time that is available 
for the pilot to make a decision. In the research study by Theunissen and Zijlstra an 
experiment is described in which pilot decisions were compared to those generated 
by an algorithm.32 Pilots were also asked to comment on the manoeuvre suggested 
by the automation. Comments comprised:
– “The guidance is provided too soon during a manoeuvring encounter. Initially

it seems beneficial to directly get a heading to fly, but it is counterproductive if
a reversal follows.”

– “The moment the intruders manoeuvre the pilot sees that the initial heading
of the guidance command is incorrect. The pilot has to be able to overrule the
guidance.”

– “Due to the guidance reversals the pilot develops a sense of doubt about the
system. Because of this, use of the system will be limited.”

In this context it is important to note that the automation in most cases achieved 
sufficient separation, but the fundamental difference with the pilot manoeuvre 
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decision was in situations with significant uncertainty regarding the intruder 
manoeuvre. Typically, pilots decided to wait a few seconds to reduce this uncer-
tainty. This strategy caused pilots to need fewer reversals of manoeuvre direction, 
which was the main cause they outperformed the algorithm (that always decided 
at the required time before CPA).

The difference in perception of the best manoeuvre direction is a fundamental 
problem for advisory systems, which was identified 40 years ago during research 
into the so-called Pilot’s Associate33: ‘Especially in critical situations, pilots mistrust 
the advice from automation in case it differs from what they expect’ [Statler, 1993]. If 
this problem is not solved, LoA 5 to 7 may be technically feasible, but the mismatch 
between the pilot’s perception and the intent of the system may result in undesir-
able operational issues.

9.4. Autonomy?

Autonomous34 DAA requires a closure of the OODA loop described in the previous 
section without the need for pilot selection of the manoeuvre and without the need 
for pilot consent on the decision to execute the selected manoeuvre. Automation of 
such action selection and execution is a capability that already exists for CA.

During CA any manoeuvre is allowed to prevent imminent collision. The 
pilot does not have to consider Right of Way rules, ATC instructions or any other 
constraints that apply during a normal operation. The associated reduction in 
constraints that must be considered simplifies the decision making, and CA logic is 
based on maximising the miss-distance. Automation is beneficial as it reduces the 
time of the Orient-Decide-Act phase, but the most important justification is that it 
ensures availability of the CA function in case of a control link failure. Automated 
CA systems for remotely piloted aircraft have been designed and flight-tested. 
In 2016, as part of NASA DAA Flight Test 4,35 automatic Traffic-alert and Collision 
Avoidance System (TCAS) manoeuvring was demonstrated in scenarios where the 
pilot intentionally did not manoeuvre based on DAA guidance and continued to 
trigger the TCAS Resolution Advisory (RA). Unless the pilot intervened, the RA was 
executed by the AFCS. In 2017, automatic CA manoeuvring using ACAS-Xu36 was 
demonstrated.

Unlike CA, for the time-horizon that is associated with remaining Well Clear, a 
pilot must consider several other factors that impact the decision whether, and if so 
when and how to manoeuvre. This makes automation of the decision process more 
complex and raises fundamental legal and ethical questions.
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9.4.1. Legal questions

If use of the automation is identified as a factor in an accident, it must be deter-
mined whether the manufacturer is (partly) liable. In the lawsuit following the 1995 
accident of American Airlines flight 965, the aircraft operator went to court in an 
effort to force the companies that designed the flight management system and the 
navigation database to help pay monetary damages. In response, the companies 
claimed that these were not at fault, and that the pilots committed a series of errors.

An increased transfer of decision authority from the operator to the system will 
certainly impact how liability is allocated between operator and manufacturer. For 
example, after the automated system that was intended to counter the tendency 
of the aircraft to increase pitch angle during certain manoeuvres was regarded as 
the primary cause of two fatal accidents, the aircraft manufacturer accepted sole 
responsibility for the crashes.37

In the automotive industry, in anticipation of ‘self-driving’ cars, Volvo has stated 
it will accept “full liability” for whatever happens when one of its self-driving vehi-
cles is operating in autonomous driving mode. It remains to be seen whether the 
anticipated liability in case of an accident involving an autonomous DAA system 
will impact the decision to develop such systems for the commercial market.

9.4.2. Ethical questions

In situations for which multiple manoeuvre options exist and rules/regulations do 
not provide sufficient guidance for a particular choice, remaining Well Clear relies 
on pilot judgment to decide. In other words, to remain Well Clear, pilot judgment 
is required for those situations that lack unambiguous normative decision criteria.

In exceptional situations, the result of such judgement can even be the decision 
to violate a certain rule. Belzer describes this as “Exceptional violations occur more 
as a one-time occurrence where the person assumed the risk basically under the 
premise that things would work out that one time, or with the idea that their judge-
ment was best in that single situation even though it violated the laws of the flight”.38 
Clearly this is not necessarily always a positive attribute, but it is one of the aspects 
that needs to be considered/weighed in the context of ‘automating’ judgment.

This results in the question of whether it is ethically acceptable to replace 
pilot judgment by automation in the absence of unambiguous normative decision 
criteria. Very likely the answer is ‘no’.

however, similar to the transition from a subjective use of Well Clear to an 
objective, quantified definition, unambiguous normative decision criteria might be 
developed through the definition of risk-based cost-criteria and weighing factors. 
This raises questions such as:
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– For a multi-intruder encounter with both manned and unmanned aircraft, how 
will the weighing factors and cost criteria be determined?

– Does a predicted loss of Well Clear with a manned aircraft allow the right-of-
way of another unmanned aircraft to be violated39?
Before an attempt is made to answer such questions, the following more fun-

damental ethical question must be answered with a ‘yes’:

Given the current reliance on pilot judgement, is it ethically acceptable to define 
and implement agreed-upon criteria in the automation for the types of questions 
illustrated in the example situation?

9.4.3. Other challenges

If it is concluded that the legal and ethical questions can be adequately answered, 
there are challenges in the area of integration and certification. As indicated earlier, 
the pilot must consider several other factors that impact the decision whether, and 
if so when and how to manoeuvre. At present, a DAA system, a Terrain Awareness 
& Warning System (TAWS), a weather radar and a Flight Management System (FMS) 
are independently designed and certified. Replacing the pilot as the integrator of 
information will require a considerable change to existing architectures. Although 
the technical feasibility is not questioned, the associated development cost needs to 
be justified by operational gains achieved with the increase in autonomy.

If it is concluded that conventional approaches to the design of the deci-
sion-making logic are prohibitive and an AI/ML approach for the decision-making 
shows promise, lack of determinism will certainly introduce issues with current 
certification methods. here too, research is looking into new techniques such as 
Behaviour Bounded Assurance to support certification of these types of systems.40 
Also, a different approach to certification is being proposed.41

9.4.4.Discussion

Because of aforementioned legal, ethical, integration and certification challenges, 
a question that deserves particular attention concerns the expected benefits of an 
autonomous remain Well Clear capability. Since automatic CA is already required to 
mitigate for the inability of commanding a manoeuvre in case of a control-link fail-
ure, the addition of automatic remain Well Clear is not required to mitigate for this 
type of failure. For airspace classes in which communication with ATC is required 
after a Caution alert, the operational benefits are difficult to imagine. Since automatic 
CA is already accepted, the only gain in response-time that could be achieved with 
an autonomous remain Well Clear manoeuvre at the Warning alert is in the order of 
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20 seconds before an automatic CA manoeuvre would be executed. Given that such 
an aircraft operates in an airspace in which most pilots of other aircraft will resort 
to voice-communication after a Caution alert in order to resolve an impending loss 
of Well Clear, additional problems could result from the lack of pilot involvement on 
the side of the remotely controlled aircraft during this phase42. Perhaps such a mix 
of human decision making, and automation is just not a good idea.

9.5. Summary and conclusions

The benefits of using unmanned aircraft for military operations such as ISR, target 
designation and attacking targets is undisputed. The inability to meet the See-and-
Avoid requirement and the resulting need to use a segregated airspace approach 
for operation of these aircraft is a significant constraining factor43.

The introduction of DAA as an alternative means of compliance to the See-
and-Avoid requirement necessitated a change from the subjective Well Clear 
requirement to a quantified definition, the so-called DWC boundary. A DAA alerting 
function supports the pilot with timely detection of a future loss of DWC. Directions 
and altitudes that will cause a DAA alert are colour coded on the DAA display. These 
alerting and guidance functions require a sufficiently accurate observation of the 
current situation and models to estimate the future situation. To prevent dictating 
a particular technology, data requirements are specified as sensor-agnostic.

The information requirements can only be met by combining data from various 
sources. In the Orient phase, the use of AI/ML increases the potential of data from 
radar and EO/IR. however, in the Decide phase, AI/ML at present cannot be used 
to replace pilot judgement for selecting the manoeuvre to remain Well Clear. If 
the situation develops into a Collision hazard, automatic manoeuvre selection and 
execution is acceptable.

Due to different (emerging) standards, interoperability may be a constraining 
factor. NATO is addressing this issue with the development of a performance-based 
standard for DAA systems.

Autonomous DAA is only possible if it is agreed that it is ethically acceptable 
to define and implement criteria in the automation that replace current pilot 
judgement. Given the other factors that need to be taken into account, this is funda-
mentally different from automatic CA in which other constraints can be disregarded.

For autonomous DAA, the transfer of decision authority from the operator to the 
system will certainly impact how liability is allocated between operator and manu-
facturer. Also, if techniques such as AI/ML are used in the automation of the ‘Decide’ 
phase, new approaches to certification are needed that are able to prove compliance 
with the performance requirements for a system that is non-deterministic.
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CHAPTER 10

Battling information overload in military 
intelligence & security organisations

Tess Horlings, Roy Lindelauf & Sebastiaan Rietjens

Abstract

Military intelligence & security organisations are confronted with information overload as a result 

of continuously increasing amounts of data, high levels of uncertainty of the data, as well as multiple 

data formats. Information overload has serious consequences hampering the effectiveness and 

efficiency from the individual to the organisational level. Drawing upon insights from adjacent fields 

such as business administration, psychology, and communication science, this chapter analyses 

how people, practices and tools relate to information overload in military intelligence & security 

organisations. Findings of the chapter include a need for reevaluation of the type of personnel and 

their specific skillsets; the identification of several issues that hamper the organisational practices 

of information overload (collection outpacing analysis, data governance, distinguishing signals from 

noise, and changing intelligence processes); and a need to integrate appropriate tools (e.g., software 

packages, custom-made algorithms and automatisation scripts).

Keywords: Information overload; Intelligence & security organisations; Data governance

10.1. Introduction

In the current information age, military intelligence & security organisations are 
confronted with information overload, which is generally defined as a situation 
in which ‘decision-makers face a level of information that is greater than their 
information processing capacity’.1 Such information overload is not only the result 
of the continuously increasing amount of data that needs to be processed (e.g. due 
to the introduction of new technological platforms such as the F35, the MQ-9 Reaper 
or the advancement of the soldier modernisation program), but also of the high 
levels of uncertainty of the data, the increase in data that is available in real-time, 
as well as multiple data formats with structured and unstructured data from text, 
image, multimedia content, audio, video, sensor data or noise.2
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Information overload has serious consequences hampering the effectiveness 
and efficiency of military intelligence & security organisations from the individual 
to the organisational level.3 Despite this consequence ‘it is surprising how little 
academic attention has been devoted to the changes that are taking place in the 
technology, management and integration of the intelligence systems that will 
underpin any Revolution in Military Affairs.’4

This chapter provides an understanding of the main components and processes 
leading to information overload in military intelligence & security organisations. 
In section 10.2 a conceptual framework of information overload is presented based 
upon literature from business administration, psychology, and communication 
science.5 Section 10.2 concludes that people, practices and tools are the main com-
ponents that influence information overload.

In section 10.3 this conceptual framework is used to analyse the concept of 
information overload within military intelligence & security organisations. Finally, 
section 10.4 discusses how a thorough understanding of the concept of information 
overload may benefit military intelligence & security organisations.

10.2. Information overload

10.2.1. Defining information overload

The attention for information overload in academic debate was at its highest level 
in the 1980s and 1990s, mainly focusing on the effects of wasted time, decreasing 
efficiency and health concerns, after which attention decreased in the 2000s.6 
Nearly thirty years after its initial peak, information overload research is regaining 
attention as the information age is exponentially increasing the amount of availa-
ble data.7 For organisations, information overload is regarded as one of the main 
challenges of the digital age.8

A broad spectrum of academic debates has been theorising on the issue of 
information overload. Especially management disciplines, such as accounting, 
organisational science, and marketing, but also studies in health care and psychol-
ogy have been discussing the topic.9 Regardless – or, as a result – of the broad 
spectrum of literature, recent studies indicate that a standardised definition of 
information overload is still lacking.10 An often-used definition is that ‘overload 
is regarded as that situation which arises when there is so much relevant and 
potentially useful information available that it becomes a hindrance rather than 
a help.’11 A more practical representation of information overload is the short 
formula: information processing requirements > information processing capacities.12
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This chapter uses the term information overload rather than data overload, and 
in the context of information components leading to knowledge. Following Meadow 
and Yuan (1997), data refers to ‘a set of symbols that does not have meaning or sig-
nificance to their recipient’, whereas information does meet that requirement. The 
‘accumulation and integration of information received and processed by a recipient’ 
is what constitutes knowledge.13 Data can be seen as potential information; thus, an 
overload of data can be an important factor in the perceived information load.

Finally, multiple studies provide a schematic representation referring to 
the issue of information (over)load as an inverted U-curve, which is shown in 
Figure 10.1.14 here, the focus is on the relation between the performance (in this 
case the decision-making accuracy) of an individual and the information load he 
or she is exposed to. According to Eppler and Mengis (2004), ‘the performance […] 
of an individual correlates positively with the amount of information he or she 
receives – up to a certain point. If further information is provided beyond this 
point, the performance of the individual will rapidly decline.’15
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Fig. 10.1. Information overload as an inverted U-curve.16

Some approaches not only take into account the amount of information when 
discussing information load, but also the complexity of the information.17 Indeed, 
as can be seen in Figure 10.1, the x-axis does not portray the amount of information. 
Rather, it portrays the perception of that amount, or information load. In order 
to improve decision-making accuracy, organisations need to find ways to process 
more information without increasing the experienced information load. Multiple 
facets are of influence to the experienced information load: people, practices and 
tools. The next section will discuss a framework for understanding these facets.
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10.2.2. People, practices, and tools

The academic debate on information overload tends to make a distinction between 
an individual cognitive perspective and an organisational equipment-related per-
spective such as a limitation in time or budget.18 Allen and Wilson (2003) describe 
these different perspectives as follows:

At the personal level, we can define information overload as a perception on the part of the 

individual (or observers of that person) that the flows of information associated with work 

tasks is greater than can be managed effectively, and a perception that overload in this sense 

creates a degree of stress for which his or her coping strategies are ineffective. Similarly, at 

the organisational level, information overload is a situation in which the extent of perceived 

individual information overload is sufficiently widespread within the organisation as to 

reduce the overall effectiveness of management operations.19

Thus Figure 10.1, which presents information overload with respect to the indi-
vidual cognitive dimension, can also be used to conceptually present information 
overload at the organisational level. In his research on information overload, 
Pijpers (2010) also recognises these different perspectives. His perspective proposes 
a triangular relationship between people, practices and tools.

For some scholars, information overload is concerned with the individual. Others contend 

that it is related to the organizations where people work. Some researchers, however, believe 

that information overload is caused by the limitations of computer hardware and software, 

and therefore the problem may be solved as specific technology becomes available. What is 

at least clear is that the ability to deal with information depends on the relationship between 

tools, people, and practices within organizations, rather than on an isolated outcome varia-

ble such as information overload.20

According to Pijpers, people are an integral part of the information overload issue. 
He even argues that ‘information only exists by the grace of human perception.’21 
The individual level of information overload has traditionally been the core com-
ponent of this topic. In 1970, the book Future Shock by Alvin Toffler, introduced the 
phenomenon to a broad audience, describing it as ‘causing both physical and phys-
iological distress due to overloading of perception, cognition, and decision-making 
process.’22 Even though individual and equipment barriers to information process-
ing are two sides of the same coin, academic literature on information overload has 
primarily been focusing on cognitive (individual) issues.23

Despite the core focus on the individual perspective, cognitive overload does 
not occur in isolation. The practices within organisations, the second element in 
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Pijpers’ trinity, shape the environment in which the individual encounters the 
information load. Think for instance of the organisational (information) culture or 
the way the organisation arranges its data governance practices.

Especially in knowledge-intensive organisations such as military intelligence 
organisations, there is a strong link between the information culture and the 
perception of information overload.24 A positive information culture is one in 
which ‘the value and utility of information in achieving operational and strategic 
success is recognised, where information forms the basis of organisational decision 
making and Information Technology is readily exploited as an enabler for effective 
Information Systems.’25

Finally, people within the organisation – to a greater or lesser extent – use tools to 
process the information they encounter. In this paper we use the term tools loosely to 
encompass a wide array of data processing technologies. Think of software packages 
like i2 Analyst notebook that aid in analysing networks, custom-made complex algo-
rithms implemented using programming languages like Python and R but also scripts 
used to automate standard processes. The way these tools are integrated into organ-
isational practices and the extent to which they meet the level of skill and demand 
of the individual using them, is the third major component of information overload.

Although the importance of information practices and technology in knowl-
edge-intensive organisations is widely recognised, information technology is still 
often interpreted as a main cause of information overload, rather than an integral 
part of the solution.26 Following Koltay (2017): ‘The problem is not that there is 
too much information. In an information-driven society there cannot be too much 
information. Information overload represents the challenge to make effective use 
of information, thus instead of blocking or limiting, there is a need for finding 
appropriate tools for discovery.’27

As can be explained through the inverted U-curve graph in Figure 10.1, in 
order to counter information overload – shifting the perceived optimum to the 
right – processing capacities, among others, need to be improved. By doing so, the 
entity that processes information (being an organisation or an individual) can 
benefit from increasing amounts of information, without necessarily increasing 
the perception of the load of information, hence improving decision accuracy.28 
Algorithms from fields like data science and artificial intelligence can be a major 
asset in increasing processing capacities:

One major aspect of information processing is not in the focus of researchers yet: how 

information can be processed and evaluated by  ‘‘intelligent’’  information systems. While 

decision support systems or decision aid are widely investigated, the wide field of machine 

learning, deep learning and artificial intelligence, which is one of the most important drivers 

of digitalization, is not linked with information overload literature yet.29



226 TESS HORLINGS, ROY LINDELAUF & SEBASTIAAN RIETJENS

The broad spectrum of information overload literature provides the necessary 
understanding of its main components in an organisation: the individual cognitive 
aspect (people), the organisational practices, and the tools used.

10.3. Information overload in military intelligence and security organisations

Making use of the trinity of people, practices and tools, this section reflects on the 
way military intelligence and security organisations can cope with information 
overload.

10.3.1. People

The observation that information overload is not only caused by the volume of 
data, but also by its complexity and the way that is experienced by an individual 
(or organisation), especially holds true for intelligence and security organisations.30 
Nicander (2011) points out that today’s intelligence targets are ‘smaller, more agile 
and mobile, and time-sensitive, [which] must be reflected in the management and 
requirement systems.’31 Indeed, the type of personnel and specific skillsets need to be 
reevaluated on the basis of this expanding information load, to create the necessary 
conditions for creating a data-centric culture. According to Hare & Coghill (2016), this 
should eventually lead to the situation in which analysts will become a ‘curator’ or 
‘librarian’ for information relevant to decision making. Data savviness must perme-
ate the intelligence organisation if it is to become data driven, i.e., a minimum level 
of data literacy should be expected of every employee within such an organisation. 
Furthermore, in order to instigate these developments, management should become 
data literate to optimally integrate data methodologies within the intelligence pro-
cess. Vogel et al. (2021) even expand the desired skillset for managers, quoting one of 
their interviewees who stated that a manager lacking ‘the mathematical background 
necessary to understand the statistical meaning behind the probabilities of analytic 
results can be a serious detriment to achieving a reasonable analytic conclusion.’32

10.3.2. Practices

With regard to practices of information overload in military intelligence & security 
organisations, four main issues are identified. These are (1) collection outpacing 
analysis, (2) data governance, (3) distinguishing signals from noise, and (4) chang-
ing intelligence processes.

Collection outpacing analysis. This issue reflects on the role of data as something 
that may in fact hinder analysis. The cause of information overload is considered 
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to be found within the intelligence process: the combination of ‘mass collection 
of data by technological means’ with analysts not being able to match the pace to 
transform it into timely and relevant products, vividly called analysis paralysis.33 
Lieutenant General Deptula stated the problem as: “We’re swimming in sensors 
and we need to be careful we don’t drown in the data […] the unavoidable truths 
are that data velocities are accelerating and the current way we handle data is 
really overwhelmed by this tsunami.”34 Analysis paralysis may result from a com-
bination of factors of the functional chain (e.g. information sources, complexity of 
the effort, context, time pressure), organisational tools and practices dealing with 
these factors, and individual characteristics.

Data governance. Organisational practices are one of the main components 
influencing the problem of information overload. Similar to large, complex, private 
sector organisations, the intelligence community has to ‘govern, manage, secure 
and use data’ to enhance its organisational efficiency and results.35 Approaching 
the importance of data governance through the lens of the conceptual framework, 
a number of elements appear to be related. Well-integrated data governance will 
decrease the perceived load of the information by assisting the analyst in efficiently 
searching the information that is already stored, assessing the source reputation, 
and merging data from different collection disciplines before presenting it to ana-
lysts (multi-INT fusion). Data governance, albeit in a limited scope, has surfaced 
as an essential theme in understanding information overload in an intelligence 
context. As Palfy (2015) explains: ‘Regardless of the subject, a key to timely, relevant, 
and accurate intelligence output is an organization’s intelligence processing and 
integration capacity, which in-turn depends heavily, though not exclusively, on 
its approach to data governance.’36 he argues that organisations will experience 
information overload when they do not establish powerful processing capacities 
combined with the implementation of a data governance framework. In line with 
the presented conceptual framework, Palfy asserts that implementing IT tools to 
counter information overload would be inadequate without solid data governance.37

Distinguishing signals from noise. The third issue is the principle of distinguish-
ing ‘signals’ from ‘noise’. The challenge to only concentrate on the right pieces of 
information is not unique to the current information age. The difficulty of this 
issue was, for example, already found to be a fundamental obstacle leading to the 
‘intelligence failure of Pearl Harbor in 1941. Since then, however, the amount of 
both signals and noise has been ever-increasing.38 According to Winston (2007), as 
both secret and open-source intelligence collection has been increasing, the role of 
the analyst has changed from being a gatherer to becoming a hunter, indicating the 
search for signals in the masses of the already collected data.39 Following Pedersen 
and Jansen (2019), ‘instead of trying to collect sparse information from a limited 
supply, one now needs to locate the right pieces of information in the increasingly 
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vast reservoir containing also large volumes of non-relevant information.’40 Most 
of the aforementioned points refer to the large amount of signals and noise. Adding 
to the complexity of the effort, is the relevance of collected data that is judged 
by the analyst by using their understanding of the intelligence problem. Without 
a thorough understanding of the problem, it is impossible to correctly establish 
‘which pieces of collected intelligence are relevant (signals) and which are irrele-
vant (noise).41

Changing intelligence processes. In order to be beneficial to its customers, prod-
ucts of military intelligence and security organisations should adhere to certain 
principles. Well-known characteristics are that they should be timely, relevant, 
accurate and actionable.42 In order to produce intelligence products that meet these 
requirements, intelligence organisations traditionally employ a process defined as 
the intelligence cycle, in which five sequential steps take place: planning and direc-
tion, collection, processing, analysis and dissemination. Recently, a considerable 
amount of literature has discussed to what extent the concept of the intelligence 
cycle is (still) accurate in the current information age, and suggestions have been 
made to adjust or ‘move beyond’ the intelligence cycle, or to change the way we 
conceptualise intelligence processes as a whole.43 A data-driven approach to the 
intelligence process can provide intelligence and security organisations with the 
opportunity to both optimally use the large volumes of data and decrease their 
experienced information load. To ‘discern general trends and anomalies in very 
large datasets – through anomaly detection and association algorithms—can help 
to identify potential intelligence targets, thus driving intelligence requirements.’44

10.3.3. Tools

There is a widely acknowledged need to integrate appropriate tools (software pack-
ages, custom-made algorithms, automatisation scripts, etc.) to deal with the problem 
of information overload. The unsurpassed amounts of information analysts are 
confronted with, require an immediate implementation of ‘advanced analytic 
techniques.’45 According to Eldridge et al., ‘without the support of automated 
processes, analysts would simply be unable to cope with the deluge of information 
swirling around the ether.’46 The intelligence literature suggests that the proposed 
tools should primarily be of assistance to the intelligence analyst, exemplifying 
the important connection between tools and people in an organisation. Along 
these lines, these tools should have the net consequence of narrowing down the 
information feed of the analyst.47 Adding to this extraction of useful information, 
effective tools will ‘present information to analysts in a way that minimizes their 
cognitive load […], this primarily means visualizing information where possible, 
through mapping, timelining, charting and other methods.’48 Artificial Intelligence 
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(AI) is one of the suggested technologies to solve the information overload problem, 
as it is able to, for instance, ‘pre-process raw data to offload human analysts.’49 
The integration of data science and artificial intelligence tools could have a major 
impact on the perception of information load to intelligence analysts. Tools may 
be used to assess the sources of information, extract relevant information, provide 
alternative hypotheses based on the available data, or visualise data to temper the 
information load as experienced by the analyst. An important consideration here 
is that these uses may be mentioned in the relevant literature, but most of them 
are not yet operationalised.

10.4. Discussion and recommendations

The objective of this chapter is to provide understanding of the main components 
and processes leading to information overload in military intelligence & security 
organisations.

To meet this objective, we first explored the literature on information overload 
in several adjacent literatures. We provided several definitions and representa-
tions of the concept of information overload and explored the main components 
underlying information overload in an organisation. These components are: the 
individual cognitive aspect (people), the organisational practices, and the tools 
used. Applying each of these components to military intelligence & security organ-
isations provided understanding on the type of personnel needed, the challenges in 
operational practices (collection outpacing analysis, data governance, distinguish-
ing ‘signals’ from ‘noise’, and changing intelligence processes) and what tools are 
appropriate to use.

While these components individually contribute to our understanding of infor-
mation overload in military intelligence & security organisations, it is important to 
stress the mutual relationships between people, practices and tools as well. Two of 
these relationships stand out.

First, for using tools to decrease the experienced information load, these tools 
need to be effectively integrated into intelligence practice. Multiple challenges have 
been identified in this domain. In some cases a problem was misdiagnosed as being 
rooted in IT tool inadequacy, while in other cases tools treated the wrong symptoms 
without fully understanding the root causes.50 Furthermore, according to Treverton, 
the development of tools in intelligence and security organisations has mostly been 
bottom-up, with little push from the top.51 Here, problems for adoption arise ‘when 
these (newly produced) bottom-up tools clash with older knowledge regimes, organ-
izational structures, and insufficient support mechanisms.’52 An insufficient analysis 
of how people experience their information load may leave intelligence and security 
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organisations with ‘a renewed perception that their tools are both inadequate in 
meeting business needs and insufficient in helping analysts deal with exponential 
increases in data holdings relative to a given theme, network, or target set.’53

A second relevant issue regarding the relationship between people, practices, 
and tools is the extent to which people trust tools and how organisations learn 
to cope with information overload. The development of trust across users of the 
tools needs to be central and must be reflected in the policies and practices of the 
organisation.54 Paramount to establishing people’s trust in these tools is learning, 
consisting of multiple components. Laney, Chief Data Officer at Gartner, asserts 
that ‘within organizations, as information starts to become recognized as an actual 
asset, we need a new language for businesspeople, for IT people—for informa-
tion people—to be able to communicate effectively.’55 The integration of tools 
will eventually be a core asset in decreasing the experienced information load, 
but in the phase prior to that integration ‘the tension between exploitation and 
innovation can be a constant source of stress for managers. Do we focus on what 
we know, or do we create new products and services?’56 Finally, Nicander (2011) 
stresses the importance of learning at both the organisational and individual level, 
as the memory of an organisation is ‘derived from employees who act to adapt the 
theory-in-use that reflects an organization’s past experience. […] No organizational 
learning can exist without individual learning, although individual learning as a 
condition for organizational learning is by itself insufficient.’57
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Fig. 10.2. The potential improvement of decision accuracy.
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Finally, as we have seen, the individual components of information overload 
(people, practices, tools) as well as their mutual relationships provide several 
future avenues to address information overload. When being implemented, these 
avenues should result in an increase of information processing, leading to the 
ultimate goal of improving decision accuracy. In the intelligence domain this would 
mean to reach an improved optimum of providing timely, relevant, and actionable 
intelligence to gain decision advantage. Figure 10.2 presents the potential gain in 
decision accuracy when an organisation is able to adequately deal with informa-
tion overload. The black curve in the figure portrays the initial situation, which 
can also be found in Figure 10.1. The blue curve shows the potential benefit when 
information load increases due to improved information processing capacities, 
leading to an improved optimum of decision accuracy. Indeed, more information 
can be processed before information overload sets in. This clearly visualises 
how intelligence & security organisations can benefit from the large volumes of 
information that is available to them, by dealing with the causes and effects of 
information overload on their people, practices, and tools.
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CHAPTER 11

A conceptual investigation of the trade-off 
between privacy and algorithmic performance

Job Timmermans & Roy Lindelauf

Abstract

Data-driven methodologies come with a huge benefit of optimising solutions for decision problems, 

but also potentially introduce new ethical risks, both in a general societal context and for defence and 

military organisations in particular. This chapter therefore conceptually investigates the trade-off 

between privacy on the one hand and algorithmic performance on the other, concerning the use of 

Ministry of Defence (MoD) relevant (bulk) datasets from a technical, moral and socio-political view. 

Because the MoD operates in a global context, the possible consequences of choices by the MoD are 

also considered in comparison with the choices made by other countries with respect to this trade-off.

Keywords: Privacy, Algorithmic performance, Machine learning, Security, Decision-making

11.1. Introduction

The last decade has seen an exponential development and integration of big data 
and machine learning algorithms within almost every domain thinkable, varying 
from informing bail and parole decisions1, which patient is seen2, college admis-
sions3 to filtering applicants for financial loans4. Within many decision-making 
challenges relevant to the Ministry of Defence (MoD), and defence and security in 
general, machine learning is gaining prominence too. Solutions exist for instance in 
automating tasking of technical collection platforms, in predicting the likelihood of 
terror attacks5, in modelling terrorist and insurgent group behaviour6, in deciding 
which surveillance image footage to focus on7, fake news detection8 and in operating 
(semi-) autonomous weapon systems such as tanks or drones9, to name just a few.

This current exponential increase in data gathering and analysis capabilities 
confronts governments and organisations worldwide with ever-increasing bulk 
datasets to mine for information. Bulk datasets are sets of information about a large 
number of individuals, the majority of whom are not of interest to intelligence agen-
cies. These bulk datasets, such as, for example, large-scale communications data or 
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names of passengers on airline flights are gathered by defence and intelligence 
agencies with the goal of providing both tactical and strategic foresight and warn-
ing10. These data-driven methodologies come with the huge benefit of optimising 
solutions for decision problems, but also potentially introduce new ethical risks, 
both in the societal context in general, and for defence and military organisations 
in particular. There is a fierce debate on several aspects related to mass surveil-
lance using bulk datasets, such as the effectiveness of such surveillance programs 
in preventing terrorist attacks and serious crime11, privacy concerns relating to 
surveillance and technology12, fairness and transparency of the algorithms used to 
analyse such datasets13, and concerning their judicial regulation14. In light of these 
developments, in 2017, the Dutch Parliament approved a revision of the 2002 Dutch 
Intelligence and Security Services Act, where the new version explicitly incorpo-
rates the use of modern technology and data gathering and analysis capabilities. An 
evaluation of this law concluded that the Intelligence and Security Services Act 2017 
(WIV)15 is not optimally synced with the technological complexity and operational 
practice of Dutch intelligence agencies and specifically stated that a new bulk data 
regime is required16.

Incorporating rules and regulations on data and algorithms for their analysis, 
implementing process frameworks for non-discrimination by design and using 
explicit ethical algorithm design are all important ways to deal with the challenges 
of bulk data and should therefore be pursued. however, one trade-off that should 
not be overlooked upon implementing such measures, and which is especially 
important within the defence and security domain, is the trade-off between 
military advantages in the use of algorithms for decision-making and democratic 
values. The Dutch Defence Strategy on data science explicitly states that the use of 
complex algorithms should enhance military strength but also should be aligned 
with core democratic values. In this chapter, therefore we conceptually investigate 
the trade-off between one core value, namely privacy, on the one hand and algo-
rithmic performance on the other, with respect to the use of MoD relevant (bulk) 
datasets from a technical, moral and socio-political view.17 In addition, because the 
MoD operates in a global context, we consider the possible consequences of choices 
by the MoD in comparison with the choices made by other countries concerning 
this trade-off.

We start by introducing a coordinate system that aids in the analysis of this 
trade-off. In section 11.2 we use this system to present a conceptual mapping of the 
trade-off between algorithmic performance within a defence and security context 
and the value of privacy. Next, in section 11.3 we sketch the technical dimensions 
of and some solutions to this trade-off followed by the socio-political dimensions 
in section 11.4. We conclude the chapter by briefly looking ahead to ways to further 
tackle this multi-dimensional challenge.
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11.2. Privacy vs. security trade-off

An insightful way to depict challenges that are faced when designing and deploying 
ethical algorithms is offered by van den hoven et al.18 based on earlier work by 
Kuran19. In their article, the authors propose a two-dimensional coordinate system 
with on each axis a different (moral) value that simultaneously has to be met by 
the design (see Figure 11.1).

Vprivacy

Valgorithm

Tideal

Fig. 11.1. Mapping of two moral values.20

In our case, the horizontal axis represents one or more moral values associated 
with the performance of the algorithm (Valgorithm), i.e. the benefits of deploying the 
algorithm, for example, its ability to discover potential targets in a large dataset. 
And, the vertical axis represents a moral value that may be negatively affected 
by deploying the algorithm, in our current example, the value of privacy (Vprivacy).

The origin of the coordinate system then denotes the theoretical position in 
which none of the values is met. Moving upwards along the horizontal axis signi-
fies an increase in the performance of the algorithm and hence a higher level of 
meeting the associated value commitment. Likewise, moving upwards along the 
vertical axis signifies a gradual increase in the level the value of privacy has met.

In an ideal world, both values Valgorithm and Vprivacy can be fully met simulta-
neously (Tideal). In that particular case, the performance of the algorithm and its 
associated values would not be impaired by meeting the requirement set by the 
opposing moral value such as privacy. In reality, however, in designing and imple-
menting algorithms we will face situations in which different value commitments 
cannot (fully) be lived up to simultaneously.

It should be noted that the depiction of points and curves in our figure is a 
conceptual approximation of reality. In fact, a particular value may not be readily 
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quantifiable or be mapped onto an ordinal or a rational linear scale. It, however, 
does allow us to display the relative positions and trends of the possible solutions 
in dealing with the current challenges.

In this way the coordinate system allows us to map all possible ways a trade-off, 
conceptually at least, can be reached between these two values. In turn, this offers 
a canvas to display the technical and associated socio-political challenges and their 
interrelationships that the MoD faces when implementing algorithmic analyses 
on its data. Before turning to these challenges, first we will explicate two (partly) 
conflicting values and what is at stake for the MoD in more detail.

11.2.1. Algorithmic performance, security and safety

As already pointed out in the introduction, the use of algorithms for data analyses 
can be understood to contribute to the core values of the MoD.

In its mission statement, the Dutch MoD states that its main objective is to ‘pro-
tect all that we as a nation cherish.’21 To that end, it ‘fight[s] for a world of freedom 
and security’22. To be able to meet these two core values in the near future the MoD 
finds that it is ‘vital’ that it becomes a ‘technologically advanced organisation’23. 
Because the use of innovative technology lies at the heart of modern warfare, 
meeting the core values is thus tightly connected with the use of innovative tech-
nology. The MoD, therefore, acknowledges that it relies heavily on having access 
to advanced technologies such as ‘Artificial Intelligence (AI) and Big Data’ to meet 
its security interests24.

A good example to illustrate this point is the focus on information-based mili-
tary decision- making (‘Informatiegestuurd optreden’) (IGO), which is regarded as 
the foundation of the future defence organisation25. IGO can be defined as the use of 
information to reduce uncertainty in (military) decision-making. Increasingly, this 
information comes from the (semi) automatic analysis of data using algorithmic 
techniques. By analysing such large quantities of data, IGO enhances the capacity to 
obtain insight, understanding and foresight of complex situations and operations26. 
This enables the military to detect and identify threats early on and take preventive 
measures when necessary.

The effective use of technology such as data analytics not only affords to meet 
the overarching value of security of the MoD, but also carries over to underlying 
values such as safety. Working with the ‘most modern equipment’ such as AI and 
big data ensures that all MoD’s personnel ‘can do their work as safely as possible.’27 
Similarly, by enabling more precise targeting, access to large datasets may help to 
reduce the risk of avoidable (civilian) causalities28. Additionally, there are a pleth-
ora of applications of AI and data science useful for the MoD: think of helicopter 
mission optimisation techniques (as described in chapter 7), predicting cache 
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locations of IED’s based on historical attack data and cultural variables29, predicting 
terrorist group behaviour and optimising policy options for their destabilisation30, 
predicting border incursions31 and understanding the cyber vulnerability equity 
process32 to name just a few.

As an illustration, we briefly discuss another recent example of the use of data 
analytics relevant to defence and security, in this case concerning the proliferation of 
nuclear material. There exist clandestine supply markets consisting of individuals, 
businesses, research institutions and governmental organisations that participate 
in the illicit proliferation of nuclear material. Starting from an existing list of sanc-
tioned entities, and based upon open-source data (LinkedIn and Bloomberg) alone, 
Andrews et al.33 build a machine learning model (SPINN: Suspiciousness Prediction 
in Nuclear Networks) to analyse a proliferation network consisting of more than 
74k nodes and over 1M edges and to predict the suspiciousness of those nodes. 
Based upon novel network-centric features they were able to predict who is suspi-
cious with high accuracy34. They were able to identify suspicious entities that were 
not known before, like a company in the UK that specialises in mining zinc and 
other base metals. Models like SPINN, provide defence intelligence organisations 
with decision support systems to optimise their fight against nuclear proliferation 
by discovering unknown targets, which enables them to rank them according to 
their suspiciousness and as such contribute to increasing safety and security. In the 
next section, we discuss the competing value of privacy in the trade-off dilemma.

11.2.2. Privacy 

Besides offering the benefit of enhanced security and safety, the use of algorithms 
to analyse data also has several potential drawbacks, not least the risk of privacy 
infringement, which gives rise to challenges ranging from legal constraints to 
ethical information use35. Although there is consensus that the value of privacy 
is important, the concept remains hard to explicate or pin down36. In general, it 
aims to constrain access to certain types of personal data and prevent persons to 
acquire and use information about other persons37. This is necessary because con-
temporary information technologies threaten privacy by reducing the amount of 
control over personal data thereby opening up the possibility of a range of negative 
consequences that result from access to personal data.’38

The use of intelligent systems for data analytic purposes makes the concern for 
privacy even more acute as they offer powerful mechanisms that could increase 
real and anticipated assaults on individual privacy39. There are many examples 
of privacy violations that could occur when large datasets containing information 
about individuals are analysed. Note that a privacy violation in our sense does not 
entail unauthorised access to and breaches of a raw database that contains sensitive 
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data (this is a security violation). With privacy in general the challenge is that only 
a surprisingly small number of seemingly unimportant facts about an individual in 
a large dataset is enough to identify him or her among the millions of individuals 
appearing in the dataset. In addition, we are concerned with the fact that specific 
details of an individual can be determined from the release of the neural network 
that is trained on the data. Consider for instance the well-known 2006 case of Netflix. 
The company publicly released the Netflix Prize dataset containing more than 100 
million movie recommendations of almost half a million of its users as part of a 
competition. The goal of the prize competition was for researchers to come up with 
better algorithms that Netflix could use to improve their movie recommendation 
system. Cognisant of the Video Privacy Protection Act, Netflix replaced all user 
identifiers with unique but randomly selected IDs. Within a short period however, 
researchers from the University of Texas presented a de-anonymisation methodol-
ogy and showed how to de-anonymise movie-viewing records in Netflix’s dataset40.

Even if an individual cannot be uniquely identified from a small set of seem-
ingly trivial facts in a large dataset, this does not mean that no privacy violation 
occurs. For instance, consider the case where knowing some trivial facts about an 
individual leads a researcher to conclude that the specific individual is a member 
of a (possibly large) subset of the original dataset that all share some unique prop-
erty (a certain disease for instance). Even though the individual’s unique record 
cannot be pulled from the data, knowing that he/she has a certain disease is clearly 
a privacy violation. It has been shown that this can even be done if the data under 
consideration only contain aggregate data, for instance, when it does not contain 
any individual data at all41.

In the case of bulk datasets used by defence organisations, similar privacy 
considerations can arise. It is claimed that large-scale private personal data col-
lection efforts for counterterrorism (such as those revealed by Snowden in 2013) 
led to privacy violations42. Others suggest that bulk dataset collection is legitimate 
on balance because of its operational utility43. It is argued that the extent to which 
privacy matters for a given bulk communications dataset depends on whether 
the individuals in the dataset are foreigners or not and whether the data consists 
of mere meta-data only or also includes content (for instance mail messages). 
European law and international human rights treaties state that these are privacy 
intrusions, which might be overridden only in the interest of national security and 
serious crime44. European law states that if someone loses control of his/her data 
without their consent this is a privacy violation45. Both in the US and the UK, the 
Snowden revelations led to a reconsideration of bulk collection by the intelligence 
services and the adoption of a more stringent approach.

Overall, when collecting and mining bulk data, the MoD is faced with a trade-
off between the desired or required operational utility based on algorithmic 
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performance, which contributes to meeting its core values such as security and 
safety, and living up to moral and legal obligations to protect personal privacy. To 
be able to make informed decisions on this matter, a clear perspective is required 
on the performance of algorithms applied to those datasets (and the value they pro-
vide) as a function of the level of privacy that they guarantee. To gain some insight 
into this trade-off we conceptually present several privacy algorithmic designs in 
the next section and their corresponding plots in the value mapping (Figure 11.1).

11.3. Technical dimension of the trade-off

One way to tackle the trade-off between privacy and algorithmic performance is by 
technical innovation, i.e., designing algorithms that allow for privacy protection. 
however, although certain technical solutions may be successful in addressing the 
privacy issue, this comes at a price, namely a reduced performance of the algorithm 
(and hence its corresponding values). To illustrate this point, this subsection dis-
cusses non-exhaustively several solutions that are currently available. By plotting 
the technical solutions in the value mapping, we compare the trade-offs between 
the values that are offered by the different solutions.

In the extreme case, technical solutions to the trade-off would entail that we 
give up our concern for one of the rivalling values completely. This implies that we 
would either give up all considerations for privacy to reap maximum algorithmic 
performance (Tmax in Figure 11.2) or refrain from using the technology altogether 
and attain maximum privacy (Tnone). In practice, however, these solutions are not 
desirable or acceptable and a more nuanced position in which both values can be 
attained simultaneously is sought after.

Vprivacy

Valgorithm

Tideal
Tmax

Tnone

Tdifferential

Tk-anonimity

Fig. 11.2. A conceptual plot of different technical solutions to the value dilemma.
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A generic solution to deal with privacy issues in big data is offered by the Privacy 
by Design (PBD)46. PBD consists of seven principles that ensure privacy (mitigation) 
measures are embedded throughout the design process47, for example, requiring 
the design to be proactive and not reactive, privacy as the default setting and end-
to-end security. An important principle of PBD that we will focus on here is the 
demand that privacy is to be embedded into the design itself and thus becomes an 
integral part of the technology.

A common way to meet this principle is by using anonymisation. This mitigates 
the risk of disclosing personally identifiable information (PII), for example, by 
removing all or a selection of such information, aggregation of data or masking 
PII in data48.

One such approach that was first introduced by Samarati and Sweeney49 is 
called k-anonymity. The idea behind it is that the information of each person 
in the data cannot be distinguished from k-1 others in the data. however, later 
critiques of k-anonymity showed that neither k-anonymity nor enhancements of it 
are entirely successful in preventing privacy leakage while keeping a reasonable 
data utility level50. This can easily be seen in the case where the data consists of 
medical records. Even if it satisfies k-anonymity, it might still be possible that all k 
individuals that a certain individual of interest belongs to, have the same disease, 
i.e., one can still infer highly private information of this individual even though
their data is privacy protected by k-anonymity (Tk-anonimity).

Another innovative method that is gaining attention is a probabilistic anonymis-
ing technique called differential privacy51. This technology (Tdifferential) is especially 
fit for the current discussion because it allows for a gradual increase or decrease of 
the level of privacy52, which helps us to illustrate how technical choices affect the 
level of realisation of moral values.

In the 2000s, the mathematical concept of differential privacy was developed 
by a group of computer scientists to solve the privacy challenges sketched in the 
second part of this chapter. The basic idea of differential privacy is that the deletion 
of a specific individual’s data record from a large dataset does not influence the 
outcome of algorithmic analysis of the data very much. It is interesting to note that 
Google and Apple started using differential privacy on some of their applications 
after the first decade of the 2000s.53 Differential privacy has an exact mathematical 
definition, and the amount of privacy can be ‘tuned’ in the sense that the stricter 
the privacy settings the less likely that any deviating analytical outcome will occur 
when a person’s records are not included in the data compared to when they are 
included54. Thus, differential privacy guarantees for instance that the probability of 
getting annoying telemarketing calls does not increase when you agree to include 
your data in a study. It promises that the probability of getting picked out of line at 
an airport does not increase by very much if you allowed your past travel records 
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to be stored. Additionally, differential privacy ensures that for every individual in 
a dataset the beliefs on anything that an analyst, who runs an experiment on the 
data, holds are very close to when the same analyst runs the same experiment on 
the data with the records of any individual removed. Put differently: differential 
privacy ensures that if someone queries the output of a differentially private 
algorithm to search if individual X is in the dataset, he/she will get the same result 
notwithstanding if individual X is included in the dataset or not. Because differ-
ential privacy provides a ‘tuning knob’ for the amount of privacy that is required 
in a given setting (based on exact mathematical arguments), Tdifferential is plotted in 
Figure 11.2 as a curve instead of as a point. Note that the exact form of this curve 
is not known and depends on the particulars of the situation at hand (type of 
algorithm, dataset structure, etc.). however, it is clear that Tdifferential is expected to 
be monotonically decreasing in every setting, as an increase in privacy will never 
yield better algorithmic performance. hence, ethical restrictions on algorithms do 
not come for free.

As a consequence, the level of privacy protection implemented in an algorithm 
is not solely a technical challenge but above all a socio-political decision. In the next 
section, therefore, we will take a conceptual look at the influence of non-technical 
privacy demands and the corresponding implications as illustrated by the value map.

11.4. Socio-political dimension of the trade-off

As discussed in the previous section, opting for a particular data analytical solu-
tion entails a particular trade-off between the values associated with algorithmic 
performance such as security and safety, and the value of privacy. however, even 
if a particular combination of these values is practically attainable it may not be 
socially desirable or acceptable from a legal or moral perspective.

On the one hand, national and transnational regulation and legislation set a 
‘hard’ limit that may not be crossed by the value of privacy. For instance, the Dutch 
Data Protection Authority (DPA) supervises the processing of personal data to 
ensure compliance with laws that regulate the use of personal data. The tasks and 
powers of the DPA are described in the General Data Protection Regulation (GDPR), 
supplemented by the Dutch Implementation Act of the GDPR55.

On the other hand, national and organisational culture, sometimes voiced by 
public opinion or civil society organisations (CSOs) reflects (partly overlapping) 
moral standards that set further demands on the level of privacy that is considered 
(socially) acceptable. For instance, a survey of public opinion in the US by RAND 
indicates that citizens are concerned about the ethical risks of military use of AI56. 
Likewise, the Dutch digital rights organisation Bits of Freedom, for example, aims 
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to safeguard online freedom by voicing privacy considerations in the media57. 
Additionally, on an organisational level, nowadays, the code of conduct of many 
large companies typically includes a statement on the handling of personal data.

The choice for a technical solution that ‘solves’ the trade-off dilemma thus 
not only depends on the technological feasibility of meeting the values but is also 
limited by socio-political factors such as public opinion, (organisational) culture 
and legislative regimes. The socio-political factors can therefore be interpreted to 
set a threshold value (V) that represents the minimum level of the value to meet the 
legal requirement and be morally and socially acceptable.

Technical solutions that are located in the coordinate system below the thresh-
old may be technically feasible but are considered unlawful and/or not considered 
acceptable socially and morally. In the fictitious case plotted in Figure 11.3, for 
example, Tk-anonimity is plotted below the level of privacy that generally would be 
considered acceptable in the Netherlands (VNetherlands). The use of this solution 
therefore would be ruled out in the Netherlands because it does not guarantee 
the level of privacy as required by VNetherlands, despite its algorithmic performance.

Vprivacy

Valgorithm

Tdifferential

Tk-anonimity

VMoD_NL

VNetherlands

VFacebook

VChina
VRussia

VMoD_NL_threat

Fig. 11.3. A conceptual plot of different value thresholds.58

The conceptual privacy threshold value of the Netherlands differs from that of 
other countries due to cultural differences that also carry over to legislation and 
policy. Although all EU member states adhere to the GDPR, supervision and accom-
panying interpretations of the GDPR are the responsibility of national authorities.

In a similar vein, private and public organisations have a degree of freedom in 
interpreting and complying with legal and regulatory demands59. Organisational 
culture, therefore, affects the way companies address normative issues such as 
privacy. Alphabet Inc. and Facebook (VFacebook), for instance, intently push the 
boundaries of what is permissible in terms of privacy and sometimes even cross 
them based on the hefty fines recently imposed by France60.
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In contrast, due to the nature of the environment it operates in, the Dutch 
MoD may opt for a more cautious approach toward the value of privacy. Apart 
from being a public organisation, the MoD is tasked with national security and 
has a monopoly on the use of force61. As a consequence, it is under close public 
and political scrutiny62. What is more, due to this special position, the culture and 
tradition of the MoD aspire to abide by a higher moral standard than is customary 
in society in general63. Based on this, the argument can be made that the MoD’s 
threshold (VMoD_NL) lies above that of VNetherlands.

At the same time, however, because of its tasks and operational requirements 
the MoD functions across a unique spectrum of operations – e.g. using violence on 
behalf of the state- in comparison with any other public or private organisation64. 
Because, as argued above, MoD’s use of advanced technology is increasingly con-
sidered necessary to meet the values of security and safety65, this also may carry 
over to the deployment of complex algorithms. This does not imply, however, that 
deployment is not bound by legal and moral restrictions. The legitimacy of taking 
extreme measures still depends on the general public at home and the international 
community, and endorsement by law and human rights thinking66.

Nevertheless, in extraordinary circumstances, such as situations that represent 
a threat to national security, the threshold of the MoD (VMoD_NL_threat) may be set 
lower than in ‘normal’ – i.e. peacetime and routine conditions67- circumstances 
(VMoD_NL), to allow an increase in the algorithmic performance. This is conceptu-
ally illustrated by the fictitious situation displayed in Figure 11.3, where a lower 
threshold allows for a higher algorithmic performance of differentially private 
algorithms as presented by the monotonically decreasing curve TDifferential.

Finding the right solution to the trade-off dilemma given certain circumstances 
can be precarious. A recent experiment by the Dutch land forces with bulk data 
exemplifies this. At the start of the COVID-19 pandemic, the Land Information 
Manoeuvre Centre (LIMC) experimented with analysing action groups by collect-
ing and analysing data in times of crisis68. After attention by the media about its 
alleged illegitimacy, followed by political debate, the Minister of Defence decided 
to decommission this experiment69.

This resonates with the broader debate on the mandate of civil services oper-
ating in the intelligence domain that is also centred around the privacy versus 
security argument70. A public consultation by the Ministry of Internal Affairs about 
the proposed intelligence law, for example, raised sensitivities that are felt about 
the necessity and proportionality of technological deployment, and the technical 
impossibility of compliance71.

In the military domain, finding a solution to the trade-off dilemma is further 
exacerbated as increased algorithmic performance is expected to positively corre-
late with military power72. In meeting the values of safety and security, the MoD 
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competes with adversaries that have a different culture and political system, and 
hence abide by different standards concerning moral values such as privacy. This 
lowers their privacy threshold with regards to the MoD’s and hence allows their 
algorithms to potentially perform better. To further substantiate this point we will 
look into the position of China and Russia based on investigations by the RAND 
Corporation and (professional) online media organisations.

Both China and Russia invest heavily in the use of AI in the military domain. 
The Chinese People’s Liberation Army (PLA) is aggressively developing AI applica-
tions such as bulk data analytics to improve its position to win military conflicts 
in the future73. The main areas of interest of bulk data use by the PLA include 
command & control, surveillance & reconnaissance and cybersecurity74, but also 
enabling rapid operational decision-making, akin to IGO in the Netherlands75. 
Equally, Russia regards AI as essential for the future of the military and is devoting 
much energy to catching up with the US and other competitors76. Like China, Russia 
has taken initiatives on both the tactical and strategical levels, for example, aimed 
at improving command & control, decision-making, training and procurement77.

In addition, Russia and China share a lack of sensitivity to ethical issues such as 
privacy compared to countries in the West78. Acting as a precedent, both countries 
have a bad track record with regards to privacy and their own citizens, using 
technology to censor behaviour and speech, and curtail counter-regime activities79.

however, similar to Western countries such as the Netherlands, privacy con-
cerns are being voiced by the Chinese public80. In fact, China has recently issued 
stringent privacy protection standards that are akin to those of Western countries81. 
however, these restrictions on data use are aimed at private enterprises and do 
not affect the PLA82. Moreover, at the same time, this new legislation has increased 
the power of the government to access and control private data both in China and 
overseas via Chinese firms83.

In contrast, in Russia evidence for these mitigating factors is less present. 
Conversely, to compensate for lagging behind in the AI arms race, Russia may ‘feel 
that ethics is a luxury it cannot afford’ and be more inclined to use its technology 
more aggressively84. In addition, the weakening position of the Putin faction may 
increase the risk tolerance for unlawful and immoral applications85.

Summarising, it appears that adversaries of the Dutch MoD are more willing to 
sacrifice privacy to attain higher algorithmic performance than Western democ-
racies. It can be expected that the corresponding thresholds set by China (VChina) 
and Russia (VRussia) are significantly lower than those of the Netherlands and other 
Western countries (see Figure 11.3). Moreover, although the societal threshold of 
China evidently is higher than that of Russia, this does not seem to apply to the PLA.

The area between VMoD and the thresholds of the adversaries represents the 
opportunity cost of the Dutch MoD in terms of algorithmic performance due to 
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its legal and moral standards. Depending on what level the algorithms are being 
used, these costs have to be paid out strategically, tactically and/or operationally. 
This raises the question of to what extent and under which circumstances Western 
countries are willing and can afford this potential and conceptual loss of algorith-
mic performance and hence of meeting the core values of security and safety?

Obviously, there are no simple answers to the trade-off dilemma between 
privacy and the values presented by algorithmic performance. Solutions will 
require due consideration and a deeper insight into all of the factors involved: 
technological opportunities, (moral) values, laws and regulation, public opinion, 
etc. Consequently, several disciplines need to be consulted such as law, engineering, 
ethics and the social sciences.

11.5. Conclusion

In this chapter, we explored the trade-off between privacy and security/ safety 
that the MoD faces when designing and implementing complex algorithms that 
aid in the analysis of large and complex datasets. Using a conceptual two-dimen-
sional coordinate system with the value of privacy on the vertical axis and the 
value associated with algorithmic performance on the horizontal allowed us to 
clarify the technical, moral and socio-political dimensions of this challenge and the 
interwovenness of these dimensions.

First, we plotted and discussed several trade-off solutions and discussed some of 
their consequences. Trivially, for instance, maximum privacy yields zero algorithmic 
performance and hence reduces the value of safety and security to a large degree. 
Additionally, we showed that algorithmic design solutions to the trade-off dilemma 
exist – such as differential privacy – and can provide a ‘tuning knob’ for the amount 
of privacy that is desired whilst at the same time providing a certain amount of 
algorithmic performance. however, when one takes the socio-political context into 
account, only certain subsets of the possible solutions are allowed. In turn, these 
possible subsets of solutions are country-dependent as moral values vary around the 
globe. To illustrate this, we conceptually presented the cases of western countries ver-
sus China and Russia. Which solution to the trade-off is picked depends on a complex 
of social, political and societal factors and can have serious consequences for military 
power and effectiveness with respect to potential adversaries. To get agreement on 
the political and social mandate, it is not only recommended to involve experts such 
as lawyers, engineers, data scientists and foreign policy experts but also to reach out 
and engage with relevant stakeholders such as the general public, CSOs, military staff 
& troops and policy-makers. As a consequence, further investigation and eventually 
tackling this challenge in practice requires an interdisciplinary approach.
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CHAPTER 12

Information manoeuvre and 
the Netherlands armed forces
Legal challenges ahead

Paul A.L. Ducheine, Peter B.M.J. Pijpers & Eric H. Pouw

Abstract

With the Defence White Paper “Defence Vision 2035”, the Netherlands have articulated that its armed 

forces need to be capable to execute ‘information-driven operations’. This intent reflects the threats 

and opportunities emerging from the inception of cyberspace, with the Russia-Ukraine war a case 

in point. Cyberspace has unlocked the information environment, raising obvious concerns about the 

use of data and potential infringements of privacy since it simultaneously gives new impetus to use 

data to improve military intelligence and understanding, enhance decision making, but moreover to 

use information as a ‘weapon’ of influence. However, while (nascent) capacity and will to employ the 

armed forces in the information environment are present, parts of the conceptual component cause 

friction. The principal cause for this is the current legal framework applicable to information 

manoeuvre,  that seriously hampers training and preparing for operations. The  ‘lacuna’ must be 

dealt with, for it would be hypocritical to demand security without empowering the agencies with 

the tools that ensure their readiness for deployment.

Keywords: Information Manoeuvre, Data Protection, Armed Forces, the Netherlands, GDPR.

‘War is ninety percent information’1

12.1. Introduction

The raison d’existence of the Netherlands’ armed forces is to defend and protect the 
Kingdom’s interests, and to maintain and promote the international legal order.2 
Though these objectives could stand the test of time, the dynamics of the (geopolit-
ical) security context within which the State’s interests need to be protected have 
changed, partially as a result of the dawn of cyberspace.3

Whilst organisational readjustment to the evolving security landscape is 
required, the domain of engagement – land, sea, air, space or cyberspace – is 
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indifferent to the protection of interests; a view that is echoed in the Netherlands’ 
Defence Vision 2035 (DV35).4 This Defence White Paper articulates the defence 
organisation’s ambition to be an effective agent in the information environment 
and to make better use of available data and information in the military realm.5

One of the baselines is to be able to execute so-called ‘information-driven 
operations’, also (and from here on) called information manoeuvre,6 in 2035. The 
defence organisation should not only be capable of obtaining an authoritative 
information position, which is needed for integrated command and control and 
‘information-driven operations’, it must also use information as a ‘weapon’, i.e. as 
a means or instrument of influence.7

From a legal point of view, manoeuvring in the information environment affects 
the armed forces in at least two ways. Firstly, before armed forces are deployed, 
they need to achieve the appropriate level of readiness. Adopting the concept of 
information manoeuvre demands the expertise and familiarisation of personnel 
with new concepts, doctrine, procedures, standards and equipment, by means of 
education, experimentation, exercises and training (hereinafter referred to as 3ET) 
with data and information: requirements that need to be achieved prior to and 
not whilst deployed. To the extent 3ET involves real world data and information 
available in the current information-environment, this unavoidably implies the 
processing of personal data which could infringe privacy.

Secondly, an authoritative information position needs to be obtained prior to a 
planned or envisioned deployment. The collection, processing and dissemination of 
data and information must start before the commencement of a mission mandate. If 
this includes a role for the armed forces, this raises questions regarding (the scope of) 
the purpose, tasks and legal authorities of the armed forces outside deployments and 
their relationship with those of others, such as the intelligence and security services.

The aim of this contribution is two-fold. First, it articulates the legal framework 
applicable to armed forces manoeuvring in the information environment; with a 
particular focus on the processing of personal data. Second, it aims to raise aware-
ness on the implications of the legal framework for activities of the armed forces 
for 3ET and obtain an authoritative information position in the readiness phase 
and provide some suggestions to overcome these implications.

The main question in this chapter is whether the current legal framework offers 
adequate room for the armed forces to manoeuvre in the information environment 
prior to deployment.

The structure of the chapter is as follows. In the next section the authors 
describe the information manoeuvre concept. Section 12.3 outlines relevant 
aspects of the general legal framework applicable to activities of the armed forces 
in this concept. In section 12.4, based on a fictitious scenario in the near future, 
the implications of this framework for the armed forces to conduct 3ET with real 
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world data and information, as well as for its role in obtaining an authoritative 
information-position, will be assessed. Finally, the chapter will reflect on the main 
research question, provide suggestions on how to deal with the implications and 
return to the secondary aim of the chapter – raising awareness of the implications 
of the current legal lacunae for the conceptual component of military power.

As a point of departure, unless otherwise indicated, the chapter focuses solely 
on activities of the armed forces in the information environment8 in the readiness 
phase9 for a (possible or planned) deployment abroad.10 It is in the readiness phase 
that most legal challenges can be found.

12.2. Information manoeuvre

The information environment is the environment we live in and from which we 
gather data via our senses; and after storing, fusing and processing the data to 
information and knowledge, we can communicate in the information environment. 
This information environment (see figure 12.1) entails the physical, the virtual and 
the cognitive dimension.

The information environment is not new; however, with the emergence of 
cyberspace new layers were introduced,11 most prominently the virtual layers 
of data and software (logical layer) and of virtual personae – our reflections in 
cyberspace using (inter alia) social media accounts.

Cyberspace has substantially enlarged the information environment. From 
a security and military perspective, the expanded access to and usability of the 
information environment has created (re)new(ed) opportunities and threats, 
including digital espionage, influence operations or subversion via cyberspace,12 
not least due to the low costs of entry, high speed of dissemination and high degree 
of penetration into societies.
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Physical Network 
Layer

Physical Layer

Geographical Layer

Cognitive
Dimension

Virtual Dimension

Physical Dimension

Cyberspace

Fig. 12.1. Information Environment and Cyberspace.13 Permission granted by Jelle van haaster.
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Previously unheard-of threats, such as DDoS-attacks,14 have materialised,15 and it 
is therefore not the question whether but how the Netherlands needs to respond to 
malign use of the information environment. The concept of information manoeu-
vre is (being) developed to facilitate this response.

Information manoeuvre can be defined as the use of information of a cognitive, 
virtual (digital) or physical nature by armed forces ‘in the operational environment 
[…]to achieve a position of advantage in respect to others […] in order to accomplish 
the mission’.16 Information manoeuvre is, therefore, a way of exerting power and 
achieving effects by using information in any cognitive, virtual of physical form to 
shape the operational environment in an advantageous manner,17 but moreover to 
use information as a weapon, i.e. a means of influence.

To apply this concept, obtaining an authoritative information position is 
crucial. This position is to be acquired through various mechanisms and sensors 
(‘observe’ in Figure 12.2), which enables adequate understanding (or sensemaking) 
of situations (insight) and attaining foresight for future development.18 Based on 
understanding, effective decisions can be made, and action in any of the dimen-
sions of the information environment can be taken.19
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Fig. 12.2. Information Manoeuvre Conceptualised.20

The purpose is to be faster and better in decision making and act more effectively 
than others. This process can result in several activities. One is kinetic action with 
effects in the physical dimension to influence audiences in an indirect manner. The 
acme of information manoeuvre, however, is to ultimately use information (of any 
nature) as a means to achieve (offensive or defensive) effects.21 The DV35 envisions 
‘armed forces that also use information as a weapon in its own right and that are 
permitted to use this weapon at an early stage and offensively where necessary.’22 This 
may take place in three forms (or a combination thereof). First, the use of military 
and kinetic force generating effects in the physical dimension. Second, as so-called 
hard-cyber operations, i.e. the targeting in cyberspace itself through digital subver-
sion or sabotage operations to achieve effects in the virtual dimension (virtual objects 
such as data and personae including social media accounts) and the physical network 
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layer (computers, routers). And finally, via so-called soft-cyber operations (digital 
influence operations), meaning that information can be used as a weapon to influence 
the cognitive dimension of targeted audiences using cyberspace as a vector.23 These 
influence operations aim to change the attitude of (opposing) actors by persuading 
them in a constructive manner or ‘the deliberate use of information […] to confuse, 
mislead and ultimately influence the actions that the targeted population makes.’.

12.3. The legal framework for activities in the information environment 

This paragraph outlines the general legal framework for activities of the Netherlands’ 
armed forces in the information environment.24 The legal framework comprises the 
legal bases for action and the legal regimes that apply to the action itself.

12.3.1. Task, order and legal authority

The armed forces are one of the so-called ‘sword powers’ of the government.25 
Based on the principle of legality – one of the principles of the Netherlands’ consti-
tutional law – activities of the armed forces require a legal basis if and when their 
actions impair the rights and privileges of citizens and organisations. This implies 
that such armed forces’ actions typically may only take place (1) if they can be based 
on, and are carried out within the boundaries of, a formally assigned task, (2) an 
(implied or explicit) order by the government to execute this task and, (3) a legal 
authority to carry out the activity in the execution of the task. The notion ‘legal 
authority’ refers to the requirement to have a national or international legal basis 
for the execution of a legitimate task which may constitute an infringement upon 
the (human) rights and freedoms of citizens – both in the Netherlands and abroad.26

The next sections explain where tasks, orders and legal authorities derive from 
in the context of an international deployment, and how they relate to the readiness 
phase.

12.3.2. International deployment

Article 97 of the Netherlands’ Constitution is the principal provision setting out the 
position of the armed forces in the constitutional order:

“1. There shall be armed forces for the defence and protection of the interests of the 

Kingdom, and in order to maintain and promote the international legal order.

2. The Government shall have supreme authority over the armed forces.”27
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Paragraph 1 sets out the triple purposes for the Kingdom’s armed forces: (1) to 
defend the Kingdom and allies, (2) to maintain and promote the international legal 
order, and (3) to protect the (other vital) interests of the Kingdom.28

The decision to make use of the armed forces for these purposes, i.e. to deploy 
them abroad, lies solely with the Government of the Netherlands and is, besides 
political and military strategic considerations, based on the legal framework (legal 
bases and legal regimes) applicable to a mission or operation.29 Such a decision 
forms the mandate, and thus constitutes the basis for the task and legal authorities, 
for deployment.30

In the event of an international deployment, legal authority for activities 
required to execute the mandate follows from the legal basis in international law 
for the mission or operation and the applicable legal regime(s).31 The following legal 
bases in international law are internationally recognised:
1. The consent of a host State, which in the first place governs the presence of

foreign armed forces on its territory, territorial sea and airspace above it,32

and secondly may set out which specific activities may be executed, and under 
which conditions they may be carried out.33 In so far as activities in the infor-
mation environment affect the sovereignty of the host State, it must be ensured 
that the consent of the host State governs such activities.

2. A UN Security Council Resolution (UNSCR) adopted under Chapter VII of the
UN Charter, in which case the (interpretation of the) text of the resolution
determines the nature and scope of the measures that may be taken.34

3. (Collective) self-defence in case of an armed attack, as recognised under
Article 51 of the UN Charter.35

Deployment of the armed forces in an international context, however, may also 
take place without a specific legal basis in case of (ad hoc or standing) cooperation, 
for example in the case of the Dutch contribution to the Standing NATO Maritime 
Group (SNMG).36

In sum, when deployed abroad,37 activities in the information environment 
may only take place within the confines of a mandate, which reflects the legal 
basis for the deployment, and takes into account the legal regimes applicable in 
the context of the deployment.

12.3.3. Readiness

In order to effectively execute military power in fulfilment of a mandate dur-
ing deployment abroad, appropriate levels of readiness of the armed forces 
must be achieved, inter alia by means of 3ET. In the Netherlands, a distinction 
is made between, on the one hand, ‘general readiness’ (OG),38 and, on the other 
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hand, deployment-specific readiness (IG)39 following a governmental decision to 
deploy.40

Deployment and readiness constitute the core elements of the Ministry of 
Defence’s business process. A ministerial decree – the General Organisation Decree 
for Defence (AOD) – sets out the responsibilities for the chief authorities within the 
ministry, such as the Chief of Defence (ChOD) and his subordinate commanders.41 
Article 3 AOD, for example, stipulates that the CHOD is responsible for the direction 
of the preparation, execution and evaluation of all military operations, subject to 
the instructions of the Minister of Defence.42 It is important to emphasise that while 
the AOD tasks the ChOD and his subordinate commanders (of the army, navy etc.) 
with responsibilities concerning the readiness of their forces, it is not a document 
providing legal authority.

General readiness activities must comply with national legislation without 
exemption. For the purposes of achieving general readiness, there is no specific 
Dutch law and therefore no explicit legal basis permitting the armed forces to carry 
out activities that infringe upon the rights and freedoms of citizens. Neither is there 
an international legal basis to fall back on since OG takes place prior to actual 
deployment and therefore outside the context of the international legal bases and 
regimes set out above.43

Table 12.1. Readiness & Deployment matrix for International Deployment

OG IG
International 
Deployment

GENERIC READINESS SPECIFIC READINESS  DEPLOYMENT

EXEMPTION: NONE EXEMPTION: ART 2 GDPR jo ART 
2 & 3 UAVG, RGMO

EXEMPTION: ART 3 UAVG, 
RGMO

Legal Base: Implied Tasks
based on National 
Legislation (OAD)

Legal Regime:
GDPR, ECHR

Legal Base: International 
Legislation (UNSCR)

Legal Regime:
GDPR, ECHR

Legal Base: International 
Legislation (UNSCR), Self-
defence, Consent

Legal Regime:
IHL, IHRL (ECHR)

As for IG, the situation is different (see Table 12.1). In this case, legal authority 
derived from the Government’s decision to deploy and the international legal 
basis for that deployment can also be used for activities to prepare for the specific 
deployment, including activities carried out prior to actual deployment. The IG 
period is understandably limited in time and subject to specific guidance by the 
ChOD who directs all military operations. however, in the event of a deployment 
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without a specific legal basis, as explained above, no legal authorities will become 
available for the armed forces for deployment-specific readiness activities. In that 
case, the activity requires a basis somewhere in Dutch law.

To sum up:
– activities may only be carried out based on an order that falls within the scope 

of an assigned task and require a legal authority to the extent it constitutes an
infringement upon (human) rights, regardless of deployment or readiness;

– readiness activities may only be carried out within the scope of the readi-
ness-tasks assigned to the ChOD and his subordinate commanders. To the
extent that these activities infringe on (human) rights, a legal authority must
follow from Dutch law (OG and IG) or international law (IG).

The following section will make clear that the legal latitude for activities that 
amount to the processing of personal data or otherwise infringe with the right to 
privacy differs significantly between deployment and IG on the one hand, and OG 
on the other hand.

12.3.4. Some aspects concerning the processing of personal data

Activities of the armed forces in the information environment may infringe upon the 
right to privacy, irrespective of location. This is for example the case when collecting, 
processing and sharing personal data from open sources such as the internet or social 
media for purposes of Open Source Intelligence (OSINT), and when using Intelligence, 
Surveillance and Reconnaissance (ISR) sensors that process personal data.

The right to privacy is a constitutional right protected in Article 10 of the 
Netherlands’ constitution:

“1. Everyone shall have the right to respect for his privacy, without prejudice to restrictions 

laid down by or pursuant to Act of Parliament.

2. Rules to protect privacy shall be laid down by Act of Parliament in connection with the 

recording and dissemination of personal data.

3. […].”

The Netherlands is also party to human rights treaties that protect the privacy 
of persons, such as the International Convention on the Protection of Civil and 
Political Rights (ICCPR) and the European Convention on human Rights (EChR).44 
Article 8 of the ECHR stipulates:

“1. Everyone has the right to respect for his private and family life, his home and his 

correspondence.
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2. There shall be no interference by a public authority with the exercise of this right except 

such as is in accordance with the law and is necessary in a democratic society in the inter-

ests of national security, public safety (…).”

Being a member of the European Union (EU), the Netherlands is also bound by the 
EU’s General Data Protection Regulation (GDPR),45 which has direct effect in Dutch 
law. The GDPR contains rules on a specific element of privacy, namely the (auto-
mated) processing46 of personal data.47 In order to further regulate certain aspects 
of the GDPR, the Dutch legislator adopted the GDPR Implementing Law (UAVG).48

The GDPR does not apply to the processing of personal data ‘in the course of 
an activity which falls outside the scope of Union law’,49 nor to activities which fall 
‘within the scope of Chapter 2 of Title V of the TEU’ which relates to the Common 
Foreign and Security Policy, including defence-related matters.50

The processing of personal data in the interests of national security, for exam-
ple those carried out by a Member State’s intelligence and security services,51 but 
also the processing of personal data by its armed forces,52 falls outside the scope 
of the GDPR.53

This inapplicability of the GDPR, however, does not mean that the processing of 
personal data by the armed forces is left unregulated. After all, both the Dutch con-
stitution and international legal obligations such as those emanating from the EChR 
demand that State interference with the right to privacy requires a basis in law.54

As it would be unconstitutional and contrary to international legal obliga-
tions to leave the processing of personal data by the armed forces unregulated, 
the legislator used the UAVG to declare the GDPR applicable to any processing of 
personal data by the armed forces in the execution of its own tasks.55 This means 
that the GDPR and UAVG are also applicable during deployments abroad. However, 
realising that circumstances during deployments do not always allow for the full 
compliance with all provisions of the GDPR, the UAVG and a ministerial regulation 
– the Regulation on Data Protection Military Operations (RGMO)56 – indicates that
under certain conditions (parts of) the GDPR and the UAVG are nonetheless not
applicable to the processing of personal data. These conditions are that:

(1) the government decides to deploy or make available57 armed forces for the purposes set 

forth in Article 97 of the Netherlands’ Constitution;58 and

(2) the international legal basis for the operation for the benefit of which personal data is 

processed authorises such processing;59 and

(3) the processing of personal data is necessary for the execution of the mandate or the

protection of the forces;60 and
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(4) the Minister of Defence subsequently decides to make use of the authority granted 

under Article 3(3)(a) UAVG to decide to exempt the armed forces from applicability of parts 

of the GDPR and UAVG for this particular operation or mission.61

While the RGMO is not explicit on this, the processing of personal data may also 
take place in the IG-phase, under the same conditions set out above.

Two important conclusions can be drawn from the above. First, in the IG-phase 
and during military deployments for the purposes of Article 97 of the Dutch 
Constitution, the processing of personal data is permitted only when the Minister 
of Defence decides so, based on an assessment of the necessity for the execution of 
the mandate or the protection of the forces. Second, without a legal basis elsewhere 
in national law (such as WIV 2017),62 the processing of personal data by the armed 
forces is governed by the GDPR.

In view of the latter, the question then is: away from a deployment and IG 
period, when is the processing of personal data by the armed forces lawful under 
the GDPR?

12.3.5. Processing of personal data under GDPR for achieving readiness

It follows from both definitions of ‘processing’ and ‘personal data’63 that the thresh-
old for processing personal data by the armed forces is easily crossed, particularly 
when using the Internet or employing means and methods of ISR.

If so, the processing of personal data must comply with the principles set forth 
in Article 5 GDPR,64 provided that one of the six bases, addressed in Article 6 GDPR, 
that authorise the processing of personal data is applicable.65 While some of these 
bases are not relevant for achieving the levels of readiness of the armed forces, 
others appear better suited, but are still troublesome.

This concerns, to begin with, ‘consent’, but the processing of personal data on 
the basis of consent is subject to very strict conditions.66 In the context of 3ET it can 
therefore only take place in a controlled setting, which makes that ‘consent’ fit 3ET 
in very limited circumstances.67 In the context of activities carried out to obtain an 
authoritative information position, this basis appears not suitable at all.

A second processing base, ‘processing [that is] is necessary for the performance 
of a task carried out in the public interest or in the exercise of official authority 
vested in the controller’ requires a legal base for the processing of personal data in 
the law of the EU or national law, setting out, inter alia, who is the public authority 
tasked to do so, a sufficient description of the task and the purpose for the process-
ing.68 There is no such legal basis for the armed forces for 3ET, nor for activities in 
support of obtaining an authoritative information position.
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The third basis – processing that is necessary for the purposes of the legiti-
mate interests pursued by the controller or a third party69 – whilst applicable for 
deployment, is not available for public authorities that process personal data in 
the execution of their task.70 The reason is that it is up to the legislator to create the 
legal basis for the processing of personal data by public authorities. As noted, no 
legal bases for the processing of personal data by the armed forces for the purposes 
of its (general or mission-specific) preparation for deployment are in place at this 
moment in either EU or Dutch law.

In sum, with the exception of (the highly cumbersome) ‘consent’ as mentioned 
in the GDPR, the armed forces appear to have no legal basis to process personal 
data when carrying out activities for the purposes of OG.

There would be a legal basis once the Government has decided to deploy or 
make available Dutch armed forces and:
– the ChOD has ordered the mission or operation specific preparation (IG), and;
– there is an international legal basis, and;
– a legal authority to process personal data can be derived from the international

legal basis, and;
– the processing of personal data is necessary for the execution of the mandate

or the protection of the forces.

Based on that, the Minister of Defence may subsequently decide to make use of the 
authority granted under Article 3(3)(a) UAVG to decide to exempt the armed forces 
from applicability of parts of the GDPR and UAVG for this particular operation or 
mission.

In the next part, we will apply these conclusions set out above for information 
manoeuvring activities as envisioned by the DV2035.

12.4. Implications for information manoeuvring activities

We will use a hypothetical scenario in the near future in which the concept of infor-
mation manoeuvre as outlined in the DV35 has been implemented, while the legal 
framework as set out above (in paragraph 12.3) has not changed. Would that legal 
framework permit the armed forces to (1) educate, exercise and experiment and 
train (3ET) to achieve an acceptable level of readiness and (2) to collect, process and 
disseminate information to contribute to the authoritative information position?
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12.4.1. Setting the stage

In the fictitious scenario one State has invaded another State outside the EU and 
NATO-alliance – similar to the Russia-Ukraine war. The Netherlands is not a bellig-
erent party, but the vicinity of the war impedes our national interests. As part of 
NATO’s strengthening of deterrence strategy and the defence of the eastern flank 
of NATO’s European territory,71 it can be imagined that the Netherlands will deploy 
troops to front-line States including Lithuania, Romania or Slovakia.72 In addition, 
the Netherlands, together with other States, have supported the invaded victim 
State with weapons and other military equipment.73

The Dutch armed forces have the capacity to roam the information environ-
ment with a wide variety of sensors to collect, process, analyse, interpret and 
disseminate data and information needed to provide the ChOD and his subordinate 
commanders with insight and foresight required to understand the situation and 
to make decisions based thereon.

At this stage in the conflict an international legal basis from which a legal 
authority to process personal data by Dutch armed forces can be derived, is still 
lacking. The conflict does not amount to a case of collective self-defence involving 
the Netherlands,74 a UNSCR is not at hand, and – in absence of additional enabling 
SOFAs – the consent of the host States Lithuania, Romania and Slovakia is insuffi-
cient to serve as a legal basis to process personal data.

The following example will be examined to illustrate if today’s legal framework 
fits the concept of information manoeuvre. While receiving strategic intelligence 
from the MIVD, the ChOD orders the – then established – joint information manoeu-
vre unit of the armed forces (JIMU) to provide a daily update of the tactical situation 
on the ground, to complete the intelligence picture needed to obtain an authoritative 
information position in support of Article 3 AOD.75 In addition, their products can be 
disseminated to the army, navy and air force commands, as well as to the command-
ers of the units stationed in Lithuania, Romania and Slovakia. In the execution of 
this order, the JIMU makes extensive use of Internet-based open sources.

The question is: in view of the legal aspects discussed in the previous para-
graph(s), would the abovementioned activity be permissible in terms of task, legal 
basis, and legal authorities?

12.4.2. Task, order and legal authority

In this scenario, the JIMU is not deployed yet, nor is there a solid international legal 
basis to prepare for a specific deployment. Does the current legal framework offer 
a basis to task the armed forces, in this case the JIMU, to roam the information envi-
ronment for data and information to enhance the information position of the ChOD 
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cum suis? A search for an explicit task in law stipulating such a responsibility for the 
armed forces will be without result, for there is none. It can nonetheless be argued 
that the task is implied in so far as it falls within the scope of the responsibilities of 
the ChOD and the armed forces’ subordinate commanders as set forth in the AOD.

This can be problematic once the implied tasks of the armed forces infringe 
upon human rights of citizens. Notwithstanding the threat described in the sce-
nario, the legal situation for the Netherlands and its armed forces is one of peace, 
and any State action is governed by the international law, IhRL in particular. As 
noted, when using real world data and information, it is rather impossible to avoid 
personal data from being processed.

Unless the Government decides to deploy forces or make them available and 
the Minister of Defence makes use of the Article 3(3)(a) UAVG authority, in light of 
the fact that the international legal basis provides the legal authority to process 
personal data, the GDPR and UAVG apply in full; hence personal data cannot be 
processed in the course of information manoeuvring activities by the armed forces. 
Applying the above, JIMU is not permitted to process personal data since JIMU 
is not deployed or preparing to be deployed (IG) nor did the Minister of Defence 
invoke Article 3(3)(a) UAVG.76

12.4.3. The legal challenge

It is precisely here that a major vulnerability with respect to the role of the armed 
forces manoeuvring in the information environment surfaces. While the DV35 
articulates that the Defence organisation must be able to manoeuvre in the infor-
mation environment, the armed forces lack the legal framework to do so. Currently 
only the MIVD has an explicit task and legal authority to roam the information 
environment, including the processing of personal data, outside the context of 
a deployment. however, the MIVD is tasked for other purposes, and therefore is 
deliberately restricted in tasks and authority by the legislator.

12.5. Conclusion and reflection 

The inception of the GDPR has provided the EU with a solid legal regime for the 
protection of personal data. The GDPR provides several exemptions. First, the GDPR 
is not applicable in cases that fall outside the scope of Union law (EU jurisdiction). 
Second, the GDPR does not apply to the processing of personal data in the exercise 
of activities that fall within the scope of the Common Foreign and Security Policy. 
These exemptions in the GDPR have been revoked by the Netherlands via the UAVG, 
meaning that the GDPR and the UAVG apply to the Netherlands’ armed forces in 
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full. Based on national legislation, the Minister of Defence can decide to lift appli-
cation of (parts of) the GDPR and the UAVG ex art 3(3)(a) if the armed forces are 
deployed or made available for deployment under the auspices of Article 97 of the 
Constitution, subject to certain conditions.

12.5.1. Conclusion

The Netherlands and its citizens rely on its armed forces to protect the vital 
interests in all domains of the information environment. But, does the current 
legal framework offer adequate room for the armed forces to manoeuvre in the 
information environment? The answer is no. As illustrated, if the current legal 
framework would still apply in the hypothetical case in the near future, the role for 
the armed forces as envisioned in the DV35 would be seriously hampered.

It can be assessed that for deployments,77 there is a sufficient – or rather a 
‘workable’ – legal framework for executing information manoeuvre operations 
by the armed forces provided that the international legal basis and the political 
mandate provide the required legal authorities and tasks.

however, if the conditions related to task and authority are not in place, or if 
the activity is not an actual deployment, the GDPR applies in full and the armed 
forces are in effect disabled from roaming the information environment as they 
are not authorised to process personal data. It can furthermore be concluded that 
the current legal framework affects the day-to-day activities of the armed forces 
related to generic readiness tasks, but also to activities that might include the 
processing of personal data, related to the preparation of an actual deployment.

In general terms, the capability to educate, exercise and experiment and train 
(3ET) to achieve an acceptable level of readiness in order to manoeuvre effectively 
in the information environment would be flawed as a result of the failing legal 
part of the conceptual framework to support the existing and desired capacities. 
The same flaw hampers the ambition to have the capability to collect, process and 
disseminate information in order to contribute to the authoritative information 
position that is necessary for deployment.

12.5.2. Reflection 

Safeguarding privacy and the prior legal authority for infringements of privacy is 
not the bone of contention in this contribution. however, cognisant of the fact that 
the GDPR existed before the concept of information manoeuvre came in vogue, 
it is questionable whether the legislator could have foreseen that the decision to 
apply the GDPR in full to the armed forces would have caused a near-unworkable 
situation for the armed forces’ information manoeuvre.
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This predicament endangers the ambition of the DV35. However, we are not 
there yet. Aside from the deployment of armed forces for information manoeuvre 
activities, it is required – to achieve the DV35 ambition – that military personnel 
should be able to adequately train and exercise (3ET) in order to achieve desired 
levels of readiness (OG and IG).

The question is how to do so? Three suggestions are offered. First, take the given 
legal framework, comply with it and accept the restrictions. In this context armed 
forces could work with fictitious data sets for training and exercise purposes or use 
virtual training ‘grounds’ that offer virtual and synthetic realistic environments, 
such as the existing ‘second life’ society. Though basic skills can be trained, the 
Internet evolves too fast to make these virtual ranges realistic.

Secondly, one can also find legitimate loopholes or workarounds. Efforts can 
be made to optimise the legal possibilities offered via the national police or the 
MIVD. Though the Police Act or the WIV 2017 are not meant to facilitate information 
manoeuvre activities of the armed forces, organisational constructions including 
secondments or placing units under command of the Police and MIVD during 
specific activities might make the gaps smaller for the readiness phase.

Or – thirdly – pursue a path advocating a change in legislation. The challenge 
then is to strike the right balance between the protection of privacy and the 
provision of security, a challenge not solely for the government but society as a 
whole. Citizens and companies are entitled to enjoy their rights and privileges, for 
which a certain level of security is required. It is understandable that striking this 
balance can be difficult since these attempts are likely to be met with opposition, 
as was witnessed with the adoption of COVID related regulations, the WIV 2017 
referendum and the attempts by other public authorities to be granted with similar 
legal authorities.78 But security comes at a price and given the conflict in Ukraine 
security proves to be a poor fit with complacency.

Ultimately, the question is whether the society is willing to accept that the 
armed forces are expected to master the ins and outs of information manoeuvre 
whilst being deployed for one of its constitutional aims, while acceptable readiness 
levels prior to deployment cannot be achieved because the necessary preconditions 
are absent. The same applies to a role for the armed forces as a contributor to 
obtaining an authoritative information position. Perhaps a more confronting way 
of putting this is: is society ready to accept casualties that clearly could have been 
prevented had the armed forces been fully equipped to do what is necessary and 
expected of them in the information environment? If the armed forces are to fulfil 
their task as first responder and the last line of defence in protecting the security 
interests of the Kingdom, the legal predicaments need to be dealt with. For it would 
be hypocritical to demand security without providing the armed forces with the 
appropriate tools and powers to do so.
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Article 3(3)(b) is not applicable to the processing of personal data by the AIVD and MIVD to the 
extent authorised by WIV 2017. This means that the processing of personal data by both AIVD 
and MIVD that does not find a legal basis in the WIV 2017 is still governed by the GDPR and UAVG.
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63 See footnotes 46 and 47.
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2. (…)
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65 Article 6 GDPR, paragraph 1: “Processing shall be lawful only if and to the extent that at least one of 
the following applies:(a) the data subject has given consent to the processing of his or her personal 
data for one or more specific purposes; (b) processing is necessary for the performance of a contract 
to which the data subject is party or in order to take steps at the request of the data subject prior to 
entering into a contract; (c) processing is necessary for compliance with a legal obligation to which 
the controller is subject; (d) processing is necessary in order to protect the vital interests of the data 
subject or of another natural person; (e) processing is necessary for the performance of a task carried 
out in the public interest or in the exercise of official authority vested in the controller; (f) processing 
is necessary for the purposes of the legitimate interests pursued by the controller or by a third party, 
except where such interests are overridden by the interests or fundamental rights and freedoms of the 
data subject which require protection of personal data, in particular where the data subject is a child.”

66 Article 7 GDPR.
67 An example in case is the education, training, exercise and experimentation with biometrical data, 

in which it is possible to gain consent of role players, however, thereby taking notice of the fact that 
consent must be given entirely freely. This means, for example, that it is not possible to use role 
players from the same unit to conduct the exercise.

68 In addition, there must be publicly available law that informs the citizen with sufficient accuracy 
which personal data will be collected and processed for the purposes of a certain public task, and 
under which conditions these data will be adapted, kept and used.

69 E.g. for reasons of fraud prevention or network and information security.
70 Article 6(1) AVG.
71 NATO, “SACEUR Statement on the Activation of the NATO Response Force,” Shape Newsroom, 2022.
72 Government of the Netherlands, “NAVO (NATO) 2021-2022/ 28 676 – 404,” Parliamentary Papers II, 2022.
73 Sebastien Roblin, “The Dutch Are Sending Huge German Armored Howitzers To Ukraine,” Forbes, 2022.
74 There has been no armed attack by Russia or by non-State agents under authority and control of 

Russia on a NATO-member that would trigger the right to self-defence of that member, based on 
Article 5 of the NATO-treaty.

75 Besides the responsibility to direct the preparation, execution and evaluation of all military 
operations and the responsibility to direct the readiness of the armed forces, his responsibilities 
also include the task of primary military advisor to the Minister of Defence, as well as directing 
the operational commands of the navy, air force, army and Royal Marechaussee (the latter to the 
extent their activities are a responsibility of the Minister of Defence; most activities of the Royal 
Marechaussee are carried out under authority of the Minister of Justice and Security.

76 Deployment, though, is not inconceivable, as the JIMU could, for example, function as reach 
back-capacity for the units deployed in Lithuania, Romania and Slovakia. But, as noted, the mere 
fact of deployment does not generate legal authority to process personal data; this must follow 
from the international legal basis underlying the deployment which in this scenario is missing.

77 See also Zwanenburg & Van de Put “The use of biometrics in military operations abroad and the 
right to private life”, Chapter 13, Section 5 Conclusions, in this volume.

78 An example is a recent proposal for a law permitting the NCTV, the national coordinator for combat-
ting terrorism and security, to process personal data, including special data such as religion or political 
preference, in the exercise of its analyses of trends and phenomena. See: an interview with Frederik 
Zuiderveen Borgesius, “‘Wetsvoorstel Beloont NCTV Voor Iets Wat Niet Mag,’” Radboud Recharge, 2022. 
(The title reads: “Proposal for Law rewards the NCTV for something it is not allowed to do”).
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CHAPTER 13

The use of biometrics in military operations 
abroad and the right to private life

Marten Zwanenburg & Steven van de Put

Abstract

This chapter analyses the use of biometrics by military operations extraterritorially from the per-

spective of the right to private life in Article 8 of the European Convention on Human Rights (ECHR). 

Such an analysis is called for in view of the increasing use of biometrics by armed forces. The chapter 

concludes that it follows from the case law of the European Court of Human Rights (ECtHR) that 

the ECHR is applicable to certain conduct of armed forces outside of their own State’s territory, and 

that this includes situations involving the use of biometrics. Similarly, based on this case law there 

are good grounds for concluding that all collection, storage and disclosure of biometric data falls 

within the scope of Article 8 (1) ECHR, at least where the data is systematically collected, stored and 

shared as is the case in military operations. This means that such use must meet the requirements 

set out in Article 8 (2) ECHR in order not to constitute a violation of the right to private life. The 

chapter discusses these requirements and concludes that although States have a certain margin of 

appreciation, compliance with the right to private life during extraterritorial military operations 

appears to be a tall order.

Keywords: Biometrics, EChR, Right to privacy, Jurisdiction, Military operations.

13.1. Introduction

The collection and use of data is an increasingly important feature of military 
operations. An example of this is the use of biometric systems by armed forces. 
Biometric systems are systems used for the purpose of the biometric recognition 
of individuals based on their behavioural and biological characteristics. Such char-
acteristics include fingerprints, face and finger topography, gait, voice and DNA. 
These characteristics are unique, which makes them ideal for recognising persons. 
This makes biometric systems a valuable tool for military operations, as they can 
be used to deny anonymity.
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In order for a biometric system to function, it is necessary to collect, store and 
exchange data. The more data available, the more effective the system is in recog-
nising persons. This has led to the collection of enormous amounts of biometric 
data in certain recent operations, for example in Afghanistan. This increasing 
use of biometric systems by military operations raises the question of what the 
legal parameters are for such use. Only recently has this question been started 
to be addressed in academic literature. The discussion has mainly focused on the 
application of International humanitarian Law (IhL).1 Thus far, there has been 
little academic attention for the implications of human rights, in particular the 
interaction between the right to privacy and the use of biometric data in military 
operations. Yet the use of data by military operations raises important questions 
concerning the applicability and application of the right to privacy.

This chapter explores the applicability and application of the right to privacy 
to the use of biometrics by military operations. It focuses in particular on the right 
as it has been included in Article 8 of the European Convention on Human Rights 
(EChR). This article provides that “Everyone has the right to respect for his private 
and family life, his home and his correspondence.” This choice is motivated by the 
rich case law of the European Court of human Rights (ECthR) concerning the right 
to private life, as the right to privacy is termed in Article 8 ECHR.

Particular attention will be given in this chapter to the right to private life as it 
applies to military operations outside of the territory of States. Such extraterritorial 
operations raise questions concerning the right to private life, including whether that 
right applies at all outside of such territory. After all, the EChR was designed to apply 
primarily in the territory of States Parties. Yet currently it is widely accepted that the 
application of the EChR is not limited to the territory of States. This chapter submits 
that the right to privacy would also be relevant during military operations abroad.2

Due to limitations of space, the issue of the interrelationship between the right 
to private life and IhL during armed conflict will not be explored.3 It is possible 
however that the latter may have impact on limitations placed on the use of data 
by the former.

The chapter is structured as follows. After this introduction, a brief intro-
duction will be given to biometric systems and their use in military operations 
(section 13.2). Having defined the object of study, section 13.3 will focus on the 
(extraterritorial) application of the EChR to military operations. The following 
section will introduce the right to private life in Article 8 ECHR and discuss the 
applicability and application of the right to private life to the use of biometric data 
in military operations abroad. In other words, how does the right to privacy impact 
such use? (section 13.4). The chapter concludes with a number of final observations 
and recommendations for further research (section 13.5).
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13.2. Biometrics and its use in military operations

An authoritative definition of “biometrics” or “biometric recognition” is that this 
concerns the automated recognition of individuals based on their biological and 
behavioural characteristics.4 A biometric system is essentially a pattern recognition 
system that operates by acquiring biometric data from an individual, extracting 
a feature set from the acquired data, and comparing this feature set against the 
template set in the database.5 It uses the physical, physiological or behavioural 
characteristics of individuals to recognise them.6 Examples of such characteristics 
are face topography, hand topography, finger topography, iris structure, vein struc-
ture of the hand, voice, gait, and DNA.7 These characteristics are unique, which 
makes them ideal for recognising persons.8

A biometric system can be used for verification or for identification. Verification 
refers to validating a person’s identity by comparing the captured biometric data 
with his or her own biometric template(s) stored in the system database.9 This is a 
one-to-one process, which answers the question of whether the person concerned 
is who he or she claims to be. Identification refers to recognising an individual by 
searching the templates of all the users in the database for a match.10 Identification 
is a one-to-many comparison to establish an individual’s identity, without the 
person concerned having to claim an identity.

To confirm the identity of individuals, biometric systems make use of various 
biometric characteristics of individuals that are unique to that individual. This 
potential, with biometrics representing a unique identifier, makes them very 
valuable within military operations. It has led to a great number of applications 
of biometrics in the military domain.11 Examples of this are base access, identi-
fying persons eligible for host nation training, identifying persons connected to 
Improvised Explosive Devices (IEDs), identifying persons involved in piracy at sea, 
and targeting.

The use of biometrics in military operations appears to have been first intro-
duced by the United States (US) after the invasion of Iraq in 2003.12 The US has taken a 
leading role when it comes to the use of biometrics, visible in its extensive use during 
operations in Afghanistan and Iraq. Although the US has remained at the forefront 
of military use of this technology, other States’ armed forces have also started using 
it during military operations. This is not surprising, considering the broad variety of 
potential applications referred to above. Currently, NATO has recognised biometrics 
as an important operational capacity.13 This highlights that biometrics will be some-
thing that is expected to be relevant for the foreseeable future.
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13.3. (Extraterritorial) application of the ECHR to military operations

The right to private life in Article 8 ECHR can only be relevant to the use of biome-
trics by military operations abroad if it applies extraterritorially, i.e. outside of the 
territory of the State. A key element in this context has always been the concept of 
jurisdiction. Article 1 of the ECHR provides that “The High Contracting Parties shall 
secure to everyone within their jurisdiction the rights and freedoms” set out in the 
Convention. This represents ‘a threshold criterion which determines whether the 
state incurs obligations under the treaty, and consequently whether any particular 
act of the state can be characterised as internationally wrongful.’14 It is based on the 
conception that there needs to be a substantial relationship between the State and 
a potential victim of infringement, to ensure that this relationship is not arbitrary.

As the human rights field matured, courts, including the ECthR, were increas-
ingly confronted with alleged violations that took place outside a State’s own 
territory. Based on the universal character of human rights, it was argued that 
it was to be considered arbitrary if States would be allowed to commit violations 
across their borders.15 Through a developing jurisprudence it became accepted 
that whereas ‘the jurisdiction of States is primarily territorial, it may sometimes be 
exercised outside the national territory.’16 Known as extraterritorial jurisdiction, 
this meant that States, in certain cases, could also be legally responsible for viola-
tions outside of their territory.

Crucial within this notion has been the concept of effective control. This can 
manifest itself through effective control of territory, or effective control over 
persons through State agents.17 Effective control over territory can be exercised 
either directly by the State through its armed forces, or through a subordinate 
administration.18 The case law of the ECthR also makes clear that there is juris-
diction in the sense of Article 1 ECHR when there is effective control by a State 
over persons through its agents, which the Court has referred to as “State agent 
authority and control”. This includes, in certain circumstances, the use of force, in 
particular when an individual is taken into custody.19 It also includes cases where 
a State party to the EChR, through the consent, invitation or acquiescence of the 
Government of that territory, exercises some or all of the public powers normally 
exercised by that Government.20 The precise contours of “State agent authority and 
control” are however difficult to distil from the ECthR case law. The Court has 
however emphasised that the control is actually effective: in situations of chaos,21 
or in situations in which there is an insufficient link between the conduct and the 
victim22 the Court has argued against the violation falling within the jurisdiction 
of the state.

Situations in which a State would hold effective control could thus amount to 
a sufficient jurisdictional link within operations. Examples relevant to the current 



THE USE OF BIOMETRICS IN MILITARY OPERATIONS ABROAD AND THE RIGHT TO PRIVATE LIFE 287

research could include the taking of biometrical data of detainees, in which the 
individual would without a doubt be seen to fall within the effective control of the 
State. Individuals aboard a (war-)ship flying the flag of the State could,23 based on 
the case law of the ECthR, also be seen to fall within the control of a state party.

The Court has, however, in applying the notion of effective control to situations 
of armed conflict, been relatively conservative. In Georgia v. Russia (II), the Court 
held with regard to Article 2 of the Convention (concerning the right to life) that 
in the event of military operations carried out during an international armed 
conflict, it was not possible to speak of “effective control” over an area or over an 
individual. The very reality of armed confrontation and fighting between enemy 
military forces seeking to establish control over an area in a context of chaos meant 
that there could be no such control.24

Commentators have noted that this might be due to political concerns and the 
Court trying to maintain a fine balance between being considered a legitimate court 
and the compliance of states.25 Whereas there is legal precedent for arguing that 
under certain conditions States Parties to the EChR have effective control through 
either agents or territorial control, this cannot be presumed.

Recent cases at the Court have however highlighted two relevant factors which 
would entail that the gathering and also storage of private data could fall within 
the jurisdiction of a member State. Relevant precedent could be found when con-
sidering the Court emphasising close, physical proximity between agents of the 
State and the victim. A second option would be relying upon the newly established 
doctrine of “special features” for finding extraterritorial jurisdiction in the sense of 
Article 1 ECHR, recently employed by the Court when considering a procedural duty 
to investigate. Whereas both these notions were used by the ECthR in the context 
of the right to life, the authors submit that there is no reason in principle why they 
could not also apply in the context of Article 8 ECHR.

Starting with the concept of proximity, the Court considered this notion in 
the recent Carter v. Russia case, which dealt with the assassination of Alexander 
Litvinenko by Russian agents in the United Kingdom.26 In its seminal decision in 
the case of Bankovic, the Court had previously held that the “simple” fact that lethal 
force was used did not bring an individual within the personal control of a state 
agent. In Georgia v. Russia (II) however, the Court recognised that there had been an 
evolution in its case law in this respect.27 It acknowledged that in a number of cases 
it has applied the concept of “State agent authority and control” over individuals 
to scenarios going beyond physical power and control exercised in the context of 
arrest or detention. The Court added that these cases were restricted to situations 
of ‘isolated and specific acts involving an element of proximity’.28

Building on this development, in Carter the Court considered whether Russian 
State agents who poisoned Mr. Litvinenko exercised physical power and control 
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over the life of Mr. Litvinenko. The Court held that this was indeed the case, inter 
alia because:

when putting poison in the teapot from which Mr. Litvinenko poured a drink, they knew 

that, once ingested, the poison would kill Mr. Litvinenko. The latter was unable to escape the 

situation. In that sense, he was under the physical control of Mr. Lugovoy and Mr. Kovtun, 

who wielded power over his life.29

The Court thus looked at whether the Russian agents exercised physical power and 
control over the life of Mr. Litvinenko, rather than over Mr. Litvinenko as a person. 
This is an important difference because State agents can impact an individual’s 
rights without having physical control over that individual. It follows from the 
judgements in Georgia v. Russia (II) and Carter v. Russia that it is vital that an ele-
ment of proximity is involved. If this is the case, as was the case in Carter v. Russia, 
it could be argued that the violation ‘amounted to the exercise of physical power 
and control over his life in a situation of proximate targeting.’30

Due to the very nature of the gathering of biometric data, this would quite often 
involve a similar element of proximity. On these grounds, it could be argued that this 
would fall within the jurisdiction of the State.31 Examples of this would be the taking of 
DNA samples, the taking of iris scans or the registration of fingerprints. The gathering 
of biometric data however does not necessarily involve an element of proximity. Data 
can also be gathered without involving such an element. This lack of distance however 
does not necessarily create a fundamental issue for the application of the EChR.

here arguments could be presented on the grounds that in the context of the use 
of biometric data there may be “special features” which bring the situation within 
the jurisdiction of the State. In a line of case law on the duty to investigate under 
Article 2 ECHR, the Court has considered that “special features” can also establish a 
“jurisdictional link” with a State. It remains to be seen whether the Court will also 
apply the notion of “special features” outside of the context of the procedural obliga-
tion to investigate under Article 2 ECHR. If it does, this could provide an additional 
basis for bringing the use of biometric data within the jurisdiction of the State.32

Supporting the notion that the gathering and storage of data could fall within 
the jurisdiction is the fact that States have so far not contested this notion. Most 
notably, in the Big Brother Watch cases, the Court was directly asked to consider the 
gathering and storage of data by States. In both cases the respondent State raised 
no objection to the applicability of the Convention;

the Government raised no objection under Article 1 of the Convention, nor did they suggest 

that the interception of communications was taking place outside the State’s territorial juris-

diction. Moreover, during the hearing before the Grand Chamber the Government expressly 
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confirmed that they had raised no objection on this ground as at least some of the applicants 

were clearly within the State’s  territorial  jurisdiction. Therefore,  for the purposes of  the 

present case, the Court will proceed on the assumption that, in so far as the applicants com-

plain about the section 8(4) regime, the matters complained of fell within the jurisdictional 

competence of the United Kingdom.33

Relying on the Temple of Preah Vihear precedent, this silence can also be constructed 
as legally relevant. In this case, the International Court of Justice (ICJ) held that for 
any silence to be constructed as legally significant, or as a form of acquiescence, it 
must be “clear that the circumstances were such as called for some reaction, within 
a reasonable period.”34 As the ECthR directly asked (and confirmed) the opinion of 
the respondent State in these cases, their non-contesting of the fact that the Court 
found the gathering of data would be within the jurisdiction can be considered 
legally relevant. It could be seen as a confirmation that the State considers the 
gathering (and subsequent storage) of personal data outside of their territory to 
fall within their competence.35

The above indicates there are legal arguments for concluding that the gathering 
and use of biometric data during a military operation by a State outside of its own 
territory may fall within the jurisdiction of that State. This would make the EChR 
relevant, even when this takes place outside of the territory of the State. During 
military operations, it might thus be the case that the obligations from the EChR 
would still apply.

13.4. The right to private life in Article 8 ECHR, its applicability and application 
to the use of biometric data in military operations abroad

13.4.1. Applicability of the right to private life to the use of biometric data in military 
operations abroad

The right to privacy, or the right to private life as it is referred to in the EChR, is laid 
down in Article 8 ECHR. That article provides:

1. Everyone has the right to respect for his private and family life, his home and his 

correspondence. 

2. There shall be no interference by a public authority with the exercise of this right 

except such as is in accordance with the law and is necessary in a democratic society in

the interests of national security, public safety or the economic well-being of the country, 

for the prevention of disorder or crime, for the protection of health or morals, or for the

protection of the rights and freedoms of others.
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The ECtHR has made clear that the “essential object of Article 8 is to protect the indi-
vidual against arbitrary interference by public authorities.”36 The Court has explained 
that “private life” is a broad term encompassing the sphere of personal autonomy 
within which everyone can freely pursue the development and fulfilment of his or 
her personality and establish and develop relationships with other persons and the 
outside world.37 As is clear from the text of Article 8, it first needs to be established 
whether something constitutes an interference with the exercise of the right to pri-
vate life. If this is the case, then such interference will constitute a breach of Article 8 
if it does not meet the criteria in the second paragraph of the article (“except such as”).

This chapter focuses on the use of biometric data in military operations. The 
first question that needs to be addressed in this context is whether the collection, 
storage and sharing of biometric data falls within the scope of application of “pri-
vate life” so that Article 8 is applicable. The case law of the ECtHR makes clear that 
the storage of information relating to an individual’s private life and the release 
of such information falls within the application of Article 8 (1).38 In this context, it 
has underlined that the term “private life” must not be interpreted restrictively.39

In Amann v. Switzerland, the ECthR linked a broad interpretation of the right 
to privacy in the context of data to international instruments in the field of data 
protection. It held that such a broad interpretation:

corresponds with  that  of  the Council  of  Europe’s  Convention  of  28 January 1981  for  the 

Protection of Individuals with regard to Automatic Processing of Personal Data, which came 

into force on 1 October 1985 and whose purpose is “to secure in the territory of each Party 

for every individual … respect for his rights and fundamental freedoms, and in particular 

his right to privacy, with regard to automatic processing of personal data relating to him” 

(Article 1), such personal data being defined as “any information relating to an identified or 

identifiable individual” (Article 2).40

This is particularly relevant for biometric data because the use of a biometric 
system by definition constitutes “automatic processing of personal data”.

This case law, and the link it established to the protection of personal data under 
international data protection instruments, suggest that Article 8 (1) ECHR applies to 
all collection and further processing of personal data.41 It would therefore always 
apply to the collection and further processing of biometric data, which is a particu-
lar kind of personal data. This would be particularly so because biometric data is 
considered a subset of personal data that requires specific protection beyond that 
provided to “regular” personal data.42

This conclusion finds support inter alia in the Grand Chamber judgment 
in S. and Marper v. United Kingdom, in which the Grand Chamber of the ECthR 
considered that as fingerprints objectively contain unique information about the 
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individual concerned, allowing his or her identification with precision in a wide 
range of circumstances, the retention of this information without the consent of the 
individual concerned cannot be regarded as neutral or insignificant.43 The Court 
continued to hold that:

while it may be necessary to distinguish between the taking, use and storage of fingerprints, 

on the one hand, and samples and profiles, on the other, in determining the question of 

justification, the retention of fingerprints constitutes an interference per se with the right to 

respect for private life.44

Ultimately, whether the collection, storage and sharing of biometric data falls 
within the scope of Article 8 ECHR needs to be determined on a case-by-case basis. 
De Vries states that in determining whether this is the case, the ECthR:

Takes into account the specific context in which the information has been recorded and 

retained, the nature of the records, the way in which they are used and processed, the results 

that may be obtained and the applicant’s reasonable expectations as to the private character 

of the information.45

The authors consider that there are good grounds for concluding that all collection, 
storage and disclosure of biometric data falls within the scope of Article 8 (1) ECHR, 
at least where the data is systematically collected, stored and shared as is the case 
in military operations. All biometric data objectively contain unique information 
about the individual concerned, allowing his or her identification with precision in 
a wide range of circumstances. This means that the rationale given by the Court in 
S. and Marper v. UK for concluding that the retention of fingerprints constitutes an 
interference per se with the right to respect for private life applies to all biometric
data collected, stored and shared in military operations.

13.4.2. Application of  the right  to private  life  to  the use of biometrics by military 
operations abroad

1. Requirements in Article 8 (2) ECHR
In the previous section, it was concluded that there are good grounds to conclude
that all collection, storage and disclosure of biometric data by a military operation
is an interference with the right to private life. Such an interference constitutes a
violation of Article 8 ECHR, unless the requirements set out in the second paragraph
of that article are met cumulatively. These are that the interference is
a) in accordance with the law;
b) necessary in a democratic society;
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c) in the interests of national security, public safety or the economic well-being of 
the country, for the prevention of disorder or crime, for the protection of health 
or morals, or for the protection of the rights and freedoms of others.

These requirements are discussed in more detail in this section.

2. Lawfulness
In order not to fall foul of Article 8, the use of biometric data by a military operation
must first be “in accordance with the law”. This requirement has a formal and
substantive sense.46 In the formal sense, there must be an authorisation by a rule
recognised in the national legal order.47 This prevents the collection, storage and
use of this biometric data from being arbitrary and demands a strong legal basis.
A number of States have adopted legislation giving their armed forces the power
to collect, store and share biometric data. The authors are aware of at least the
Netherlands and Germany having such legislation.48 Such domestic legislation
constitutes the “law” referred to in Article 8.

Where such domestic legislation of the State using biometrics abroad is lacking, 
it may be asked whether domestic legislation of the State where the data is being 
collected or a resolution of the United Nations Security Council adopted under 
Chapter VII of the UN Charter can be understood as “law” in the sense of Article 8 (2) 
ECHR. With regard to the latter, it may be noted that although Article 8 (2) does not 
specify that “the law” must be domestic law, the ECthR does refer explicitly to 
“domestic” law in case law on Article 8.49 Academic commentaries have however 
also recognised that a right could potentially be read into some IhL clauses.50 In a 
similar fashion, it can be argued that alternative authorisation could be provided by 
UNSC resolutions. The Court has so far however not considered any international 
legal or Security Council obligations directly. This can be explained by the fact that 
the Court has only been asked to consider domestic legislation of the State inter-
fering with the right to privacy. In theory, a host State could also adopt domestic 
legislation allowing the use of biometrics on its territory by those other States. The 
ECthR has not yet addressed the question of whether such legislation could qualify 
as the “law” under Article 8 (2) ECHR. It has however not excluded this possibility.

The substantive sense of the “in accordance with the law” criterion requires 
that the rule must be accessible and foreseeable. The ECthR held in this respect 
that the:

expression “in accordance with the law” further refers to the quality of the law in question, 

requiring that it should be compatible with the rule of law and accessible to the person 

concerned who must, moreover, be able to foresee its consequences for him.51
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Foreseeability implies that the law must be sufficiently foreseeable in its terms to 
give individuals an adequate indication as to the circumstances in which, and the 
conditions on which, the authorities are entitled to resort to measures affecting 
their rights under the Convention.52 If the law grants discretion to public author-
ities, it must indicate with reasonable clarity the scope and manner of exercise 
of the relevant discretion so as to ensure to individuals the minimum degree of 
protection to which they are entitled under the rule of law in a democratic society.53 
In the context of the use of biometrics, albeit not in a military context, the ECthR 
has held that:

The level of precision required of domestic legislation – which cannot in any case provide 

for every eventuality – depends to a considerable degree on the content of the instrument in 

question, the field it is designed to cover and the number and status of those to whom it is 

addressed.54

With regard to the requirement that the law is adequately accessible, this means 
that the person concerned must be able to have an indication that is adequate in 
the circumstances of the legal rules applicable to a given case. The requirement of 
accessibility appears to be difficult to meet for the law of the State using biometrics 
in another State. The very fact that the law is part of another legal system than that 
of the host State suggests that it is less accessible to persons in the host State. This 
is all the more so if the law is in a different language than that of the host State.

The requirement in Article 8 ECHR that any interference with the right to 
private life must be “in accordance with the law” also requires that adequate safe-
guards be in place to ensure that an individual’s Article 8 rights are respected. The 
law must provide adequate safeguards to offer the individual adequate protection 
against arbitrary interference.55 The Court provided some indication of what such 
safeguards can consist of in its judgment in S. and Marper v. UK:

It is as essential […], to have clear, detailed rules governing the scope and application of 

measures, as well as minimum safeguards concerning, inter alia, duration, storage, usage, 

access of third parties, procedures for preserving the integrity and confidentiality56

It follows from this requirement that the law providing for the use of biometric 
data by armed forces will have to provide in some detail when and in respect of 
whom biometric data can be collected, stored and shared.57

3. Necessary in a democratic society
The interference must be “necessary in a democratic society”. This means that a
fair balance must be struck between the competing interests of the individual and
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society as a whole.58 The interference must correspond to a pressing social need, 
and, in particular, must remain proportionate to the legitimate aim pursued.59 
This entails an assessment of the proportionality of the interference, i.e. balanc-
ing the right of the individual against the interests of the State and the society it 
represents.60 Such a balancing will need to be done taking into account the specific 
circumstances of the case. The ECthR has held that the requirement of “necessary 
in a democratic society” must be interpreted narrowly and that the need for restric-
tions must be convincingly argued in a given case.61

In principle, the State has a certain margin of appreciation in determining 
what it considers necessary in a democratic society.62 The breadth of the margin 
varies and depends on a number of factors including the nature of the Convention 
right at issue, its importance for the individual, the nature of the interference and 
the object pursued by the interference.63 In the context of national security, the 
authorities enjoy a wide margin of appreciation.64 however, this margin is subject 
to the supervision of the Court, and the Court must be satisfied that there exist 
adequate and effective guarantees against abuse.65 As the ECthR has held that the 
need for safeguards to prevent the use of personal data that would be in violation 
of Article 8 “is all the greater where the protection of personal data undergoing 
automatic processing is concerned”, it appears that the margin of appreciation is 
more limited in the case of biometric data.66

A number of relevant aspects of proportionality can be derived from the case 
law of the ECthR. One is that the amount of data that is collected and stored should 
be as limited as possible.67 This means that it is unlikely that the large-scale col-
lection and storage of biometric data as was undertaken by the US in Afghanistan 
would be considered proportional.68 The data should only be used for the pur-
pose for which it was collected.69 This means that the sharing of the data by the 
armed forces with other government agencies in their own State is likely to not be 
considered proportional. Data should not be kept for longer than is necessary for 
the purposes for which it has been collected.70 This implies that normally the data 
should be deleted at the latest when the military operation in which the data has 
been collected ends. The data should also be relevant, accurate and up-to-date.71

There must also be a system of supervision in place. As the ECthR held in Roman 
Zakharov v. Russia, it has to determine “whether the procedures for supervising 
the ordering and implementation of the restrictive measures are such as to keep 
the ‘interference’ to what is ‘necessary in a democratic society’”.72 The supervision 
should normally be carried out by the judiciary. however, the Court has held in 
the context of secret surveillance that supervision by non-judicial authorities can 
be sufficient, provided that they are independent of the authorities carrying out 
the surveillance and are vested with sufficient powers and competence to exer-
cise effective and continuous control.73 This means that supervision by a person 
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within the chain of command of the person ordering the use of biometrics in a 
military operation would not be sufficient. Although supervision by the judiciary 
is preferred by the ECthR, it can be argued that at least certain uses of biometrics 
in military operations, such as when used for intelligence purposes, are similar to 
secret surveillance and that with regard to such use supervision by a non-judicial 
authority could meet the requirements of Article 8. Based on publicly available 
information, however, it appears that there is no independent supervision of the 
use of biometrics by the armed forces of States Parties to the EChR.

Closely related to the requirement of supervision is that the individual whose 
biometric data are used be able to challenge the measure to which he or she has 
been subjected. A procedure for such a challenge must thus be available.74

A second element of the ‘necessary within a democratic society’ condition is 
that it is deemed to serve a legitimate purpose. For an interference with the right 
to private life not to breach Article 8, it must be for one of the purposes referred to 
in Article 8 (2) ECHR. The ECtHR has interpreted the terms of these purposes rather 
broadly.75 Depending on the mandate of the operation, it appears that “national 
security”, “the prevention of disorder or crime” and “the protection of the rights 
and freedoms of others” would be the most likely legitimate aims for the use of 
biometrics in a military operation. For example, the use of biometrics in an opera-
tion based on national self-defence can contribute to such self-defence, and thereby 
to the security of the State defending itself. The use of biometrics in an operation 
aimed at combating piracy, which is an international crime and criminalised as 
such in the domestic law of most States, can contribute to the prevention of crime. 
The use of biometrics in an operation supporting another State in fighting a ter-
rorist group can contribute to the protection of the rights and freedoms of others 
which are threatened by that terrorist group. In such a way the use of biometric 
data could serve a legitimate purpose within military operations.

13.5. Conclusion

This chapter has demonstrated the relevance of the right to private life in Article 8 of 
the EChR during military operations abroad, in particular to the use of biometrics in 
such operations. It has done so by using a two-pronged approach. In the first section, 
it has aimed to establish that there are situations in which the use of biometric data 
abroad could fall within the jurisdiction of a State party to the EChR. The developing 
concept of extraterritorial jurisdiction allows for several situations in which a State 
would be bound to respect the human rights obligations that are relevant for the 
collection and further processing of biometric data. This is a result of the obligations 
found within Article 8 of the ECHR. In its case law the ECtHR has established that any 
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infringement of an individual’s privacy may not be arbitrary. States must ensure 
that any use of biometric data must have a legal basis. Likewise, this must serve a 
legitimate purpose and be proportionate with regard to the goals of any program. 
These conditions will still apply to States conducting military operations abroad. 
Although States have a certain margin of appreciation, compliance with the right 
to private life during extraterritorial military operations appears to be a tall order. 
In theory, States may derogate from Article 8, although there is some debate on the 
possibility of derogation in the context of extraterritorial application of the EChR.76 
But in any event, derogation is subject to strict limits and therefore is not a panacea.

The appearance of biometric data within doctrines and in the practice of States 
highlights that its use is here to stay. This makes it necessary to keep conducting 
research as to the legal framework surrounding this data. This chapter has offered 
some first considerations on the European perspective towards the human rights 
obligations that are relevant in these cases. In doing so, it aims to offer a more 
complete picture surrounding the legal obligations of states when using these new 
technologies. As technologies and the uses of said technologies keep developing, 
it remains important to consider the broad range of legal obligations that could 
potentially influence these uses.
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CHAPTER 14

2020 Nagorno-Karabakh War
A case of triple D: Diplomacy, Drones and Deception

Peter de Werd, Michiel de Jong & Han Bouwmeester

Abstract

The role of information as a source of power in Russia’s foreign policy and military actions has 

received increasing attention of Western scholars and policymakers, especially since the start of 

the current war in Ukraine. Their focus has been on the importance of the information domain in 

Russian foreign policies and military operations in Georgia and Ukraine as ‘typical’ case studies. This 

study aims to retrieve more insight in the nature of information operations by studying the atypical 

case of the 2020 Nagorno-Karabakh War between Armenia and Azerbaijan, in which Russia prolif-

erated herself as a mediator. It offers an explorative analysis, based on diplomatic communication, 

social media and news reporting in conjunction with military operational developments between 

September 27 and December 31, 2020. From a comparison of various sources and angles, this study 

tentatively approaches the shifting perspectives in the Russian narratives’ construction and their 

effects on the enhancement of Russian foreign political interests towards Armenia, Azerbaijan and 

Turkey. This study argues that the Russian ‘narrative’ consists of a number of subvariants, tailored 

to various national and international audiences. In addition, although it is difficult to technically 

attribute artificial social media accounts and subsequent messaging and amplification of Turkish, 

Azerbaijani and Armenian narratives to Russia, these activities fit with Russian interests. Therefore, 

further research on Russian information operations should also focus on atypical cases in order to 

comprehend New Type Warfare as a broader activity.

Keywords: Nagorno-Karabakh, Turkey, Russia, Information operations, Narrative, Diplomacy, 

War, Drones, Deception, Armenia, Azerbaijan

14.1. Introduction1

Contemporary debate in military strategic studies has seen a proliferation of modes 
of ‘warfare’, such as financial, legal, cyber, hybrid2, deception or information war-
fare.3 Characterised as (mostly) non-violent or non-destructive forms of influence, 
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these modes are situated along the spectrum with on one end coercive force and 
compellence and on the other non-coercive presence.

While non-kinetic approaches to warfare are not new, the development of 
the information environment in the last decades has caused for Western military 
doctrine to redefine the role of information as a source of power. In this section, 
the ample use of ‘non’ reveals the challenge of defining these different forms of 
action in terms of ‘warfare’.

Among Western scholars and policymakers, Russia’s foreign policy and military 
actions have frequently been viewed from the perspective of broad influence, 
information operations and deception warfare. The Russian Ministry of Defence 
itself has defined information operations as “the ability to … undermine political, 
economic, and social systems; carry out mass psychological campaigns against the 
population of a state in order to destabilize society and the government; and force 
a state to make decisions in the interest of their opponents.”4 As seen in the after-
math of the downing of Malaysia Airlines flight MH-17 over Ukraine in July 2014, 
Russia’s information operations were aimed at a broader international (Western) 
community.5 Its main aim was to diffuse and create ambiguity to challenge the legal 
investigation by the international Joint Investigation Team. In other cases, efforts 
are aimed more at misleading targeted audiences to adopt an alternative to their 
‘truth’. Of course, truth itself is always partially subjective. ‘Misleading’ can thus 
best be understood in terms of relative effect: actors change perception, beliefs, 
and in turn also their actions.

An in-depth account of modern Russian deception warfare – as Western 
researchers have analysed it – is Bouwmeester’s dissertation ‘Krym Nash’ (Crimea 
is Ours).6 It presents an array of means and modalities that all underline the 
increasing importance of the information environment in Russian military oper-
ations in Georgia and Ukraine. Firstly, the Russo-Georgian armed conflict in 2008 
was primarily a physical encounter only supported to a limited extent by informa-
tion operations. Secondly, during the annexation of Crimea in 2014 information 
operations played a more central role as the perception of Russia’s opponent was 
manipulated while a surprise effect emerged. Although not attempting to reduce 
or simplify the case specific contexts and complexities in any way, despite many 
differences it was Russia’s intervention that triggered the conflict in both cases. 
Thirdly, although not always directly visible on the battlefield, the Russian ‘special 
military operation’ in Ukraine launched by Putin in early 2022, seems to open a new 
chapter in the development of information operations.

however, in order to reflect on the nature of information operations more 
thoroughly, studying an atypical case is relevant. In this respect, this chapter offers 
a preliminary analysis of the 2020 Nagorno-Karabakh war. In September 2020 
war broke out between Armenia and Azerbaijan over the disputed region of 
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Nagorno-Karabakh. Eventually, Russia was able to mediate and facilitate a cease-
fire agreement between the belligerents. Russia also deployed peacekeeping troops 
and set up a joint monitoring headquarters with Turkey in Azerbaijan. Russia’s 
involvement in this conflict was characterised by some NATO officials as a way 
of successfully ‘consolidating Moscow’s status as the key player in the [Caucasus] 
region’. The Russian Federation had pursued a similar strategy in the 1990s, when 
it had initiated Joint Control Commissions (JCCs) in Transdniestria, South Ossetia 
and Abkhazia. The term JCC evokes the feeling of organisations with good and 
peaceful intentions, but the history of the JCCs in the earlier mentioned regions 
showed that it had become nothing more than a cover for the Russian authorities to 
deploy troops and exert influence in the region. In other words, Russian authorities 
were repeatedly able to approach conflict situations differently and conjure up 
perceptions that pleased them. This raises the question of what can be learned 
from the Russian foreign activities in the information environment during the 2020 
Nagorno-Karabakh war?

Due to the recent nature of the conflict, this case study analysis is explorative 
and primarily focuses on diplomatic communication, social media and news report-
ing, in conjunction with military operational developments and events between 
September 27 and December 31, 2020. Apart from a short description of the military 
operations, a content analysis of official communiques is combined with a meta-
study of relevant social and news media research. Firstly, the case is introduced, 
further describing the main actors in their historical and regional context. Secondly, 
the course of the Azerbaijani Operation Iron Fist in late-2020 and related military 
developments are discussed. Thirdly, relevant narratives related to the key actors in 
Armenia, Azerbaijan, Turkey and Russia and some external influences are consid-
ered. Fourthly, identified key events and statements are synthesised with diplomatic 
and military developments and are placed in light of Russian information operation 
doctrine and more specific Russian deception methods. An additional postscript 
reflects on research findings in the context of the recent developments in Ukraine.

14.2. The conflict’s origins and the First Nagorno-Karabakh War

The conflict originated between the Armenian and Azerbaijani populations and the 
region or enclave of Nagorno-Karabakh, located in the centre of Azerbaijan, formed 
its epicentre. In the ensuing century (since 1918) the conflict involved Turkey, Russia 
and Iran as major geopolitical players, and France, the United States and Israel as 
minor ones.

Between May 1918 and April 1920 Armenia and Azerbaijan briefly formed 
independent states7, at a time when the Russian Empire was weak and struggling 
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with the Communist revolution that gave rise to the Soviet Union. The Armenian 
Republic became a refuge for survivors of the Armenian genocide under Turkish 
nationalists of 1915-1916.8

In this period, the first conflicts broke out between the states and populations 
of Azerbaijan and Armenia. After the expansion of the Soviet Union’s sphere of 
influence over the areas south of the Caucasus in 1920-1923, both states were trans-
formed into Soviet Republics. Stalin decided to turn the Nagorno-Karabakh region 
with an Armenian majority and Azerbaijani minority into an oblast, an autono-
mous area, in the Soviet Republic of Azerbaijan. It became an enclave surrounded 
by seven Azerbaijani districts and separated from the Soviet Republic of Armenia. 
For seven decades the conflict remained frozen, as it were.

With deterioration of the Soviet Union in 1988, nationalist and ethnic tensions 
resurfaced in the Caucasus.9 The Armenian government had repeatedly, but in vain, 
proposed to President Mikhail Gorbachev of the Soviet Union to transfer the oblast 
Nagorno-Karabakh to Armenia. In 1988, Armenians shattered a demonstration of 
Azerbaijanis in Stepanakert, resulting in two deaths.10 Subsequently, in several 
cities in Azerbaijan, pogroms broke out against the Armenian minorities, and 
afterwards also violence by Armenians against Azerbaijanis erupted in and around 
the enclave. President of the Soviet Union, Gorbachev proved powerless against the 
rapidly spreading violence in Azerbaijan and Armenia, and his officials and military 
commanders reacted slowly.11 hundreds were killed in the chaos resulting in the 
first waves of refugees of both populations. After the Soviet Union’s dissolvement 
in 1991, subsequently followed by referenda among their populations, Armenia 
and Azerbaijan proclaimed themselves independent republics. The following 
year, both joined the military alliance of former Soviet Republics led by Russia, the 
Collective Security Treaty Organisation (CSTO). however, Azerbaijan didn’t opt for 
the renewal of its membership in 1999, although it maintains good ties with Russia.12

After the results of a referendum in Nagorno-Karabakh in 1991, in which 
the Armenian majority voted for independence and aimed for a long-term affil-
iation with Armenia, war broke out between the young Republics of Armenia 
and Azerbaijan.13 Between 1992 and 1994 the Armenian armed forces succeeded 
in capturing 14%   of the Azerbaijani territory, namely the enclave of Nagorno-
Karabakh and the seven surrounding districts. Due to internal political struggles 
the Azerbaijanis were unable to properly defend their own territory. This situation 
was perpetuated by ceasefire negotiations during which Russia acted as a mediator 
in Bishkek in 1994.14 The Armenians converted the enclave Nagorno-Karabakh into 
the Republic of Artsakh, also called the Nagorno Karabakh Republic. Yet remark-
ably enough the Armenian Republic didn’t formally recognise it. During this war, 
later known as the First Nagorno-Karabakh War, 350,000-700,000 Azerbaijanis fled 
Armenia, the enclave and the seven districts; and in turn 300,000 Armenians fled 
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Azerbaijan. The refugee Armenians often found shelter in villages and towns in and 
around the enclave. The seven districts turned into a severely depopulated area.15

14.2.1. Stagnated peace talks

As of 1993, the United Nations (UN) Security Council issued four resolutions urgently 
calling Armenia to return the conquered territories to Azerbaijan. The council also 
made efforts to negotiate to settle the conflict between the warring parties. The UN 
upheld the viewpoint that the enclave of Nagorno-Karabakh belonged to Azerbaijan 
according to international law, which the Azerbaijani government also repeatedly 
invoked. Under the auspices of the Organisation of Security and Co-Operation in 
Europe (OSCE) emerged the Minsk Group, led by co-chairs Russia, the United States 
and France, which mediated peace talks between Armenia and Azerbaijan. Those 
negotiations were extremely difficult between 1994 and 2020.16 Many proposals, 
came to nothing, even after the adoption in 2007 of the promising ‘Basic Principles 
for the Peaceful Settlement of the Nagorno-Karabakh Conflict’. Also known as 
the Madrid protocols, they encompass six principles: the return of the territories 
surrounding Nagorno-Karabakh to Azerbaijani control; an interim status for 
Nagorno-Karabakh providing guarantees for her security and self-governance; a 
corridor linking Armenia to Nagorno-Karabakh; the future determination of the 
final legal status of Nagorno-Karabakh through a legally binding expression of 
popular will; the right of all internally displaced persons and refugees to return to 
their former places of residence; and international security guarantees that would 
include a peacekeeping operation.17

During the failed negotiations a factor of importance was the way in which the 
presidents of Armenia and Azerbaijan conducted their talks behind closed doors, 
without any accountability to their parliaments. The two presidents also feared the 
impact of premature concessions on their parties and those of the opposition. For 
the Armenian government, the influence from Artsakh also played a role, where 
many of the political elite and presidents in the capital of Armenia, Yerevan, came 
from. Of importance was also the influence of the large Armenian communities 
as electorates in France and the United States, which regularly were suspected of 
dampening the negotiations’ results.18

14.2.2. Turkey, alienation and hostility in a simmering conflict

In the region, Turkey forged good ties with Azerbaijan, relying on the Turkish 
origin of the Azerbaijanis. President hayder Aliyev (father of the current president) 
expressed this warm relationship as ‘two states, one nation’. For Turkey, Azerbaijan 
became of great strategic importance in a political, economic and social sense. After 
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Georgia, it offers Turkey access to brother peoples in Central Asia, such as those in 
Kazakhstan, Turkmenistan, Uzbekistan and Kyrgyzstan, via road and railways in a 
60 km Azerbaijani land strip between Iran and Russia and the Caspian Sea.19 Close 
ties with Azerbaijan also fit Turkey’s geopolitical aspirations in Central Asia, where 
it competes for influence with Iran and Russia, but also seeks affiliation with China, 
a trend that has accelerated since Recep Erdogan’s presidency.20

Parallel to this trend, relations between Turkey and Armenia broke down, 
with serious consequences for the economies of Armenia and Nagorno-Karabakh. 
Although both economies became enclosed by Azerbaijan and Turkey, and became 
more isolated, important passenger and goods traffic was still possible via Georgia 
and especially Iran, with which Armenia maintained good relations (much Russian 
freight traffic runs over the Caspian Sea and via Iran to Armenia).21 The increas-
ing cooperation between Turkey and Azerbaijan aroused strong antipathy and 
existential feelings of insecurity among the Armenian population in Armenia and 
Artsakh, and the Armenian communities worldwide, because of the denials of the 
presidents of those states in public and the media of the Armenian genocide in 
1915-1916. The Armenian state and the Armenian armed forces are therefore seen 
as important pillars for the survival of the Armenian population.22

Meanwhile, both population groups in the neighbouring countries of Azerbaijan 
and Armenia grew apart due to nationalism, populism and the harrowing stories 
of refugee compatriots about violence and atrocities in the years 1988-1994. Mixed 
marriages of Azerbaijanis and Armenians, of which there were many before 1988, 
chose to emigrate to Russia, Central Asia and elsewhere. In the decades after 1994, 
younger generations grew up in social bubbles, becoming ignorant of large minor-
ity societies. Since the advent of mobile telephony and the Internet, the current 
social media has only reinforced this trend.23

Both sides remained diametrically opposed. On the one hand, Armenia bene-
fited from the status quo after 1994, she had consolidated her position in the seven 
conquered districts and Artsakh. In the long term, Armenia hoped for international 
recognition of Artsakh’s independence. She also strove to keep the conquered 
districts as a buffer zone against Azerbaijan and possibly use them as negotiating 
cards for concessions from the Azerbaijani side. Azerbaijan, on the other hand, 
continued the negotiations, but carefully considered a military option to reverse 
the adverse strategic situation in the long run.24

14.2.3. Military, diplomatic and political developments – the arms race

The revenues from the oil and gas industry and its exports, the major pillar of 
the Azerbaijani economy, enabled Azerbaijan to expend far more on defence than 
Armenia. These expenditures amounted to up to three times that of her nemesis. In 
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addition, Azerbaijan’s larger population also meant that it could deploy more ready 
and reserve troops. Azerbaijan bought much Russian military equipment, such as 
artillery, vehicles, tanks and fighter planes, but certainly also Israeli armaments, 
i.e. artillery and drones. Azerbaijan also obtained from Israel the licenses to build
certain drones. Israel became Azerbaijan’s main arms supplier. In recent years,
Turkey has become a top supplier too, with a crucial delivery in July 2020 of TB-2
Bayraktar drones, as will become apparent.25

In contrast, Russia remained Armenia’s main supplier delivering a wide range 
of arms and munitions, such as artillery howitzers, vehicles, tanks, mortars, and 
fighter planes, most of them at very affordable prices or even for free. This enabled 
Armenia, despite her smaller economy and defence budget, to keep abreast of its 
arms race with Azerbaijan. As a member of the CSTO, Armenia could count on 
Russia’s support in the event of an attack on the territory of the State of Armenia. In 
order to strengthen her military ties, Russia founded a base in Armenia, Gyumri.26 
however, Artsakh and the captured districts fell outside the CSTO’s assistance 
clause. After all, Russia made efforts through the OSCE Minsk Group to find a solu-
tion through diplomatic channels, and also repeatedly called on the UN Security 
Council and the Madrid protocols under the Minsk Group, co-chaired by Russia, 
the United States and France, to hand over the conquered districts to Azerbaijan.27

14.2.4. Skirmishes and the planning for operation Iron Fist

The war in September-October 2020 was preceded by two major clashes between 
Azerbaijan and Armenia. In April 2016, a four-day skirmish broke out between the 
two belligerents over Nagorno-Karabakh. The clash left twenty dead and dozens 
injured on both sides. In July 2020, another skirmish broke out with several dead 
and injured. Tensions were heightened by the statement of the Artsakh govern-
ment to move its seat of government to Shusha, which Artsakh accomplished 
in June 2020. Meanwhile, large-scale exercises of the Azerbaijani together with 
Turkish armed forces in the summer of 2020 were underway, which ended in 
September 2020.28

Aggravated by Artsakh’s move and the ensuing heightened tensions within the 
Azerbaijan parliament and population, President Ilham Aliyev decided to carry out 
Operation Iron Fist. In previous years, Aliyev had abstained from a major offensive, 
because a failed operation would almost certainly jeopardise the very survival 
of his government. It appears that Aliyev was heading for the best-prepared, 
timely-placed operation. The operation’s objectives were to liberate the Armenian 
captured districts around Artsakh, and to reach and cut off the Main Supply Route 
across Lachin between Yerevan and Artsakh. This would pose serious problems for 
the continuation of the Armenian defence in the entire region.29
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In terms of terrain, the North and Central part of Artsakh and the seven districts are 
very mountainous with few roads crossing the area. Amidst the mountainous ter-
rain are the cities of Stepanakert and Shusha. Stepanakert formed for a long time the 
administrative centre of the Armenian government in Nagorno-Karabakh. Shusha 
was for both belligerents the region’s most important city historically, culturally, 
religiously30. For both sides, Shusha had thus acquired a status comparable to that 
of the city of Jerusalem. The entire Eastern border plus the Southern part of the 
Armenian held territories, largely consisting of the occupied districts, is relatively 
flat and lends itself to manoeuvring. The focal point of the operation was a main 
attack over two approach roads from Southeast to Southwest along the Iranian 
border and then a bypass up North to reach the main road from the Armenian 
capital Yerevan to Lachin and Stepanakert.31 The attack would be accompanied 
by attacks from the North and East to tie up as many Armenian units as possible 
there. The Armenian defence of Artsakh and the seven districts was arranged in 
successive defensive lines and fortifications by troops from Artsakh and Armenia 
supported by command posts, artillery and reserves.32
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It is important to mention that to October 2020 there have only been short articles 
and analyses of operation Iron Fist and the defence of Artsakh. however, the major-
ity of these focus on the remarkable performance of the Turkish and Israeli drones 
during the campaign. An overall view of the military actions of the Azerbaijani 
attackers and Armenian defenders has yet to be published, but fortunately some 

Nagorno-Karabakh Autonomous Region 
(Soviet-era boundaries)

Controlled by Nagorno-Karabakh and/or Armenian Forces 
(prior to the 2020 war)

Ca
rt

og
ra

ph
y:

 E
rik

 v
an

 O
os

te
n 

- N
IM

H

20 km0

StepanakertStepanakertStepanakertStepanakertStepanakert

Hadrut

Lachin

    NAGORNO-    NAGORNO-    NAGORNO-    NAGORNO-    NAGORNO-    NAGORNO-    NAGORNO-

   KARABAKH

A R M E N I A

A Z E R B A I J A N

GORANBOY

NAFTADAN

AGDASH

ZARDAB

BARDA

YEVLAKH

AGDAM
AGJABADI

FUZULI

JABRAYIL

ZANGILAN

QUBADLI

LACHIN

KALBAJAR

GOYGOL
DASHKASAN

GADABAY

A Z E R B A I J A N I R A N

Shushi/Susa       Shushi/Susa       Shushi/Susa       

Fig. 14.2. Nagorno-Karabakh Conflict Zone (line of control prior to the 2020 war).



312 PETER DE WERD, MICHIEL DE JONG & HAN BOUWMEESTER

useful articles and reports from Amirkhanyan, Gressel, Postma, Rubin and Terzic 
provide us with first impressions of the Azerbaijani and Armenian conduct of 
the war.33

14.2.5. The conduct of Operation Iron Fist

Operation Iron Fist started at 08:10 hours on September 27. According to the 
Azerbaijanis, they responded to an Armenian attack, and according to the 
Armenian armed forces, the Azerbaijani attack came immediately. For De Waal 
it is certain that the Azerbaijanis started it. After all, the Armenian defenders, in 
accordance with their political and military strategy, had no interest in initiating 
a large-scale war that could change the favourable status quo over the area and 
would jeopardise a long-term track of international recognition of Artsakh and 
perhaps the Armenian authority over the conquered districts too.34

Gressel gives the best, albeit succinct, insight into the course of the Azerbaijani 
offensive. In a first phase of ground and air operations, Azerbaijan was able to gain 
air superiority over the area of   operations. In a few days, Turkish and Israeli-made 
drones disabled several Armenian air defence systems, i.e. S-300 Surface to Air 
Missile batteries. Azerbaijani drones, tasked to conduct Intelligence, Surveillance 
and Reconnaissance missions, continually tried to locate the defenders.35 The 
Azerbaijanis reportedly converted eleven obsolete Antonov An-2 biplanes into 
remote-controlled aircraft that tricked the Armenian Surface to Air Defence into 
turning on their tracking and targeting radar systems. The TB-2 Bayraktar drones 
disabled these systems with their rockets. Israeli loitering drones, able to search 
and crash on their targets, annihilated them too.36 Striking is the low activity of 
the air forces of both belligerents; they kept their expensive fighter planes (about 
50 aircraft in total) at bay.37 Reciprocal shelling with artillery and rockets did take 
place at a few nodal points and cities, which would increase in importance in the 
beginning of October, but seem to have had no direct impact on the results of the 
ground offensive or the defence against it.38

By gaining local air superiority with the help of drones, the Azerbaijanis created 
a breach in the Armenian Surface to Air Defence, after which in a second phase the 
drones could take the lead as flying artillery in detecting and taking out Armenian 
tanks, artillery, vehicles, mortar positions and other positions, but also attacking 
command posts and reserve units. In their role as artillery observers they assisted 
the Azerbaijani artillery in annihilating these targets as well.39

In the third phase of combat, Azerbaijani mobile light infantry tank teams 
with well-organised fire support (artillery, rockets, mortars) managed to penetrate 
the drone-observed weak spots in the Armenian lines, and presumably even to 
break through these lines.40 Drones blocked the approach routes for reserves, 
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command communications and fire support requests so that strong points could be 
taken by the mobile infantry tank units. Meticulously, the Azerbaijani land forces 
succeeded in taking line by line and area after area from Southeast to Southwest 
between 27 September until 13 October. Armenian reserve forces launched several 
large, concentrated counterattacks, but these were repulsed with the help of the 
Azerbaijani drones.41 On the one hand, losses of personnel for both sides during 
the campaign were high: at least 2,100 Azerbaijanis killed against at least 2,700 
Armenians. On the other hand, the Armenian losses in rolling stock were appalling: 
hundreds of vehicles, tanks and pieces of artillery and mortars were knocked out, 
often by the Turkish TB-2s and the Israeli loitering drones.42

Meanwhile, following the outbreak of hostilities, the UN and OSCE Minsk Group 
pushed for an immediate ceasefire. After the mediation of Russia, the United States 
and France, short-lived ceasefires were concluded on various dates in October, yet 
these were quickly broken, thus repeatedly led to the continuation of Azerbaijani 
offensive and subsequent Armenian losses of war materials and territory and 
demoralisation among the Armenian armed forces.43

14.2.6. The campaign’s end

The Azerbaijani Land Forces managed to reach and cut off the main road in the 
region, the Lachin Corridor, around November 8-10. They also captured the main 
city of Shusha, on November 8, with the help of light infantry commandos who first 
occupied a predominant hill just outside the city.44 It was expected that the capture 
of Stepanakert would take a few more days. However, on November 9 under the 
auspices of Russia, a ceasefire was reached between Azerbaijan and Armenia, with 
President Putin receiving and hosting both President Aliyev and Prime Minister 
Pashinyan.45 Russia negotiated the rapid deployment of a peacekeeping force of 
2,000 Russian troops along the ceasefire line, the positions held by both sides until 
9 November, and to secure the Lachin Corridor between Armenia and Artsakh. 
The Azerbaijanis thus retained territories in the enclave they had conquered in the 
North, East and South including the very important city of Shusha. This peacekeep-
ing force would also patrol the transport road across Armenian territory along the 
Iranian border between Azerbaijan and Nakhchivan in order to open the passage 
between the two Azerbaijani territories for goods and passenger traffic.46 In addi-
tion, the Armenian troops had to completely evacuate Artsakh and the surrounding 
seven districts before the end of December 2020, including three districts that were 
still entirely in Armenian hands, which they did. Thus, the Russian peacekeeping 
force became the protector of the Armenian enclave including Stepanakert. It was 
clear that in terms of sovereign status, Nagorno-Karabakh remained de jure under 
Azerbaijan.47
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Fig. 14.3. Cease-Fire Agreement of November 9, 2020.

14.2.7. Implications of the Forty-Four Days War

After the forty-four days of war, the Azerbaijani population celebrated the victory 
exuberantly. During the war, public opinion in Azerbaijan was influenced by the 
camera images on electronic billboards and on social media of drones taking 
out positions, vehicles, artillery and tanks. Social media played a major role in 
Azerbaijan alongside traditional newspapers, radio and television stations. During 
the war, the press was strongly guided by the Azerbaijani state institutions. The 
victory boosted hopes of return among Azerbaijani displaced persons after the 
first war of 1988-1994 to their former homes in the seven districts and Nagorno-
Karabakh.48 Public opinion in Armenia, as in Azerbaijan, was strongly influenced 
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by positive images of the war in their media. The Armenian outcry was, however, 
fierce after the ceasefire on November 9, 2020. The rosy pictures during the 
defensive campaign did not reflect the actual course of the war for the Armenian 
armed forces. For example, the Azerbaijani conquest of Shusha on November 8 
was masked from the Armenian population. however, the harsh reality of the 
city’s fall came out on November 9. The ceasefire agreement and the Armenian 
defeat led to a storming and occupation of the parliament in Yerevan and calls for 
Prime Minister Pashinyan’s resignation, which he was able to avoid though with 
great difficulty. At the same time, the desire among the Armenian population for 
protection from Russia increased.49

Russia decided not to intervene in the forty-four-day war to punish the 
Pashinyan government for the earlier velvet, Purple Revolution in 2018, which 
took over power from a more Russian-minded government. She approached the 
assistance to Armenia solely from the agreements within the CSTO, namely only 
applicable if Armenian territory or Russian units there were attacked. Pashinyan’s 
overtures to the West and Turkey in the intervening years were not appreciated by 
Russia. By eventually sending a peacekeeping force of 2,000 men, Russia was able 
to act not only as a mediator, but also as a peacemaker between the warring parties 
and to fulfil the role of protector of the Armenians in Artsakh.50

Turkey was also alert not to intervene immediately, in order to avoid a direct 
conflict with Russia. After the intensive exercises in the summer of 2020, the 
Turkish air base with 6 F-16s therefore stayed out of the fray. Turkey was able to 
strengthen its position in the Caucasus by providing support to the host country 
with war material, in particular drones and military advisers in Azerbaijani com-
mand and control.51 After the military successes of the Turkish TB-2s in operations 
in Syria and Libya, as already mentioned, the deployment of these drones around 
Nagorno-Karabakh aroused amazement and admiration worldwide. The opening 
of a transport road from Azerbaijan to Nakhichevan also marked long-term 
economic success for Turkey. Russia had, however, thwarted the Turkish attempt 
to participate in the peacekeeping force, and the Turkish contribution has been 
limited to co-manning a joint monitoring headquarters to monitor compliance with 
the ceasefire using drones.52

14.3. Different narratives: turning the kaleidoscope

Based on the analysis of official communiques, news reporting and social media, 
different narratives emerge on the military and political developments, shedding 
more light on how perceptions were shaped, and influence was exerted. Armenian, 
Azerbaijani, Turkish and Russian perspectives are discussed. To some extent 
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narratives can be linked together: Armenia traditionally receives support from 
Russia, both members of the CSTO, whereas Azerbaijan is backed by Turkey. As 
mentioned, although Turkey is a NATO member its relationship with Russia is compli-
cated. Its delivery of drones to Azerbaijan in 2020 countered Russian interests. While 
for example Turkey’s acquisition of Russian S-400 surface-to-air defence systems in 
2017 strengthened ties, despite concerns from other NATO members. Furthermore, 
France, Russia and the United States co-chair the OSCE Minsk Group, which includes 
both Armenia and Azerbaijan as well. Moreover, broader global issues such 
as the COVID-19 pandemic or the election of Joe Biden as American president on 
November 3, 2020, have an indirect effect on the spread and impact of narratives on 
the Nagorno-Karabakh conflict. This is particularly visible on social media.

For Armenia and Azerbaijan the narratives are generally consistent and illus-
trate strong polarisation, the two countries expressing the wish to remain peaceful, 
blaming the enemy for violations of agreements, encouraging patriotism, praising 
army successes.53 In both countries the traditional media landscape is strongly 
dictated by official government statements, mostly by the Ministry of Defence, 
reproduced in national news reporting. Yet both heads of state also seek to reach 
their people directly, with Armenian Prime Minister Pashinyan communicating 
via Facebook livestreams regularly, and Azerbaijani President Aliyev frequently 
using Twitter.54

In the Armenian narrative a central theme was victimhood of violence, which 
historically related to the Armenian genocide that had taken place a century ago.55 
Nagorno-Karabakh constituted an essential part of modern post-Soviet Armenian 
history. One study shows how right after the start of hostilities 7,764 Twitter 
accounts were created, many with an artificial booster-like signature.56 They 
made up a share of over 10% of relevant accounts at the time, mostly amplifying 
Armenian government officials and public figures. Legitimate and fake account 
postings on Armenian social media also appealed to Kim Kardashian and her 
partner Kanye West for support (which she gave), and petitions were launched 
to gain White House support and end US aid to Azerbaijan. Efforts to raise sup-
port and funds continued throughout the selected timeframe for this study.57 In 
Armenian news and social media, pan-Turkism is framed as a threat to the region, 
and simultaneously Russia is portrayed as the sole protector. The latter aligns with 
statements by Prime Minister Pashinyan.58

A major change occurred on November 10, 2020. With an official joint statement 
Pashinyan agreed to the ceasefire, accepting the new status quo in Nagorno-
Karabakh, and the withdrawal of troops and ‘returning’ the regions Kelbajar 
and Lachim to Azerbaijan.59 As mentioned, this led to large scale protests in the 
Armenian capital as people called for his resignation. On social media Prime 
Minister Pashinyan was accused of accepting bribes to accede to Azerbaijan, selling 
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out Armenians. however, at that time, an apparent effort was also observed to 
regain public trust and pro-Kremlin sentiments among the Armenian population.60

In Azerbaijani news reporting the question was also raised whether Pashinyan 
would be able to keep his job. The overall official government narrative in 
Azerbaijan had mainly focused on the success of military advancements, largely 
consisting of Ministry of Defence ‘operational updates’ reproduced by news media. 
The Azerbaijani President spoke of a clear and phased plan for Nagorno-Karabakh, 
and the two adjacent regions Lachin and Kelbajar.61 The overall theme was the 
‘sacred duty’ of ending the ‘occupation’ of Nagorno-Karabakh and surrounding 
territories under Armenian control.62 Mutual coexistence of Armenian and 
Azerbaijani communities was the desired end state, although ‘the consequences of 
ethnic cleansing must be eliminated and all our internally displaced persons must 
return to their own homes’ the President stated.63 A focal point was the ‘liberation’ 
of the symbolic Karabakh city of Shusha. Reporting in Turkish international news 
media in which Azerbaijani citizens were interviewed, emphasised the symbolic 
significance of Shusha, deemed ‘the diamond of Azerbaijan’.64 On November 9 
video imagery was trending on social media with the Azerbaijani President pro-
claiming Shusha’s liberation and victory in battle dress.65

Another statement by the Foreign Ministry of Azerbaijan later that day is signif-
icant for its contrasting tone: Azerbaijan sincerely apologised for shooting down a 
Russian Mi-24 helicopter over Armenian territory.66 It was carefully explained as a 
‘tragic incident’ and ‘accident’. The act was ‘not directed against the Russian side’ 
and Azerbaijan offered apologies and ‘sincere condolences’, affirming its readiness 
‘to pay appropriate compensation’. It shifted focus from the Azerbaijani-Turkish 
military operation to Russia’s interests and involvement. Only seven hours later, in 
the early morning of November 10, was the final ceasefire agreement declared in a 
joint statement by the Azerbaijani, Armenian and Russian leaders. In an address to 
the nation President Aliyev then emphasised decisiveness and completeness of the 
victory, a tone reflected in Azerbaijani social and state media as well.

“I gave them an ultimatum. I said – you must leave, if you don’t, I will go to the end. Until the 

end! On November 8, I said in the Alley of Martyrs that I would go to the end, and no force 

could stop me. We won this victory on the battlefield.”67

Because the provided Turkish drones were crucial for the military success of 
Operation Iron Fist, Azerbaijan’s victory was partly also a Turkish one. The inter-
national media showed pictures of the victory parade with the TB-2 Bayraktar 
drones and their pilot crews in Baku. Furthermore, President Tayyip Erdogan was 
keen to express how ‘the joy of our Azerbaijani brothers and sisters, who have 
been liberating step by step their occupied cities and Karabakh’ was also ‘our joy’.68 
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He further emphasised the strength of the connection, referring to ‘the ancient 
Turkish city of Shusha’, and the two countries acting internationally as ‘two states, 
one nation’.69 Implicitly this referenced the broader idea of the ‘Great Turan’, 
emphasising the unity of all Turks. Against the broader background of Turkey’s 
regional position and ambition to increase its influence, also as a protagonist 
against ‘islamophobia’ in the world, the narrative on the Nagorno-Karabakh war 
emphasises how Turkey matters and takes responsibility. Foregrounding this in a 
phone call with Russian President Putin, Erdogan stated how ‘Turkey and Russia 
have together contributed a lot’ towards a lasting solution in Nagorno-Karabakh.70 
In addition he also suggested to further pursue cooperation in Syria. The creation 
of the Russian-Turkish Joint Centre in Azerbaijan coordinating the peacekeeping 
force signals an expansion of influence for both countries in the region.

Regarding Nagorno-Karabakh, Turkish news and social media reproduce the 
Turkish official narrative to a large extent. Of significance is a spike of Turkish 
language Tweets between November 8-10, around the date of the ceasefire. This 
is a clear difference from English, Armenian, Azerbaijani and Russian Tweets at 
the time. Most of these Turkish Tweets present a congratulatory tone in response 
to Azerbaijan’s victory.71 however, due to the tweet-retweet ratio and a six fold 
quantity above an average level of tweets, Kirdemir concludes (also in general) this 
included inauthentic activity, ‘coordinated with highly active political accounts, 
troll accounts, and automated bot accounts’.72 Of course, attribution of such activity 
is difficult. In any case, the celebratory tone and idea of a conclusive victory indi-
cate an end-state being reached. An emphasis aligning also with Russian interests: 
to halt all military activities. Furthermore, another conclusion of the study was that 
in Russia-related Turkish-speaking channels, central themes were ‘Russian-Turkish 
cooperation, anti-NATO sentiments, and threat perception towards the West’.73

This brings us to the Russian narrative, perhaps best described as consisting of 
a number of subvariants, tailored to various national and international audiences. 
Statements, speeches and reports on telephone conversations by President Putin 
published during the Nagorno-Karabakh war show a consistent effort to halt 
military action. Russia expressed continued support for Armenia throughout the 
conflict. Meanwhile, Russian and Armenian news and social media also enhance 
the notion of ‘pan-Turkism’ or ‘neo-Ottomanism’ as a threat and Russia as the sole 
protector for the country.74

In a series of consultations Putin mobilised support among OSCE Minsk group 
co-chairs and the UN Security Council to express grave concerns, ‘condemn in the 
strongest terms the recent escalation of violence’, deploring the loss of human life.75 
Fears were articulated that foreign fighters from Syria and Libya were joining 
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the war against Armenia. Azerbaijan and Armenia were called upon to resume 
negotiations under the auspices of OSCE Minsk Group co-chairs Russia, France and 
the United States (thus not including Turkey as member). In an interview with 
Russian state media Putin emphasised military operations were ‘not taking place 
in the Armenian territory’, thus not activating Russian CSTO commitments.76 On 
October 10 consultations between the Russian president and his Armenian and 
Azerbaijani counterparts resulted in a humanitarian ceasefire to allow for the 
exchange of bodies and prisoners. An initiative later repeated by France and the 
US. Overall, Putin’s central concern was ‘stopping the bloodshed’.77 At this time, 
Putin expressed ‘hope’ towards Erdogan that Turkey would ‘make a constructive 
contribution to de-escalating the conflict’, emphasising their cooperation on Syrian 
and Libyan affairs.78 The use of the term ‘hope’ signals Russia’s limits to influence 
developments. however, in Russian news sources a more critical and aggressive 
tone also circulates. Turkey’s influence in the Caucasus is a threat to Russia and it 
should answer for its support to Azerbaijan.79

Although less explicit, the shooting down of the Russian Mi-24 helicopter on 
November 9 does mark a change in Russian subnarratives as well. Although Russia 
formally accepted the Azerbaijani apology, the CSTO expressed deep concern over 
the incident. According to some, the symbolic value of the incident was used to 
Russia’s advantage behind the scenes: Putin gave Azerbaijan an ultimatum that 
military operations must end after the recapturing of Shusha, or the Russian 
military would intervene.80 Moreover, as mentioned, a peacekeeping force of 2,000 
Russian soldiers was to be deployed on Azerbaijani held territory to monitor the 
cessation of hostilities and provide security for internally displaced persons and 
refugees to return home. Among ethnic Armenians in Nagorno-Karabakh the story 
went that Russia would also hand out passports.81

In the months after the November ceasefire agreement Russia was keen to 
emphasise its leading role to the world. Before international fora that include 
American and European countries such as the UN Security Council and the 
OSCE Minsk group, more cooperative language is used. While with summits 
of Commonwealth of Independent States leaders and BRICS countries, or the 
Shanghai Cooperation Organisation, a greater emphasis laid with Russia as sole 
initiator and facilitator of the negotiations. Regular Ministry of Defence press 
releases on the Russian peacekeeping force emphasised the providing of security, 
demining activities and assistance with the return of refugees.82 The Russian state 
media generally reproduced the official statements and reports. After turning the 
kaleidoscope several times, a number of developments were identified regarding 
the Armenian, Azerbaijani and Turkish perspectives that fit the Russian agenda.
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14.4. Russian efforts – a reflection

In early 2015, the Chief of the Main Directorate Operations of the Russian General 
Staff, Colonel-General83 Andrey Kartapolov held a presentation at the Russian 
Academy of Military Science that accurately reflected the key elements of New Type 
Warfare (NTW), the Russian approach to hybrid warfare. In his speech, Kartapolov 
stated that achieving goals in NTW is a combination of non-military means and 
the employment of armed forces. he distinguished several steps in NTW: it starts 
with indirect and non-kinetic methods such as intensifying diplomatic pressure 
and information operations, and if necessary, it can also shift to classical methods 
of waging war, using various types of weapons in combination with large-scale 
information effects.84

This reflection shows how important information operations have become for 
Russian authorities during conflicts, whether it concerns the dissemination of disin-
formation, the manipulations of perceptions or the deployment of forces under the 
guise of conducting a peacekeeping operation. Most Russian authorities speak of 
information confrontation instead of information warfare, which includes a wide 
range of activities.85 In their doctrine, the Russian government makes a distinction 
between information-psychological and information-technical approaches.86 Cyber 
operations can be seen as the technical representation of information; it is about 
how information can be disseminated alongside other types of information media 
such as print, broadcast and social media, and, of course, diplomacy.87 Russian 
information-psychological operations have been around for a very long time and 
were widely used during the Cold War. The main aim is to deceive the opponent 
or others, although this is often difficult to achieve, as one then needs to make 
an extensive analysis of the opponent to find out among other things, what the 
opponent’s personal preferences, values and attitudes are. The Russian authorities 
therefore prefer to confuse an opponent regarding their true intentions rather than 
to deliberately mislead him.88

In practice, Russian authorities create confusion by very one-sided information 
through their own media.89 In most cases the Russian state-owned mainstream 
media disseminate the view of the Kremlin, which is taken over by social media 
causing a form of social amplification regarding public opinion. Moreover, the 
Russian authorities, especially President Putin, use so-called doublespeak to create 
ambiguity: saying A but doing or meaning B. It is actually a simple method of decep-
tion. Putin knows exactly how to distort and mirror the course of events, such as 
dubious activities carried out by Russian security services or agencies themselves 
in a conflict and subsequently condemning and attributing these activities to the 
opponent. In addition, he knows like no other how to frame activities favourably 
for himself. For instance, he labels acts of war as ‘peacekeeping duties’. This way 
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of deception calls up strong associations with the activities of the ‘Ministry of 
Truth’ in George Orwell’s dystopian novel ‘1984’. In his novel, Orwell wanted to 
make clear that the use of language strongly influences people’s thinking, which in 
turn strongly influences politics. Orwell recognised that people who make heavy 
use of doublespeak may also suffer from doublethink, a form of schizophrenia in 
which a fractured human mind simultaneously accepts two contradictory beliefs 
as the truth, with all the consequences this entails.90 During the 2020 Nagorno-
Karabakh war, Putin used doublespeak not only to deploy troops in the region to 
exert influence there under the guise of peacekeeping forces to observe the truce. 
In addition, another example during the 2020 Nagorno-Karabakh is that, on the 
one hand, he expressed Russian support for Armenia and warned, together with 
the Russian media, against pan-Turkism and ‘neo-Ottomanism’, but on the other 
he flattered Turkish President Erdogan by saying that he hoped that Turkey will 
contribute constructively to the de-escalation of the 2020 Nagorno-Karabakh. Putin 
was indulging in all sorts of language manipulations to keep Erdogan on his toes, 
but also to retain influence in the region. All in all, these contradictory statements 
have led to a confusingly complex situation that is hence best understood from 
multiple perspectives. Although it is difficult to technically attribute the creation 
of artificial accounts and the subsequent messaging and amplification of Turkish, 
Azerbaijani and Armenian narratives to Russia, these fabricated or inauthentic 
activities on social media provide a natural fit with Russian interests.

14.5. Postscript

The current war in Ukraine has added a new chapter to Russian NTW. The Russian 
narrative on Ukraine includes elements of a 2014 ‘coup d’etat’ and a ‘special mili-
tary operation’ to ‘fight Nazism’ and protect Ukrainian brethren.91 More recently 
other themes have become more prominent, such as Western ‘neo-colonialism’ that 
needs to be stopped by a ‘preventive war’ to protect the unique Russian culture 
and geopolitical space (‘Russkii mir’), and reestablishment of ‘New Russia’ after 
referenda in captured Ukrainian regions.92 however, Russia also seems to have 
met an enemy that punches above its military weight, facilitated by the creation of 
strong narratives and Western political and military support. The parallel fronts 
of international diplomacy and information operations have allowed Ukrainian 
president Zelensky to perform at his best.93 his rhetorical skills as a former actor 
and the availability of social media allowed for effective and speedy communica-
tion from the first day of the war. It added to a broader Ukrainian narrative that 
exploited key events to strengthen morale and influence the physical battlespace – 
such as the sinking of Russian flagship Moskva or resistance at the Azovstal factory 



322 PETER DE WERD, MICHIEL DE JONG & HAN BOUWMEESTER

in Mariupol.94 Determining specific effects of narratives remains complex, also as 
some narratives – both true or fake – are not designed top-down but emerge as 
frames that resonate among audiences.95

New studies on Ukrainian and Russian interacting narratives are highly rel-
evant. however, complementing such typical with atypical case studies provides 
additional insights on Russian information operations, positions and interests. 
Renewed fighting in September 2022 among Armenia and Azerbaijan over the 
Nagorno-Karabakh region triggered European, Russian and American diplomatic 
initiatives. Early October, Armenian Prime Minister Pashinyan and Azerbaijani 
President Aliyev met with French president Macron and president of the European 
Council Michel.96 Later a trilateral summit was hosted in Sochi where they met 
President Putin.97 At another meeting on November 8 in Washington, US Secretary 
of State Blinken hosted their foreign ministers.98 As more visits and summits 
follow, a historic pattern continues that expresses commitment of OSCE Minsk 
Group chairs to re-establish regional stability and ‘stop bloodshed’. Meanwhile, 
Turkish President Erdogan underlined his support for Azerbaijan with a visit 
on October 21, physically embracing Azerbaijani President Aliyev and together 
opening a new airport on captured Nagorno-Karabakh territory.99 While the war 
in Ukraine has changed perceptions of Russia in the (Western) world, narratives on 
Nagorno-Karabakh might also offer a different perspective on US-EU-Turkey-Russia 
relations, and how perceptions are shaped to exert influence. Linking narratives 
can nuance divides or the idea of all out polarisation as interests or positions align. 
In general, more emphasis on the emergence and impact of parallel narratives 
provides a better understanding of all dimensions of conflict and warfare.
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CHAPTER 15

War by numbers
A “technocratic hubristic fable”?1

Henk de Jong & Floribert Baudet

Abstract

This chapter discusses the idea that only quantitative data can help manage a war, explain its 

characteristics and dynamics, and predict its course. To this end we elaborate on the case of Robert 

McNamara, since his ‘technocratic’ statistical approach has guided the US war effort during the 

Vietnam War. In spite of the fact the US lost that war, the underlying idea has had a lasting influence 

that can be traced both to the conduct of contemporary wars, but also to the analysis of past wars. In 

the second section of the chapter we show that such approaches often disregard the complexity and 

imponderabilia of unique historical wartime contexts. We argue that for this reason the integration 

of quantitative-generalising and qualitative-historicising approaches is critical, whether aimed at 

understanding contemporary warfare or warfare in the past.

Keywords: Operations research; Qualitative approach; Qualitative approach; Data analysis; the 

McNamara fallacy

15.1. Introduction 

In our data-obsessed cyber-age, it is easy to forget that the collection and use of 
data is hardly a new development. Since time immemorial, communities have 
counted livestock and bushels of grain, which were an indication of the chances of 
survival of that community, or at the very least implied the legitimacy of those in 
power. This applied to the military domain as well. The Mycenaeans of Bronze Age 
Greece, for instance, registered the number of available wheels and chariot frames, 
and allotted a corresponding number of horses to them so that they could be used 
in battle.2 Series of baked clay tablets found in the ruins of Pylos list numbers of 
men available for service in the coast guard, and rowers to be sent to the city of 
Pleuron, just across the Gulf of Corinth.3 The collection of data for military intelli-
gence can boast a long history too. Sun Tzu in his Ping Fa stressed the importance 
of intelligence for a military commander, while leaders such as Ottoman sultan 
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Süleyman the Magnificent (1494-1566) and Frederick II of Prussia (1712-1786) were 
avid consumers of intelligence, especially on their enemies’ military capabilities.4

By the 19th century European governments for the first time had acquired the 
technological means and the modern bureaucracy to effectively control their terri-
tory. The French Revolution had stimulated a sense of urgency in managing popular 
sentiment. At the same time, the exact sciences made great strides, increasingly 
accurately predicting the occurrence of natural phenomena. These developments 
produced the idea that it would be possible to identify laws governing human devel-
opment as well. Measuring, counting and applying statistical analysis in order to 
identify patterns and enable accurate predictions gradually became second nature 
to ‘positivist’ liberal and conservative elites.5 But even before that, in the military 
domain, theorists and practitioners like Jomini, and Von Bülow, were debating 
‘military systems’ and applied mathematical logic to warfare.6 The organisation and 
implementation of conscription from the late 18th century onwards required keeping 
track of quantifiable indicators such as age, weight, height and level of education. 
After 1850 such numerical indicators increasingly underlay the planning of opera-
tions and campaigns, as in Moltke’s campaigns against Austria and France in 1866 
and 1870, respectively.7 Coal and steel production figures, the capacity of the railways, 
the potential of the logistics and meticulous calculations about the effectiveness of 
weapons became critical factors. Even studies in moral and psychological aspects of 
warfare were replete with measurement, quantification and calculations.8 As each of 
the Great Powers, with the possible exception of Britain, had reasons to strike at the 
earliest possible moment rather than postpone what was believed to be inevitable, 
it may likewise be argued that the decision to go to war in 1914 was to a large degree 
inspired by prognoses of the number of troops their opponents could field, the effi-
ciency of troop transports by train and the exact amount of firepower.9

During the World Wars the quantifying approach was also applied to military 
operations and Operational Surveys and Operational Analysis soon came of age.10 
Air Forces in particular were interested in hard data on the number of sorties, 
bombs dropped and their effects.11 In this way, the contribution of the air force 
could be measured, adjusted, and, if necessary, justified. But they were hardly 
alone in this: the Battle of the Atlantic, that, ultimately, came down to enforcing a 
favourable ratio between the destruction of Allied tonnages of cargo or ships and 
the elimination of German submarines was also fought with statistics.12 The same 
was true of course for the ‘measurable’ effects of the blockade of Japan and the 
ratio between Japanese and allied carriers, aircraft and pilots.13 In the Cold War, 
both nuclear and conventional strategies were underpinned by endless sets of data 
on combat ratios and calculations on possible future wear and tear of enemy and 
friendly troops.14 Its logic underlies both the peacetime and wartime direction of 
the military to this day.
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While the importance of data for the conduct and the study of warfare can 
therefore not be denied, this chapter questions the idea that only quantitative data 
can help manage a war, explain its characteristics and dynamics, and predict its 
course. It is useful, necessary even, but there are a number of pitfalls involved. To 
highlight these, we elaborate on the case of Robert McNamara, since his ‘techno-
cratic’ statistical approach has guided the US war effort during the Vietnam War. 
If there has been one person who has pushed the quantification method and its 
underlying idea that data can help predict the future, to extremes, it is McNamara. 
In spite of the fact the US lost that war, this idea has had a lasting influence that 
can be traced both to the conduct of contemporary wars, but also to the analysis 
of past wars. In the second section of the chapter we show that such approaches 
often disregard the complexity and imponderabilia of unique historical wartime 
contexts. We argue that for this reason the integration of quantitative-generalising 
and qualitative-historicising approaches is critical, whether aimed at understand-
ing contemporary warfare or warfare in the past.

15.2. “Every quantitative measurement (…) shows that we are winning the war”.15

A brilliant student of economics, statistics and management, in the months fol-
lowing the Japanese attack on Pearl Harbor Robert Strange McNamara (1916-2009) 
became involved in a US Army Air Forces program to teach their officers ‘analytical 
approaches’.16 In the context of this program, ‘analytical’ was synonymous with the 
quantifying method. Over time, he transferred to the Statistical Control Team at 
the Pentagon that was dominated by statisticians and RAND economists who held 
that the military had thus far been virtually ‘blind; they had hardly any idea about 
numbers, types and dislocation of aircraft and spare parts. These ‘Whiz Kids’ advo-
cated data-driven decision making. McNamara and his colleagues mapped out the 
stocks, the numbers and location of spare parts and in so doing were able to make 
operations much more efficient and cost effective.17 he was subsequently made 
co-responsible for the analysis of the deployment of the US bombers in the Pacific 
Theatre and the B-29s in particular. McNamara now applied his mathematical and 
statistical approach to Operations Research and was able to improve both their 
effectiveness and efficiency.18

Returning to civilian life after the war, McNamara embarked on a career at the 
Ford car company, where he put his approach to good use. Developing a modern 
planning, organisation and management control system at Ford, integrating the 
crucial figures into trend graphs and using early computer modelling in decision 
making, he helped lay the foundation of an innovative and very influential man-
agement style.19
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As Secretary of Defence in the Kennedy and Johnson Administrations, 
McNamara continued this approach. From the outset he demanded ‘scientific’ data 
from the armed forces about just about anything. McNamara advocated ‘statistical 
rigor’ among his officials and military personnel: each complex military problem 
was translated into numerical indicators and patterns on the basis of which he 
could make policy and strategic decisions. McNamara and his (civilian) staff 
used all kinds of numbers, paperwork and management tools for the Planning, 
Programming and Budgeting System (PPBS), the Future Years Defense programs 
(FYDP) and the Draft Presidential Memorandum (DPM), to analyse military con-
flicts, fund specific programs, cut budgets, as well as reorganise the ministry and 
military apparatus.20

Figures were not only compiled for analysis which brought about an increase in 
efficiency, but they also served as a political weapon, for in the process McNamara 
reduced the military apparatus to a supplier of data to the Systems Analysis Office 
he had created, when it, and the Joint Chiefs of Staff in particular, had been decision 
makers before.21 As Sapolsky wrote: “Eisenhower fought political battles with his 
generals’ stars; McNamara fought them with heaps of statistics.”22

These innovations in Department of Defence decision-making and its justification, 
the introduction of modern management methods in order to enhance efficiency 
and effectiveness, and the establishment of civilian control over the military appa-
ratus, undeniably were of profound importance and they should be characterised as 
McNamara’s lasting legacy.23 In his conduct of the Vietnam War, McNamara applied 
this approach as well; its drawbacks were quick to emerge, however.24

During his first visit to South-Vietnam, in May 1962, McNamara announced 
that “every quantitative measurement (…) shows that we are winning the war.” 
his obsessive belief in graphs and charts was immediately exploited by South-
Vietnamese leader Diem who presented him prefabricated graphs that only led to 
one conclusion: the war would soon be won indeed. At the end of 1962, McNamara 
entertained the thought of ordering the repatriation of the American advisors from 
South Vietnam, since his calculations indicated the war would certainly be won in 
1964.25 Nevertheless, already in December 1963, a still confident McNamara had to 
report to President Lyndon Johnson that ‘the figures’ that had been obtained prob-
ably did not correctly reflect reality: instead, the situation was “very disturbing” 
because “current trends” pointed to a possible Communist victory. he had to admit 
that earlier computer models and statistics were “grossly in error.”26

Fascinatingly, this admission did not lead him to question the quantitative 
approach to warfare itself. Wrong figures merely had to be replaced by correct 
ones. his belief in the fundamental soundness of his approach was unshattered and 
in 1967 while admitting that “not every conceivable complex human situation can 
be fully reduced to the lines on a graph”, he stated that “not to quantify what can be 
quantified is only to be content with something less than the full range of reason.”27 
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Critics who expressed doubts about the quality of the South Vietnamese Army or 
warned about the corruption of the South Vietnamese regime, were swiftly and 
decisively brushed aside. They did not understand the numbers.28

This line of reasoning was based on the so-called ‘systems analysis’. The point of 
departure for McNamara and his personal staff was that reality could be approached 
as a set of complex systems, and that these systems could best be understood by 
methodically quantifying and analysing their constituent components and their 
mutual coherence. Data from this complex world had to be “delineated, denoted, 
demarcated and quantified”, after which it became possible to understand, tame 
and transform the world according to one’s own will. By means of a rational analy-
sis of the data, the world could be controlled and improved, or at least made more 
effective and efficient. The truth was in the data; not in reality.29

Building on this line of thought data-driven analysis, planning and control was 
intensified during the Vietnam War. In fact, almost every aspect of the war was 
quantified: the tonnage of goods arriving or destroyed in ports in Vietnam, the 
number of ships intercepted, the movements on the hô Chí Minh Trail, the number 
of bombs on North Vietnam, the number of troops, the effects of brown-water oper-
ations, the percentage of land controlled by the US or the South Vietnamese Army, 
rice yields, population data, personnel damage assessments, etc. This obsession 
with data is one of the explanations for the escalation of the war, fixated as its 
‘managing directors’ became on systematically increasing the number of GI’s, US 
firepower and the bombing of targets in North Vietnam. By 1968 over half a million 
US soldiers were fighting in Vietnam. If the number of GI’s multiplied, so would 
US firepower and this would ultimately tip the balance, or so the reasoning went. 
Likewise, in the same period operation Rolling Thunder, the continuous bombing 
of targets in North Vietnam, was significantly stepped up.

15.3. “If it’s dead and Vietnamese, it’s VC”: Body count as indicator of success

The focus on data also translated into the conviction that the number of Viet Minh 
and Viet Cong dead, either from the air, by maritime blockade or Search and 
Destroy Missions, somehow was an indication of progress. McNamara and US mili-
tary commander General William Westmoreland’s military strategy had become a 
strategy of (measurable) attrition. The number of sorties or the tonnage of bombs 
dropped, and the ratio between one’s own casualty rate and that of the enemy 
in particular, became their most important indicator of progress and success.30 
This latter indicator, the so-called body count, was at the core of McNamara’s and 
Westmoreland’s minds.31 It soon became one of the most notorious manifestations 
of the quantitative approaches to war, as the unintended outcome of this focus was 
that killing rather than winning became central to the war effort.
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But, as John Lewis Gaddis points out, “Statistics of enemies killed said (…) nothing 
about Vietnamese willingness to absorb those losses in pursuit of their political goal: 
expelling American troops and uniting the country under communist rule.”32 Not 
only did the figures not take into account the feelings of the Vietnamese population, 
their motives and motivation, the corruption of the South Vietnamese regime and 
its impact and consequences, the quality of the South Vietnamese troops, the morale 
of the GIs and the support of the home front, to name but a few relevant factors, but 
they were also largely unreliable. As a matter of fact, the figures were consistently 
inflated, in part because the measuring system ensured that civilians and enemy 
combatant were heaped together.33 Worse still, indiscriminate violence in order to get 
the highest possible body count bred support for the VC and the North Vietnamese:34

Victory was a high body count, defeat a low kill ratio, war a matter of arithmetic. The pressure 

on unit commanders to produce enemy corpses was intense, and they in turn communicated 

it to their troops. This led to such practices as counting civilians as Viet Cong. “If it’s dead and 

Vietnamese, it’s VC” was our rule of thumb in the bush. It is not surprising, therefore, that 

some men acquired a contempt for human life and predilection for taking it.35

Nonetheless, McNamara’s stress on the statistical inevitability of the US victory 
became ever more outspoken and persistent. With the proper data, victory was 
in reach and all official indicators suggested that the US was winning the Vietnam 
War.36 his obsession with data caused critics of his approach to see McNamara as a 
“human IBM machine” who cared more for computerised statistical logic than for 
human judgments.37

however, in spite of his outward assurances to the contrary, in private 
McNamara gradually opened up to the possibility that US objectives were not 
feasible.38 he had always paid special attention to Air Force data. In his view, the 
effects of Operation Rolling Thunder, for example, were easier to measure than 
those of land operations, but by the Summer of 1967 he had come to realise that 
destroying 80% of North Vietnam’s industry meant rather little, since that economy 
was only 1% dependent on industry. Two years of relentless bombing had caused 
about $300 million in damage but it had cost $900 million in bombers.39 In addition, 
despite the ongoing aerial bombardment, the North Vietnamese were still able to 
send large numbers of people and equipment through the hô Chí Minh Trail to the 
South. In other words, the numbers had turned against McNamara. Testifying to the 
Senate Armed Forces Committee in August 1967, he had to admit that he lacked “any 
confidence that they (North Vietnam) can be bombed to the negotiating table.”40

Fascinatingly, McNamara’s pessimism was buttressed by the same sort of statis-
tics he had used to predict approaching victory earlier. His 1967 plea to Johnson to 
end the war – behind closed doors of course – was based on numbers and graphs 
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just like his earlier predictions of a swift victory had been. At the end of 1967, on 
his last working day, the overworked McNamara shouted at his colleagues: “This 
goddamned bombing campaign, it’s worth nothing, it’s done nothing, they dropped 
more bombs than on all of Europe in all of World War II and it hasn’t done a fucking 
thing!”41 Even his despair was substantiated with numbers!

The Secretary of Defence only once considered an alternative approach. This 
was several months before, when he had already become convinced the war effort 
was in great trouble. McNamara then commissioned a major investigation into the 
way the US had become involved in Vietnam; an effort that can only be character-
ised as qualitative historical research. Tellingly, its gloomy conclusions were rated 
top secret / sensitive and shelved in some deep Pentagon drawer. The report stayed 
there until 1971 when it was leaked to the New York Times and became known as 
the Pentagon Papers.42

15.4. “What can’t be easily measured really doesn’t exist.” The ‘McNamara 
fallacy’

Sociologist Daniel Yankelovich was probably the first to term McNamara’s obsession 
with numbers, graphs and models to study and control a complex phenomenon 
such as warfare, ‘the McNamara fallacy’. He summarised it as follows:

The first step is to measure whatever can be easily measured. This is ok as far as it goes. 

The second step is to disregard that which can’t be easily measured or to give it an arbitrary 

quantitative value. This is artificial and misleading. The third step is to presume that what 

can’t be measured easily really isn’t important. This is blindness. The fourth step is to say 

what can’t be easily measured really doesn’t exist. This is suicide.43

The McNamara fallacy can be characterised as a tunnel vision. Experts on the 
Vietnam War and on statistical or quantitative management methods have 
highlighted additional methodological problems.44 Kenneth Cukier and Viktor 
Mayer-Schönberger for example stress the poor quality of the data McNamara 
and his team used. The data failed to “capture what it purports to quantify”, or 
was “used to frame desirable outcomes.”45 Jonathan Salem Baskin shows that 
McNamara and his team

spent over a decade looking within their model for revelations about underlying reality, and 

saw metrics that reaffirmed their hypothesis, while frequent and often loud external data 

points [that] challenged it were ignored.46
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Matthew Fay argues the approach itself was flawed because for military 
organisations it is hardly ever possible “to judge competing approaches in terms 
of their efficiency” in producing “output”. What is more, McNamara’s econometric 
approach failed to get to grips with the political aspects of the war. Not everything 
that he deemed measurable could actually be measured and when it could, he 
failed to see that the usefulness to do so depended on “recognising the real issues at 
stake”, the real issues ultimately being political choices. In Fay’s words, “Economics 
is a useful tool. But the essence of national defense is still political”.47 These critics 
also point out that McNamara and his staff assumed that the adversary reasoned 
along the same mathematical and apparently rational lines as they themselves did. 
This ‘mirror imaging’ was obviously a major miscalculation.

McNamara’s former military subordinates felt the same way. After the war 
Brigadier General Douglas Kinnard opened the cesspool in his book The War 
Managers. In response to a questionnaire that he prepared, most of the top brass 
dismissed the tactics to win the war as ill-conceived: “The U.S. was committed to a 
military solution, without firm military objective – the policy was attrition – killing 
VC – this offered no solution – it was senseless.” Sixty-seven percent of the generals 
that had served in the Vietnam War filled in Kinnard’s form and the great majority 
was utterly dismissive of the disproportionate quantification of the war, and the 
body count in particular. In fact, only two percent of the respondents indicated they 
considered the body count a valid means to measure progress. The great majority 
responded that figures had been grossly inflated and that the model itself was 
nonsensical.48

There is ample evidence that lower ranked officers subscribed to this assess-
ment.49 Not only did the quantitative approach stimulate extensive fraud, it also 
fully disregarded the human dimension, Vietnam’s social fabric and cultural-his-
torical background, and the devastating effect of the South Vietnamese regime’s 
political incompetence and corruption.50 Worse still, McNamara’s fixation on the 
body count was counterproductive because it engendered more resistance than it 
helped to suppress.51

15.5. “Combat Power = force strength x variables”?

The Vietnam experience could have led to discrediting the quantifying approach. 
But this did not happen. In a sense this approach was reinvigorated by Colonel 
Trevor N. Dupuy (1916-1995), US Army, who in the 1970s and 1980s wrote a number 
of books on the subject. Dupuy was convinced that studying past wars was crucial 
in preparation for future ones. By the end of the 1970s, he had developed a radically 
quantitative method to compute combat power. From a study of German and Allied 
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troops in the Second World War he concluded that the Germans had been better 
soldiers than the Americans and he could provide ‘hard evidence’ to prove it.52

his analysis was based on a natural-science-like method that he had developed 
and which he called the Quantified Judgment Model.53 This, he claimed could objec-
tively determine the combat strengths of units and individuals. By attributing fixed 
figures to weapons and weapons systems and units and correcting them for what 
he termed ‘variables’ such as weather, terrain, etcetera, he was able to determine 
a so-called ‘Score Effectiveness’. He even identified scientifically verifiable patterns 
that provided lessons from the past that could be applied in future wars. Dupuy’s 
formula ran like this:

  SE (  f )   =  √ 
_

 Case (e)     ____________________  
0.001 x S (f) x V (f) x U (  f )  

 

in which SE(f) stood for ‘Score Effectiveness’, Case(e) for ‘the number of casualties 
inflicted on the enemy’; S(f) for ‘friendly force strength’; V(f) for ‘friendly force 
vulnerability factor’; and U(F) for the friendly posture factor. In principle, these 
were all easy to measure, Dupuy argued. In fact, his model promised an accuracy 
of up to two decimal places.

Dupuy’s conclusions were criticised by John Sloan Brown of the Department of 
History of the United States Military Academy, West Point.54 Dupuy’s case selection 
was flawed, according to Brown, as he had selected cases that saw the Americans 
attacking and Germans defending. In addition, he had compared the best German 
troops, Panzer units, with average regular US army infantry. Furthermore, he did 
not take into account all kinds of factors that were also critical around 1944 such as 
the staggering lack of manpower on the German side, and logistics and strategical 
errors. Some of these factors, notably morale, motivation and the fog of war were 
also very difficult to quantify, to say the least. Brown argued that in Dupuy’s sim-
plified formula, Combat Power = Force Strength x variables, it was precisely these 
variables that determined the outcome. however, Dupuy presented these variables 
as a minor component. Brown reasoned that he could have reached the opposite 
conclusion with the same set of data, i.e., that the American soldiers were better 
fighters than the Germans and concluded that the model ‘implie(d) a precision its 
subject does not warrant’.55

These were the opening salvos of what became known as the Dupuy-Brown 
Controversy. Unfortunately, Dupuy was not willing to engage Brown’s criticisms, 
for in subsequent pieces he merely reiterated his claims and stressed that his model 
had been peer reviewed. Eventually, Brown was overawed and retracted some of 
his criticisms: the model itself was correct, he only had intended to question the 
score effectiveness. This outcome was unfortunate, because Brown’s initial critique 
that Dupuy’s formula multiplied arbitrary quantifications by non-quantifiable 
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elements and that he ignored or downplayed the impact of factors that were hard 
to quantify or not quantifiable at all, was a warning that should have been heeded.

Instead, Dupuy’s clinical numerical approach, like McNamara’s before him, has 
remained attractive: we saw its logic repeated in military operations in the 1990s 
(the Kosovo War), and 2000s (Iraq and Afghanistan). In a sense, it promises a tidy 
and manageable model of warfare in which pawns can be moved at will to achieve 
a certain guaranteed effect. however, especially at the tactical level it would be 
utterly misleading to think that war is about moving pawns or about dots and 
arrows of the kind strategists and policy makers like to place on maps. But even at 
the strategic or policy level it would be wise to keep in mind that no matter how 
much data you collect, you only win when the opponent concedes defeat; war is an 
unpredictable clash of wills, and a dirty and chaotic one at that.

In spite of this, time and again claims are made to the contrary. A recent exam-
ple is Ingo Piepers’ PhD dissertation Dynamics and Development of the International 
System: A Complexity Perspective.56 Piepers argued that the history of ‘the interna-
tional system’ is best explained by applying the second law of thermodynamics. In 
the natural world, the build-up of pressure causes a phase transition, like ice that 
is heated will melt. The international system behaves in the same way, according 
to Piepers; for transitions to materialise a ‘systemic war’ is necessary. This will lead 
to a new system that will then function for a while until the inherent build-up of 
tensions inevitably leads to a new systemic war that will cause a transition to a new 
order. On the basis of what he perceived as historical trends in system-changes, 
Piepers identified four ‘systemic wars’, i.e., the Thirty Years’ War (1618–1648), 
the French Revolutionary and Napoleonic Wars (1792–1815), the First World War 
(1914–1918), and the Second World War (1939–1945) and went on to predict the 
outbreak of a new one in 2020.57

A number of methodological flaws should be pointed out. A large-scale war, the 
Seven Year’s War (1756–1763) was fought on at least three continents and involved 
all great powers and numerous smaller ones. It is treated as an anomaly, while the 
fact that the ‘system’ returned in more or less the same shape should have caused 
Piepers and his academic supervisors to rethink the model, as should the fact that 
the model dictated the treatment of post-World War II Europe as a single entity, 
when, in reality it was divided into two dynamic blocs with a number of states 
being members of neither. Secondly, it is far from obvious that the behaviour and 
interaction between human beings (which is what politics is about) is guided by 
laws derived from physics. Thirdly, Pieper’s conclusions about the dynamics of 
inter-state interaction are built on rather modest evidence. Pieper’s central premise 
that wars occur in fixed cycles was not (and could not be) substantiated if only 
because none of the central concepts such as ‘international order’, ‘tensions’, and 
even ‘systemic war’, was properly defined. While it no doubt is true that war breeds 
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war, there is no simple connection between them and the development of the inter-
national system. To think otherwise is to ignore the complexity of the interplay of a 
very large number of variables, several of which cannot be quantified at all. Even in 
a simulator the outcome is never the same. Lastly, variables do not carry inherent 
numerical value or meaning. It is people that attribute meaning and act upon this 
attribution. Early 20th Century German demographics and steel production worried 
the French not because their numerical value was bigger than France’s, or because 
both states were part of an inherently unstable system that was bound to invite a 
systemic war, but because they were Germany’s. In 1871 France had lost territory 
to Germany and the only way to reclaim it was to defeat Germany. Morale was 
believed to compensate for numbers, hence the focus on the offensive spirit that 
nearly spelled the end for France in its opening campaign in 1914.

15.6. Statistics and the historical approach: a reappraisal

At this point, the reader might be tempted to infer that we propose to anathematise 
the quantitative approach. This would be premature. A modern army cannot do 
without data and figures; the complexities of the battlefield, logistics, and joint and 
combined operations simply require a metric approach. Likewise, at the operational 
and tactical levels, concepts such as the Effects Based Approach to Operations with 
its focus on clear objectives and achievable goals, demand an array of quantitative 
indicators that possess a certain predictive power. In addition, the political and 
strategic levels often require such figures to be able to justify (or ‘sell’) a certain 
course of action. Figures serve their purpose in establishing a measure of cost-effec-
tiveness in the peace-time management of the armed forces. In short, many aspects 
and facets of war and warfare actually lend themselves very well to this approach.

But – and this is key – the quantitative and the qualitative approaches ought to 
benefit from one another, as transpires from the study of past wars. The historiog-
raphy of warfare has long been dominated by the descriptive, so-called ‘Rankean’ 
tradition. In this tradition, there was a focus on national history, and on ‘great cap-
tains’. It was characterised by a strong emphasis on what is historically unique and 
specific of the time and the place. From the 1950s however, a number of academic 
counter-movements gained steam among historians. Several of these made ample 
use of quantitative analysis. Their aim was not to glorify individuals and provide 
anecdotal evidence of illustrious battles, but to ‘scientifically’ discern historical pat-
terns and laws. Since then, it has been shown many times that a ‘hard’, data-driven, 
quantitative approach and a more historical-interpretative approach to the military 
and to the field of military history are not mutually exclusive. On the contrary, they 
are quite compatible, and it could be argued that the one cannot do without the other.
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Examples include Addington’s The Blitzkrieg Era and the German General Staff, 
1865-1941, and Van Creveld’s Fighting Power: German and U.S. Army Performance 
1939-1945.58 Another great example is offered by Richard Overy’s studies on the 
history of Airpower.59 Overy frequently used quantitative methods, processing the 
numbers of aircraft, sorties, bombings, losses and effects measurements. But he did 
not squeeze the numbers into a formula or model or let them speak ‘for themselves’. 
For example, the fact that virtually every city in Germany during the Second World 
War was reduced to ashes might justify the conclusion that the allied strategic 
offensive mathematically speaking had been effective. But Overy concluded that 
precisely because of this wanton destruction the main goal of breaking the morale 
of the German population had not been achieved. At the same time, he pointed to 
many unexpected and unintended but crucial effects of the bombing campaigns, 
such as refugee flows, disruption of logistics networks, etc. he elaborated on this 
again in Why the Allies Won.60 The three-volume Military Effectiveness, edited by 
Alan Millet and Williamson Murray, is exemplary as well. Like Dupuy, they empha-
sised studying combat, but unlike him, they included unique contexts and paid 
due attention not only to firepower, but also to the political domain, the strategic 
setting, the operational level and tactics. In fact, the most fascinating insights in 
their study on military effectiveness arose from the interaction between the two 
domains and the two different methods used. In other words, the combination of 
quantitative and qualitative analysis led to a better understanding.61

This is not only true in academia. During the Second World War for instance, 
it was noted that planes that returned from bombing missions over Europe had 
similar patterns of damage. Quantitative analysis suggested that it was wise to 
reinforce those parts, but to little effect. It took considerable time before anyone 
dared suggest that the planes that displayed this particular pattern were the ones 
that had made it back to the United Kingdom; there were no returning planes with 
different hit patterns, because these had been downed by enemy fire. It was only 
when the Allies, rather counterintuitively, started reinforcing the parts that had 
initially seemed protected enough that their losses were reduced.62

15.7 Conclusion: “Numbers don’t talk. People do.”63

Earlier theorists aimed to equip the conduct of war with principles, rules, or even systems, 

and thus considered only factors that could be mathematically calculated (e.g., numerical 

superiority; supply; the base; interior lines). All these attempts are objectionable, however, 

because they aim at fixed values. In war everything is uncertain and variable, intertwined with 

psychological forces and effects, and the product of a continuous interaction of opposites.64
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Whether one studies McNamara’s obsession with data to understand and manage 
war effectively and efficiently, or critically examines past scientific research into 
combat power, it becomes clear ‘the figures’ in themselves do not provide an 
objective representation of (historical) reality. Rather, they form a set of pre-se-
lected parameters that refer to partial aspects of the war situation. They must be 
made to speak. There is no clear self-evident correlation between the numerical 
representation of reality and that reality itself. A model is not reality and war is not 
a laboratory setup that you can use to make measurements. It is a complex and very 
chaotic whole, “intertwined with psychological forces and effect, and the product 
of a continuous interaction of opposites,” as Clausewitz wrote.

hopefully, this understanding will contribute to a certain restraint with regard 
to our present obsession with data, and to a realisation that the quantitative-gener-
alising and qualitative-historicising approaches need each other. Both approaches 
have their strengths and weaknesses, which can be balanced only by recognising 
the necessary interaction of the two. The qualitative method can take into account 
complex variables that are difficult to measure, such as the motives of the actors 
involved and other imponderabilia. It can relate to time- and place-specific con-
texts. Its weakness though lies exactly in its focus on the unique and contextual, 
which makes comparison and generalisation often almost impossible. Whereas the 
quantitative approach may suggest pathways to success that do not exist in reality, 
the qualitative approach may easily degenerate into casual talk and anecdotal 
evidence.

Conversely, the mathematical, quantifying approach has obvious advantages, 
especially when it comes to data-driven modern warfare. You will have to meas-
ure, organise and model in order to properly interpret modern military planning, 
decision-making and actions. however, (methodological) problems arise when we 
limit ourselves to this approach; what should we do with the unmeasurable or 
the poorly measurable? What do the variables and data(sets) exactly say? There is 
obviously no such thing as ‘pure data’, especially when it comes to managing and 
understanding the complex phenomenon that is war(fare). After all, its collection 
reflects what we think important.65 Worse still, data may “lure us to commit the sin 
of McNamara: to become so fixated on the data, and so obsessed with the power 
and promise it offers, that we fail to appreciate its inherent ability to mislead.”66 In 
short, data should not just be collected and modelled, they should be interpreted 
and contextualised. If, as Clausewitz wrote, war is like a chameleon that changes 
its colours all the time, we would do well to realise that when we come face to face 
with one, statistics alone are not enough to subdue the beast.
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