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General Introduction 



Helping others when that comes with a cost 

We live in highly complex social environments and many important decisions we have to make daily 
involve social interactions. We manage to interact with others in an effective way by recognising their 
emotional states and deciding how to react while taking into account our values, present needs and 
context. Being concerned about the welfare of others often brings us to situations of moral conflict, 
when in order to help people in distress we need to sacrifice something ourselves.  

A widely known historical example of self sacrifice is the one of the Righteous Among the Nations 
who risked their lives and saved others from extermination by the Nazis while putting themselves and 
their close ones at immense danger. Their acts took various forms, including hiding Jews in their homes, 
providing food, money, false papers, helping them escape from concentration camps or facilitating 
their emigration to safer countries. Many of these extraordinary prosocial individuals have reported 
that empathy, compassion and perception of shared humanity, was the reason for risking their lives for 
saving strangers (Paldiel, 1998). But let's not go too far from our everyday lives, people are donating 
their savings and resources to a charitable causes, take care of sick or elderly family members and 
friends, stand up against injustice and discrimination risking facing backlash or criticism, volunteer 
time and effort to to promote social change or take on extra responsibilities at work to help colleagues 
while feeling overwhelmed themselves sacrificing their own work-life balance..The list is nearly 
endless. Such decisions to help others even when it comes at a personal cost are a remarkable aspect 
of social behavior. But how can we actually study such behaviors in a way that allows precise 
measurements while keeping the context believable and engaging? 

Different experimental paradigms have been used to study social decision-making in laboratory 
settings and a variety of neuroimaging methods have been used to investigate the underlying neural 
mechanisms. Some of these studies use money as a reward for the self or/and the other as its value 
stays the same in the lab and in real life. In paradigms that make use of monetary outcomes, most 
participants seem to value others’ monetary outcomes less than their own (Engel, 2011). However 
when it comes to studies involving others’ pain as a potential outcome, harm to others can even 
outweigh harm to self (Crockett et al., 2014). Creating situations with decisions where money for the 
self is paired with pain for someone else, creates moral conflicts that participants resolve in different 
ways allowing to study more in depth different aspects of costly helping (Caspar et al., 2016; 
FeldmanHall et al., 2015; Gallo et al., 2018). 

The present thesis aims to investigate the neural mechanisms of pain perception and costly helping 
with a focus on individual differences in empathy, learning under conflict and the role of hierarchy 
from angles that have so far been largely unexplored. Does somatically feeling the pain of another 
person increase the amount of help provided? How do people learn from the outcomes of their actions 
under moral conflict? How does hierarchy influence the way we perceive the pain of others? What is 
the involvement of areas of the vicarious pain network in pain perception and moral decision-making? 
These are the questions that the following chapters aim to assess. In order to create an engaging 
conflictual situation in the laboratory we have used cover stories with confederates, invited different 
participants that were working real time together in tasks, set real money as a self-gain and conveyed 
the pain of the other via video stimuli depicting the harmed individual. 
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Empathy for pain and costly helping 

An influential theory attempting to explain costly helping is the empathy-altruism hypothesis, 
proposing that the motivation to help is evoked by empathy towards the person in need (Batson et al., 
1981, p. 199; Decety and Grèzes, 2006; Kruger, 2003). 

Empathy has been described as the ability to share the emotions of others, enabling in this way to 
connect with and understand them. Even though there have been many definitions (Bloom, 2017), 
there is an agreement on it consisting of an affective and a cognitive component (de Waal, 2007; 
Decety and Jackson, 2004; Zaki and Ochsner, 2012). Affective empathy, refers to sharing other’s 
feelings in an embodied and resonant manner while the cognitive aspect of empathy involves complex 
cognitive abilities enabling understanding the emotional states of others without resonating with them. 

According to Preston and de Waal (2002) empathy is a term used for a broad category of responses 
forming a gradient from basic forms, such as sensorimotor or emotional contagion, to more complex, 
such as mentalizing and perspective taking. According to their perception–action model (de Waal and 
Preston, 2017), we understand the emotional states of others through personal, embodied 
representations. Witnessing someone else’s can activate the observer’s own representation, generating 
the associated autonomic and somatic responses. Similarly the embodied simulation theory proposes 
that individuals reuse their own mental states and processes in order to attribute them to others (Gallese, 
2005). When we observe someone in distress, we process their experience in a similar way as we 
would experience our own. This ability to resonate with the internal and behavioral states of others has 
been also called “self-other resonance” and is considered to promote prosocial behavior as observing 
someone else in distress induces distress back to the observer. In both cases helping others is seen as 
a way to minimize one's own discomfort since by engaging to help and alleviating the other’s 
discomfort the observer feels better as well (Batson and Shaw, 1991; Cialdini et al., 1987; de Waal, 
2008; Eisenberg and Fabes, 1990). According to the dual-process model developed by Chaiken and 
Trope (1999), both intuitive emotional responses and more controlled cognitive responses play a 
crucial role. Here both automatic, sensory-driven (bottom-up) components that rely on self-other 
resonance, as well as (top-down) modulation of automatic responses are important (Decety and Grèzes, 
2006; Shamay-Tsoory, 2011; Zaki and Ochsner, 2012).  

However, some authors have been skeptical about the role and benefits of empathy in complex 
behaviors and decision-making. It has been suggested that empathy can be narrow in its focus and 
easily biased towards outgroups (Hein et al., 2010), it can be cognitive costly (Cameron et al., 2019) 
and can potentially lead to burnout and fatigue (Baillie, 2017; Bloom, 2017; Weisz and Zaki, 2018). 
Thus we can see that the relationship between empathy and decision-making can be influenced by 
many parameters.  

Vicarious pain activations and costly helping 

Empirical research shows that a way we share the pain of others is by mapping it onto our own pain 
system (Lamm and Majdandžić, 2015 for a critical review). This phenomenon has been largely 
attributed to ‘mirror neurons’. These neurons were first discovered in the premotor cortex of macaque 
monkeys and were shown to fire both when monkeys executed and observed an action (Gallese et al., 
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1996). Evidence is also starting to accumulate on the existence of mirror neurons for pain in rodents 
(Carrillo et al., 2019). 

These findings led to the proposition that observers can understand an action since they know its 
outcomes when they perform it themselves. Thus action understanding would come from the ‘first 
person’ experiential motor knowledge of the observer (Gallese et al., 2004). Apart from actions, 
mirror-like responses have been found to in humans through shared voxels between self experience 
and the observation of the same experience in others, for emotions such as disgust (Carr et al., 2003; 
Monfardini et al., 2013) and pain (Jackson et al., 2005; Keysers et al., 2010; Morrison et al., 2004; 
Singer et al., 2004; Zaki et al., 2016). 

Experiencing pain induces activation of the ‘pain matrix’ (Iannetti and Mouraux, 2010; Melzack, 1999; 
Mouraux et al., 2011). The network consists of the affective-motivational and the sensory-
discriminative component (Mouraux et al., 2011; Price, 2000). The  affective-motivational component 
encodes information regarding the affective unpleasantness and motivational relevance of noxious 
stimuli and involves activation of the AI and ACC (Melzack, 1999; Price, 2000; Rainville et al., 1997). 
The ‘sensory-discriminative’ component processes information regarding the spatial location, intensity 
and duration of noxious stimuli (Bushnell et al., 1999; Peyron et al., 2000; Porro et al., 1999). 

Observing someone else being in pain activates part of the pain experience network and these 
activations are called ‘vicarious pain activitations’(de Waal and Preston, 2017; Keysers et al., 2010; 
Lamm et al., 2011; Singer et al., 2004; Zaki et al., 2016). Vicarious pain activations have been linked 
with perceived pain intensity (Lamm et al., 2011), unpleasantness (Rainville et al., 1997) and personal 
distress (Singer et al., 2004). 

It has been argued that we avoid inflicting pain to others in order to avoid vicariously experiencing 
their pain ourselves. This suggests that the vicarious pain network is implicated in helping behavior. 
Indeed through different paradigms, activation of areas of the pain network has been related with 
actively deciding to help someone in pain (de Waal and Preston, 2017; Hein et al., 2016; Hernandez-
Lallement et al., 2020; Meffert et al., 2013; Smith, 1759). 

Helping behavior has been traditionally studied through neuroeconomics games such as the dictator’s 
game (Eckel and Grossman, 1996; Engel, 2011; Forsythe et al., 1994) where players divide a sum of 
money between themselves and a second player that they don’t know and has a passive role. In 
Christov-Moore and Iacoboni (2016), donations in the Dictator Game were correlated with activity in 
the vicarious pain system and anti-correlated with activity in systems related with control of pain, 
affect and imitation. Tomova et al. (2016) had an additional stress manipulation and showed that under 
stress there was an increase in prosocial behavior. In both of these experiments the dictator's game was 
performed outside of the fMRI scanner while participants watched people receiving pain in the scanner.  
In another study participants watched in the fMRI videos of people being in pain and then, out of the 
fMRI scanner, were asked to make a monetary donation to a charity. Activation of insula and 
somatosensory cortices predicted the amount donated (Ma et al., 2011).  

Enhanced activation of the pain matrix has also been related with prosocial behavior when the pain is 
conveyed through cues. In this study participants witnessed cues that signified others in pain and could 
decide to help by receiving physical pain themselves (Hein et al., 2010). In a different study 
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participants were given at the beginning of the experiment a fixed amount of money and could decide 
to give away parts of it at the beginning of each trial to reduce the intensity of pain stimulations 
someone else would receive. Pain matrix activation was related to more prosocial behavior 
(FeldmanHall et al., 2015). 

In Gallo et al., 2018 participants observed a confederate experiencing pain in two different conditions: 
in one condition the hand of the confederate was slapped with a belt while the intensity of pain could 
be inferred from the kinematics of the hand and in a second condition the pain was administered via 
electrical stimulations at the hand while the intensity of the pain could be inferred by the facial 
expressions of the confederate. In each trial after witnessing the confederate receiving a painful 
stimulation of random intensity, participants could make a donation to help reduce the pain stimulation 
the confederate would receive right after. Participants donated more money on trials in which the 
confederate expressed more pain. EEG results showed that activity of the SI hand region explained the 
variance in donation, TMS results showed that altering this SI activation changed the pain-donation 
coupling and, HD-tDCS results that altering this same SI activation also interfered with pain perception. 
These changes were observed only in the condition where the intensity of pain could be inferred from 
the kinematics of the hand.  

The paradigm used in Gallo et al., 2018 is also used in Chapter 2 of this thesis, in fMRI, testing 
individuals who report somatically feeling the pain of others on their own body and people who don’t. 
This allows studying how individual differences in empathy influence helping by testing whether 
‘feeling’ the pain of another as one's own can increase prosociality. 

Individual differences in empathy and somatically feeling the pain of others 

How much we empathize at a given moment is determined by individual differences and different 
factors that modulate empathy (Gonzalez-Liencres et al., 2013). When it comes to individual 
differences in empathy, genetics has long been suggested to play an important role (Zahn-Waxler et 
al., 1992). Polymorphisms of the oxytocin receptor gene have been related with enhanced empathy 
(Kogan et al., 2011; Tost et al., 2010) and increased prosociality as measured in dictator’s game (Israel 
et al., 2009). Larger donations in the dictator’s game have also been observed to individuals having a 
particular polymorphism at a vasopressin receptor gene (Knafo et al., 2008). Various neurological and 
psychiatric disorders such as psychopathy (Meffert et al., 2013), schizophrenia (Bora et al., 2008) and 
autistic spectrum disorder (Baron-Cohen, 2004; Keysers et al., 2014) have been linked with differential 
empathy. Parental care during childhood is also considered to influence empathy later on in life 
(Gonzalez-Liencres et al., 2013).  

Enhanced empathy has been found in individuals having a non medical condition called mirror sensory 
synesthesia (Banissy and Ward, 2007; Ioumpa et al., 2019; Ward et al., 2018). These individuals feel 
somatically on their own body the pain (mirror-pain synesthetes) or touch (mirror-touch synesthetes) 
they observe in others (Banissy et al., 2009; Banissy and Ward, 2007; Blakemore et al., 2005; 
Fitzgibbon et al., 2010). This is one of the most common forms of synaesthesia, estimated to be present 
at 6% of the general population (Banissy et al., 2009). Two theories have been proposed to explain the 
condition. The “threshold theory” considers the synesthetic responses as exaggerated versions of the 
normative pattern suggesting that hyper-activity within the mirror neuron system for touch and/or pain 
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makes activations during observation so strong that they cross a threshold and become interpreted as 
touch or pain on the observer's own skin. The “self-other theory” proposes that the core difference lies 
in regions that normally distinguish self from other, and that synesthesia is then an issue of attribution 
(Ward and Banissy, 2015). 

Self-reports questionnaires have linked mirror-touch synesthesia with enhanced empathy (Banissy and 
Ward, 2007; Ioumpa et al., 2019; Ward et al., 2018) while other studies revealed enhanced empathic 
accuracy in recognising subtle facial expressions (Banissy et al., 2011; Ward et al., 2018). Synesthetes 
have also reported increased affect when looking at emotional pictures (Ioumpa et al., 2019) with the 
stronger reported synaesthesia leading to more extreme ratings. 

Regarding the neural mechanism in mirror-touch synesthetes, a study found enhanced SI and SII 
activation when one synesthete watched movies of other people being touched compared to control 
participants (Blakemore et al., 2005). Mirror-pain responders have been reported to activate more 
(Osborn and Derbyshire, 2010) and have increased gray matter (Grice-Jackson et al., 2017) in 
somatosensory cortex and anterior insula compared to controls participants. In the later study reduced 
gray matter in the right temporo- parietal junction (rTPJ) was also reported.  

Two groups of mirror-pain responders have been identified, one with individuals reporting a localized 
sensory pain experience (sensory localizers) and one where a more generalized emotional experience 
is reported (affective generalisers) (Grice-Jackson et al., 2017). These two groups have been shown to 
be linked with different psychophysiological and clinical symptoms with each other (Botan et al., 
2021). Sensory localisers seem to differ significantly in somatosensory processing from affective 
generalizers and control participants, as measured from mu and beta rhythms suppression with EEG 
and show enhanced functional connectivity between the right temporo-parietal junction (rTPJ) and 
bilateral anterior insula (Grice-Jackson et al., 2017).   

Prosocial behavior has been studied in these participants to a very limited extent. In a study by Ioumpa 
et al. (2019) mirror sensory synesthetes acted more prosocially than control participants as measured 
in a dictator game, donating more money to a stranger that they would never meet. However, helping 
behavior in this population has not been studied further nor in an embodied context when participants 
would interact with the other in distress and this will be the focus of Chapter 2. Chapter 2 also aims to 
investigate the neural mechanisms accompanying potential differences in helping. 

The role of insula in pain perception 

Having investigated in Chapter 2 the involvement of the vicarious pain network in costly helping, the 
aim of Chapter 3 would be to use the same stimuli as in Chapter 2 in order to investigate in more depth 
the role of one of the brain areas of the pain network, the insula, in pain perception. We saw earlier 
that the insula is a key area involved in experience or pain (Ingvar, 1999; Mouraux et al., 2011), 
observation or pain (Bernhardt and Singer, 2012; Jackson et al., 2005; Jauniaux et al., 2019; Lamm et 
al., 2011; Morrison et al., 2004; Singer et al., 2004; Zaki et al., 2016) and prosociality (Hein et al., 
2010; Ma et al., 2011).  
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Most of the studies performed in humans have used fMRI which is an indirect measure of brain activity 
whose voxel analyses contain millions of neurons. Electrophysiological data from intracranial 
recordings can allow a more direct study of brain activity that even reaches the level of individual 
neurons. Electrophysiology has already been used to study the role of insula in the experience of pain 
(Liberati et al., 2016; Michael Hauck et al., 2008) but not to study observation of pain.  

Thus the goal of Chapter 3 is to take advantage of the high time and space resolution of iEEG applied 
in presurgical epilepsy patients and combine it with fMRI in order to further explore the contribution 
of insula in intensity coding. More specifically the aim is to localize recording sites in the insula that 
do or do not encode the perceived intensity of others’ experiences. We use two types of stimuli which 
convey the experience of pain of an actor by different modalities as in Chapter 2. In one condition the 
pain intensity can be inferred by facial expressions while in the other by the kinematics of the body 
part in pain. We additionally aim to explore the timing of intensity coding and its relationship to the 
timing of intensity relevant stimulus features for the two conditions. Taking into account that the insula 
is also recruited by a variety of tasks beyond nociception and empathy for pain making it a good 
candidate area for encoding saliency (Legrain et al., 2011; Uddin, 2015), we see in this study pain as 
one instance of intensity coding and do not intend to address the selectivity of the insula for the pain 
of others over other emotions. 

Learning in order to help 

So far social decision-making in situations where the relevant action-outcome contingencies are known 
was discussed. However sometimes in order to reach our preferred outcome, we have to learn which 
actions lead us there. Learning under conflict in situations when benefiting the self comes with a cost 
for the other has not been investigated. 

According to Reinforcement Learning Theory (RLT), learning is the driving factor behind decision-
making and it has been used to describe how individuals learn to benefit themselves (for reviews 
Schultz, 2013 and Sutton & Barto, 1998) and others (for a review Apps et al., 2016). RLT has 
additionally been used to study the mental states of others (Zaki et al., 2016) and self-other ownership 
(Lockwood et al., 2018). 

There are also studies using RLT to characterize prosocial learning and its underlying computational 
mechanisms. It has been shown that when it comes to financial rewards, people learn more slowly to 
gain and avoid losing money for others than for themselves (Kwak et al., 2014; Lockwood et al., 2016). 
Participants however are better at learning to avoid harming others compared to learning to avoid self-
harm  (Lengersdorff et al., 2020). In both of those studies learning to benefit the other and the self was 
never in conflict as it was investigated in different conditions. Learning in situations of moral conflict, 
when there is a mental conflict between a beneficial outcome for the self and avoiding pain for the 
other, has been largely unexplored and the focus of Chapter 4 of this thesis.  

During social interactions we implicitly assign reward values to the outcomes of our decisions (Fehr 
and Camerer, 2007). RL captures how individuals learn to optimize benefits for themselves, by 
associating actions and outcomes. A model in reinforcement learning is a representation of the 
environment and is used for determining what values a sequence of actions will lead to (Sutton & 
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Barto, 1998). There is model-free and model-based learning with model-free learning assigning values 
to actions based on past experience, while model-based learning attaching values to actions based on 
internal models of causal relations in the world (Daw and Doya, 2006). Lockwood et al., (2020) found 
that model-free decision-making is prioritized when learning to avoid harming another individual 
compared to oneself. At the core of reinforcement learning is the notion that we update expected values 
(EV) of actions via prediction errors (PE), which are the difference between a predicted and actual 
outcome of a choice drive learning (Sutton & Barto, 1998). It has been shown that prediction error 
signals are crucial for learning how to empathize and interact with others and that more empathic 
people learn faster for the other (Lockwood et al., 2016). 

Regarding the neural mechanism, converging evidence shows that both self and other valuation and 
social decision-making activates the prefrontal cortex (PFC) (Kable and Glimcher, 2009; Ruff and 
Fehr, 2014; Bartra et al., 2013; Rushworth & Behrens, 2008). PFC is essential to cognitive effort and 
control in order to learn, strategize and override selfish impulses  (Dalwani et al., 2011; Weygandt et 
al., 2015). It seems to be involved in valuing the long-term benefits associated with cooperative 
relationships and process abstract rewards such as helping (Rilling and Sanfey, 2011). According to 
Rangel & Hare (2010) the PFC is most active when people have to make “all things considered” 
judgments making it a domain general integrator of decision weights. Research studies using moral 
judgments, economic games, or charity donation tasks have consistently reported PFC activity during 
prosocial behavior (Crockett et al., 2017; Hutcherson et al., 2015; Lengersdorff et al., 2020; Rilling 
and Sanfey, 2011; Ruff and Fehr, 2014). It has also been found that patients with brain-damaged PFC 
give less money in the dictator games compared with healthy controls (Krajbich et al., 2009).  

Thus Chapter 4 will employ a moral conflict learning paradigm in order to study how participants can 
learn from the outcome of their choices. Participants will be asked to learn to associate different 
symbols with either high self monetary gain and other high pain or the opposite in fMRI and online. 
We will base our modeling analyses on RLT and investigate the involvement of the vicarious pain 
network, reward network while hypothesizing additional involvement of PFC. 

Hierarchy as a modulator of empathy for pain 

Empathy involves both an automatic, bottom-up process, as well as top-down modulation thus it can 
be strengthened or weakened when interpersonal and contextual aspects are manipulated. Ingroup-
outgroup interactions influence empathy with people empathizing and helping more individuals from 
their own group (Hein et al., 2010). Perceived similarity (Perry et al., 2010), familiarity and 
cooperation (Fehr and Fischbacher, 2002) also increase empathy while perceived unfairness (Singer 
et al., 2006) and envy (Dvash et al., 2010) reduce it. Empathy for pain (Rütgen et al., 2015) and helping 
behavior (Hartmann et al., 2022) are also reduced after placebo analgesia. Intranasal administration of 
oxytocin has been found to increase empathy (Hurlemann et al., 2010), the amount of money that 
individuals invest in a “trust game” (Kosfeld et al., 2005) and to bias behavior toward ingroup members 
(De Dreu et al., 2010). Administration of citalopram, which is a selective serotonin-reuptake inhibitor 
(SSRI), increases empathy (Crockett et al., 2010) while lorazepam, which is an anti-anxiety drug, has 
the opposite effect (Perkins et al., 2013). 
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So far in this thesis I have discussed situations in which an individual is in distress and someone else 
can decide whether to offer assistance or not. It was also noted that some dilemmas may require 
individuals to learn how to achieve their preferred outcome. However, there are also situations in which 
people in higher positions of power make decisions that may have morally questionable consequences, 
and those who are subjected to these decisions are left with the choice of compliance or noncompliance 
knowing that the latter might put them at risk. Are violators claiming innocence because of “only 
following orders” from an authority trying to avoid the negative consequences of their actions or could 
hierarchy actually impact the way the pain of others is perceived? Would being closer to the execution 
of an immoral action or to its decision make people feel more responsible for it? Chapters 5 and 6 of 
the present thesis aim to answer these questions while investigating hierarchy as a potential modulator 
of empathy.  

Hierarchy refers to a ranking system in which individuals are assigned a position or status in relation 
to others. This ranking can be either formally established or implied (Magee and Galinsky, 2008) and 
is present in both human and non-human primate societies (Sapolsky, 2005). Hierarchies are 
considered to have instrumental value by providing stability (Neuberg and Newsom, 1993), effective 
coordination of activities with clear role expectations (Biggart and Hamilton, 1984; Ronay et al., 2012) 
and by reducing uncertainty (Hogg and Reid, 2001; Zitek and Tiedens, 2012). However, throughout 
history there have been numerous instances where individuals have carried out immoral actions against 
others when following orders from an authority figure (Arendt, 1951; Herman and Chomsky, 1988). 
Hannah Arendt (1951) has written about the concept of the "banality of evil," which refers to the idea 
that ordinary people are capable of committing evil acts if they are given orders by an authority figure 
and are not held accountable for their actions. 

The first experiments conducted to examine the willingness of everyday citizens to follow orders to 
harm others were the controversial ones of Stanley Milgram (1963, 1974). The results showed that 
participants were willing to comply with the orders of the experimenter and inflict electric shocks to a 
stranger co-participant. When questioned about their actions, many of the participants claimed that 
they were simply following orders. This phenomenon has also been observed in notable historical 
events, such as the Nuremberg Trials, in which individuals accused of crimes against humanity also 
argued that they were only following orders. The question remained whether these claims were merely 
an excuse to avoid blame or if there is something that fundamentally alters people's behavior in 
hierarchical situations. The modulation of the sense of agency and responsibility that happens in 
hierarchical context seems to give some answers. The sense of agency refers to the feeling of being 
the author of one’s own actions and of their consequences (Gallagher, 2000; Haggard and Tsakiris, 
2009). The sense of agency can be quantified implicitly using a phenomenon called the intentional 
binding effect, which states that individuals perceive the time interval between an action they took and 
its result as shorter when they have a stronger sense of agency. So the stronger the sense of agency a 
person has, the more they perceive the action and its outcome as occurring closer together in time 
(Moore and Obhi, 2012). Societies hold individuals accountable for their actions and the consequences 
that result from them. The subjective experience of agency helps us determine when we are responsible 
for our actions and when we are not. The concept of responsibility is related to the sense of agency, 
but it is more explicit and social in nature. It refers to being accountable for one's actions and their 
consequences (Balconi, 2010) and is assessed by self report (Li et al., 2011). Our concept of 
responsibility assumes that people have the ability to consciously predict the effects of their actions 
and have full voluntary control over them at the time they are made. This means that having a conscious 
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experience of performing an action is necessary. Additionally, being able to specifically predict the 
consequences of one's actions may increase responsibility and individuals are usually held more 
responsible for the direct and immediate effects of their actions than for effects that are only indirectly 
or unpredictably related to them (Lagnado and Channon, 2008; Haggard & Tsakiris 2009). 

A study found that asking participants to recall instances where they had low social power decreased 
their sense of agency compared to when they were asked to remember instances where they had high 
social power (Obhi et al., 2012). It has also been shown that hierarchy can influence emotion 
perception and that what emotions people can detect more accurately depends on their position in the 
hierarchy (Stamkou et al., 2016). 

In a study by Caspar et al. (2016), two volunteers took part every time, one designated as the "agent" 
and given the choice (in a "Free condition") or instructed (in a "Coerced condition") to deliver a real, 
mildly painful shock or a financial penalty to the other volunteer (the "victim") in exchange for a small 
monetary reward. The results showed that, when ordered by the experimenter to cause either financial 
or physical harm to the victim, people experienced a reduced sense of agency and responsibility 
compared to when they were free to choose their own actions. EEG recordings from the moment where 
participants were receiving the orders showed reduced auditory N1 amplitude in the coerced condition. 
In Chapter 5 we use in fMRI a variation of this paradigm, focusing on the moment where participants 
are witnessing the outcome of their action, in order to further investigate the neural mechanisms of 
coercion in agents and the way they process the pain of the victim. This paradigm creates another 
situation of costly helping where the decision-maker is now under pressure from an authority. In this 
way we test whether agents will perceive the pain of their victim in a different way depending on 
whether they have freely administered the shocks or they were ordered to do so. 

Further research has indicated that working within a highly hierarchical structure, such as in the 
military, can have a negative impact on an individual's sense of agency and their ability to process 
outcomes. This reduction in agency and outcome processing occurs even when participants are able to 
freely choose their actions (Caspar et al., 2020). In another study, volunteers took turns playing the 
roles of "commander", “agent”, or 'victim' in a task where the commander was responsible for coercing 
the agent to deliver electric shocks to the victim. It was found that both agents and commanders had a 
reduced sense of agency and responsibility with commanders having less agency compared to agents 
(Caspar et al., 2018). In many organizations, orders are passed down through a hierarchy, with each 
commander in the chain merely following orders from their superiors. This can create a situation where 
commanders are “intermediaries'' and make it more difficult to attribute responsibility and 
accountability. However, the underlying brain mechanisms in commanders and intermediaries have 
not been yet explored. In Chapter 6 we investigate the neural mechanisms of coercion in commanders 
that had the option to deliver an order to an agent to administer or not an electrical shock to a victim. 
Commanders would also be intermediaries in a different condition, receiving orders from someone 
even higher up.  

In everyday life, people interact not only with other humans but also with artificial and computerized 
systems and this can also affect their sense of agency (Ciardo et al., 2020). At the same time such 
systems are used more and military practices creating situations where an order to harm another would 
be given to a robot instead of a human. For these reasons in Chapter 6 we additionally investigate 
giving orders to robot agents, and the underlying mechanism in these situations. 
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Neuroimaging methods in this thesis 

In this thesis three well established methods in cognitive neuroscience research are being used: 
functional magnetic resonance imaging (fMRI) in Chapters 2, 3, 4, 5 and 6, intracranial 
electroencephalography (iEEG) in Chapter 3 and electroencephalogram (EEG) in Chapter 6. 
Functional magnetic resonance imaging (fMRI) is a widely used technique in social neuroscience for 
non-invasively measuring neural activity in the brain. During an fMRI study, a participant lies in an 
MRI scanner and performs a task while the scanner measures blood flow in the brain using magnetic 
pulses. During Increased neural activity, there is a corresponding increase in oxygen consumption. The 
flow of oxygenated and deoxygenated blood can be used to infer neural activity at a spatial scale of a 
few millimeters. While fMRI has a low temporal resolution compared to other methods, its high spatial 
resolution allows the study of deep subcortical brain areas (Matthews and Jezzard, 2004). 

Intracranial electroencephalography (iEEG) is a technique that involves the placement of electrodes 
directly on the surface of the brain or within the brain to record electrical activity. The electrodes are 
typically implanted during a surgical procedure and can provide high-resolution recordings of neural 
activity over an extended period. This technique has been used to investigate the underlying neural 
mechanisms of various neurological disorders, such as epilepsy. Presurgical epilepsy patients with 
implanted electrodes can undergo cognitive neuroscience experiments making possible the acquisition 
of high temporal and spatial resolution data. A limitation of this approach is the fact that the exact 
location of the electrodes is determined by clinical factors (Mercier et al., 2022). 

The electroencephalogram (EEG) offers a more detailed understanding of the temporal evolution of 
cognitive processes in the range of milliseconds, although it has lower spatial resolution compared to 
fMRI. EEG measures the electrical activity of the brain, which reflects communication between 
neurons, by placing electrodes in a cap that is worn on the head. These caps typically have 32 or 64 
electrodes to cover the entire head and measure neural activity at all sites. The electrical activity 
recorded by EEG is expressed in voltage changes and it reflects the combined activity of millions of 
neurons at the surface of the brain, leading to its lower spatial resolution. Changes in behavior or 
decision-making are often associated with changes in the frequency and amplitude of the EEG signal 
(Britton et al., 2016). 

Aims and outline of the thesis 

This dissertation presents a series of five studies that examine how individuals make morally 
conflictual decisions between self-interest and the interest of others. The studies utilize paradigms that 
involve real-life interactions between two individuals and focus on the underlying neural processes, 
with an emphasis on the role of the vicarious pain network.  

In Chapter 2, we investigate the involvement of brain regions that are traditionally associated with 
observation of pain in costly helping behavior. To do this, we conduct a study in which participants 
perform, inside an fMRI scanner, a helping task that involves a moral conflict. The task involves 
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observing a confederate receiving painful stimulations, which can be reduced by donating money. We 
recruit participants who report mirror pain synesthesia experiences, somatically feeling the pain of 
others on their own bodies, in their everyday lives and people that do not. This chapter can further 
inform us about the relationship between empathy, prosociality and the underlying neural circuit. 

In Chapter 3 we focus on a key area involved in pain perception, observation and prosociality, the 
insula. We do so by asking our participants to rate on painfulness the same stimuli used in Chapter 2. 
By conducting an iEEG and a fMRI experiment we further explore the function of insula in intensity 
coding and pain observation. The iEEG study is conducted in presurgical epilepsy patients while a 
different sample of participants takes part in the fMRI study. 

The aim of Chapter 4 is to examine how individuals learn about the consequences of their actions in 
situations of moral conflict, where benefiting oneself comes at the expense of someone else. To do 
this, we conduct an online and a fMRI study in which participants perform a costly learning task where 
they can choose between two symbols, each of which is associated with either a high monetary gain 
for the self and a high level of pain for a confederate, or a low monetary gain for the self and a low 
level of pain for the confederate. The actions-outcomes are in all cases assigned probabilistically. 
Modeling participants' behavior using RLT and investigating the involvement of the vicarious pain 
network, reward network and the PFC are the key focus points.  

Chapters 5 and 6 explore the impact of hierarchy on moral decision-making and the brain. In Chapter 
5 we focus on executors in a study where two participants performed a task together, with one serving 
as the "victim" and the other as the "agent." The victim receives electric shocks of constant intensity 
to the hand while being filmed, and the agent, who is inside an fMRI scanner, can choose to deliver 
pain to the victim by pressing a button in exchange for money. In one condition the agent is coerced 
by the experimenter-commander to take certain actions and in another condition the agent can make 
choices freely.  

In Chapter 6, we continue investigating social decision-making and brain activation within hierarchical 
contexts, focusing on "commanders", individuals who give orders to "executors/agents". In this study, 
two participants perform a task in which one of them, the "victim," receives painful electric shocks to 
the hand while being recorded, and the other, the commander, can choose whether to give an order to 
an executor to inflict a painful electrical shock on the victim in exchange for a small monetary reward. 
There is one condition where the participant served as an “intermediary”, coerced by a higher level 
commander-experimenter to give certain orders to the executor, and a condition in which the 
commander has the freedom to decide which orders to give. In a third condition, the commander gives 
orders to a robot executor instead of a human. The task is conducted in both fMRI and EEG in separate 
experiments, since during the latter sense of agency can also be assessed.  

Finally, in Chapter 7 I summarize the main findings from the previous empirical chapters and discuss 
their theoretical and practical implications. The limitations of this research and potential avenues for 
future research are also considered.  

The empirical chapters (Chapter 2, 3, 4, 5 and 6) are each based on stand-alone publications and they 
can be read independently. As a consequence, there is a degree of theoretical overlap between them. 
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Helping others often comes with a cost to ourselves. It has been argued that 
experiencing the pain of others motivates helping. Here we investigate how 
individuals that report somatically feeling the pain of others (mirror-pain 
synesthetes) differ from those that do not, when deciding to help and reduce 
someone’s pain conveyed through different modalities. Mirror-pain 
synesthetes and participants who do not report such everyday life 
experiences witnessed a confederate expressing pain and could decide to 
reduce the intensity by donating money. Measuring brain activity using fMRI 
confirmed our initial hypothesis: self-reported mirror-pain synesthetes 
increased their donation more steeply, as the intensity of the observed pain 
increased, and their somatosensory brain activity (in SII and the adjacent IPL) 
activity was more tightly associated with donation when the pain of other was 
conveyed by the reactions of the pain-receiving hand. For all participants, in 
a condition where the pain was conveyed by facial expressions, activation in 
insula, SII and MCC correlated with the trial by trial donation made, while SI 
and MTG activation was correlated with the donation in the Hand condition. 
These results further inform us about the role of empathy in costly helping, 
the underlying neural mechanism, and individual variability. 
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Introduction 

To help someone in need we often need to sacrifice something ourselves. It has been proposed that 

feeling the pain of others as if it were our own is a key motivator to help. This idea was brought to 

prominence through Adam Smith’s theory of moral sentiments (1759): “As we have no immediate 

experience of what other men feel, we can form no idea of the manner in which they are affected, but 

by conceiving what we ourselves should feel in the like situation. Though our brother is upon the rack, 

[...] it is by the imagination only that we can form any conception of what are his sensations. Neither 

can that faculty help us to this any other way, than by representing to us what would be our own, if we 

were in his case. It is the impressions of our own senses only, not those of his, which our imaginations 

copy. By the imagination we place ourselves in his situation, we conceive ourselves enduring all the 

same torments, we enter as it were into his body, and become in some measure the same person with 

him, and thence form some idea of his sensations, and even feel something which, though weaker in 

degree, is not altogether unlike them. His agonies, when they are thus brought home to ourselves, when 

we have thus adopted and made them our own, begin at last to affect us, and we then tremble and 

shudder at the thought of what he feels. For as to be in pain or distress of any kind excites the most 

excessive sorrow, so to conceive or to imagine that we are in it, excites some degree of the same 

emotion, in proportion to the vivacity or dullness of the conception”. The notion that empathy promotes 

prosociality has received empirical support (Batson et al., 1981; FeldmanHall et al., 2015; Jordan et 

al., 2016; Smith, 1759 but see Vachon et al., 2014), but what is exactly meant by “enduring all the 

same torments” however remains somewhat unspecified: the subjective experiences of witnessing the 

pain of others differs across individuals, with some merely experiencing emotional distress while 

others experience localized somatic feelings broadly matching those observed. Specifically, some 

report feeling tactile sensations on their own skin when observing touch on others (mirror-touch 

synaesthesia) or report somatic pain in their own body while observing the pain of others (mirror-pain 

synesthesia/vicarious pain perception) (Banissy et al., 2009; Banissy and Ward, 2007; Blakemore et 

al., 2005; Fitzgibbon et al., 2010). Whether such added somatic feelings influence the motivation to 

help is at the center of the present study, and tests Smith’s intuition that it is our own sensory 

experiences that are key to excite our own emotion and sympathy.   

Behaviorally, existing studies link mirror-sensory synesthesia with (i) enhanced empathy as assessed 

by questionnaires (emotional reactivity in Banissy and Ward, 2007 and Ward et al., 2018, empathic 

concern in Ioumpa et al., 2019) (ii) enhanced empathic accuracy while recognising subtle facial 

expressions (Banissy et al., 2011; Ward et al., 2018) and (iii) increased self-report affect intensity when 

looking at emotional pictures (Ioumpa et al., 2019). These effects seem restricted to the affective 

dimension of empathy, as synesthetes do not seem to have enhanced ‘theory of mind’ cognitive 

empathy skills as measured by the Reading the Mind in the Eyes test (Baron-Cohen et al., 2016) and 

the ‘movie for the assessment of social cognition’ (MASC) test (Santiesteban et al., 2015). Also 

synesthetes seem to score lower on the social skills scale of the EQ (Baron-Cohen et al. 2016; Ward 

et al., 2018). Whether their increased affective empathy translates into increased prosociality however 

remains poorly understood. Encouraging evidence stems from Ioumpa et al., (2019) who found that 

mirror-sensory synesthetes donate more money to a stranger in a dictator game, but our core question 
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of whether the added somatic sharing of pain in synesthesia would increase helping when witnessing 

the pain of others remains unexplored. 

To test the impact of mirror-pain synesthesia on helping behavior, we here adapt a costly helping 

paradigm introduced by Gallo et al., (2018), in which participants are given the opportunity to donate 

money to reduce the pain of a victim they witness receive a noxious stimulation via what they believe 

to be a close circuit camera (Figure 1). Importantly, the pain level is conveyed either by a facial 

expression of pain triggered by an electric shock (Face condition) or by the kinematics of a hand being 

slapped by a belt (Hand condition). These two stimulus types were developed to compare conditions 

that should merely trigger vicarious distress (faces) from those that could encourage the somatosensory 

mapping onto a specific region of the observer's body (hand) (see Gallo et al., 2018; Keysers et al., 

2010). Accordingly, if somatic mapping on the observer’s body is increased in mirror-pain synesthetes, 

and this motivates helping, we expect mirror-pain synesthetes to increase their donations more steeply 

when observing more pain particularly in the hand stimuli condition.  

Neurally, first-person experiences of pain are thought to result from the combination of a sensory-

discriminative dimension (where and what kind of pain do I feel?) and an affective dimension (how 

aversive is this pain?), with the former associated with activity in somatosensory cortices (SI and SII) 

while the latter is associated with activity in the anterior insula and cingulate cortex (Keysers et al., 

2010; Mouraux et al., 2011; Price, 2000). In agreement with the general notion that empathy reflects 

mapping the pain of others onto our own pain, brain regions and neurons involved in our own pain are 

activated while witnessing the pain of others (Carrillo et al., 2019; de Waal and Preston, 2017; Keysers 

et al., 2010; Lamm et al., 2011; Singer et al., 2004). That this mirroring of the affective component of 

pain may promote prosociality is borne out by evidence that activations in the affective pain areas 

correlates with helping someone in pain (Christov-Moore and Iacoboni, 2016; FeldmanHall et al., 

2015; Hein et al., 2010; Ma et al., 2011; Tomova et al., 2016) and inhibiting regions involved in pain 

experience, the cingulate in particular, reduces helping in rodents (Hernandez-Lallement et al., 2020). 

Distinguishing affective from sensory components refines this picture: witnessing the pain of others 

independently of how it is perceived activates the more affective brain regions (rostral cingulate and 

anterior insula in particular), while witnessing the details of how a specific body part is harmed 

additionally triggers activity in SI or SII (Ashar et al., 2017; Bufalari et al., 2007; Christov-Moore and 

Iacoboni, 2016; Decety, 2011; Keysers et al., 2010; Keysers and Gazzola, 2009; Krishnan et al., 2016; 

Lamm et al., 2011; Morrison et al., 2013; Nummenmaa et al., 2012; Shih et al., 2008; Singer and 

Lamm, 2009), and altering activity in SI alters helping (Gallo et al., 2018). Mapping the somatic 

feelings reported by mirror-pain synesthetes onto this distinction would suggest that they may activate 

SI and SII more while witnessing the sensations and pain of others. Indeed, mirror-pain synesthetes 

have higher activity (Osborn and Derbyshire, 2010) and increased gray matter (Grice-Jackson et al., 

2017) in somatosensory cortices and anterior insula compared to controls participants; and Blakemore 

et al. (2005) found enhanced SI and SII activation when one mirror-touch synesthete watched movies 

of other people being touched compared to control participants. Hence, we might expect participants 

that report experiencing mirror-pain synesthesia to show more SI/SII activation when witnessing a 

hand being slapped, and if this somatic sharing indeed contributes to the motivation to help, this SI or 
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SII activity should be more tightly associated with the amount of money donate to reduce that pain in 

mirror-pain synesthetes than non-synesthetes when witnessing the belt hitting a hand. 

Additionally, recent studies have identified multivariate brain patterns that are somewhat selectively 

recruited when participants experience (i) physical pain (wager et al., 2013), (ii) the feeling of guilt 

(Yu et al., 2020), and (iii) witness other people’s pain (Krishnan et al., 2016; Zhou et al., 2020). We 

might expect that while all these patterns could be associated with the motivation to help (and hence 

the amount of money donated in our task), a pattern trained to decode physical pain should be most 

tightly associated with donation in participants reporting mirror-pain synesthesia.  

To shed light on the contribution of vicarious somatic pain as a motivator of helping, and test the 

above-mentioned hypotheses, here we therefore recruited participants that report experiencing mirror-

pain synesthesia and some that do not, and measured their willingness for costly helping other 

individuals (as in Gallo et al., 2018) while also measuring their brain activity using fMRI.  

Materials and Methods 

Participants  

In total, 32 healthy volunteers (37y±17SD; 32f) with normal or corrected-to-normal vision, and no 

history of psychiatric, neurological, other medical problems, or any contraindication to fMRI 

participated in our experiment. Participants were recruited through advertisements of the experiment 

on social media advertising a helping decision-making study (25 participants). In addition, we also 

invited individuals with mirror-pain synesthesia through the contact list of participants from the study 

by Ioumpa et al., 2019 where they had taken part as synesthetes (7 participants).  

In the end of the experiment all participants were asked to provide a “Yes-No” answer to whether they 

have mirror-pain synesthesia experiences during their everyday life (“In mirror-pain synesthesia 

people feel on their own body the pain they observe in others. Do you have such experiences in your 

everyday life?”). Those who reported having everyday mirror-pain synesthesia-like experiences were 

classified as self-report mirror-pain synesthetes (13 participants) and are the focus of the paper. 

Participants who did not report experiencing mirror-pain synesthesia experiences in their everyday life 

will be referred to as control participants in this study. As an additional quality check measure, all 

participants filled the Vicarious Pain Questionnaire developed by Grice-Jackson et al., (2017). This 

classification revealed 7 sensory/localiser and 3 affective/general participants in our sample while the 

rest of our participants were classified as non-responders. Importantly, being classified as 

sensory/localiser was 8 times more likely amongst the self-reported mirror touch synesthetes than 

amongst those not self-reporting mirror touch synesthesia (Table S1). Due to the small group sizes 

resulting from this finer classification, we created a responders (sensory/localiser and affective/general 

participants together) and no responders group, and only used this tool for our analyses. A more 

detailed description can be found in Supplementary information S1) 
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As two (who were recruited as synesthetes) of the 32 participants were left handed, and stimuli showed 

movements of the right hand of the actor, in order to reduce potential variability induced by 

lateralization of the brain responses, these two participants only performed the tasks off-line (i.e. no 

fMRI data acquired). One control fMRI participant was excluded for having a very low correlation 

(<0.2) between video intensity (as given from an initial stimuli validation) and donation, for both the 

Hand or Face conditions. This was a criterion that we had set from the beginning for inclusion in our 

Helping Paradigm analyses. Thus we ended up with fMRI data for 29 participants (11 self report 

mirror-pain synesthetes and 18 control participants) and behavioral data for 31 participants (13 self 

report mirror-pain synesthetes and 18 control participants). The study was approved by the Ethics 

Committee of the University of Amsterdam, The Netherlands (2017-EXT-8201). All methods were 

performed in accordance with the relevant guidelines and regulations. Informed consent was obtained 

from all participants and authorization for the publication of brain images. 

fMRI Helping Paradigm 

Stimuli 

The same set of stimuli as in Gallo et al. 2018 was used. Two types of videos were presented. One 

showing the confederate receiving an electroshock on the hand and expressing the pain she felt by only 

reacting with facial expression (Face videos). The other showed a belt hitting the dorsum of the 

confederate right hand, and the confederate expressing how much pain she felt by a reaction of the 

hand alone (Hand videos). The face was not visible in the latter stimuli. All videos lasted 2s and were 

neutral during the first second. The Face videos started with the face in a neutral expression that was 

kept neutral until the stimulation. The Hand videos started with the belt laying on the hand dorsum 

until the end of the first second when it was lifted in order to hit. Stimuli were validated by an 

independent group of subjects (45 volunteers, 32.36y±10.36SD; 23f), who were asked to rate the 

intensity of the pain displayed on a scale from 1 to 10, with ‘1’ being ‘just a simple touch sensation’ 

and ‘10’ being  ‘most intense imaginable pain’. Videos were edited using Adobe Premiere Pro CS6 

(Adobe, San Jose, CA, USA). Informed consent for the publication of identifying information and 

images in an online open-access publication have been obtained from the confederate and author S. 

Gallo. 

Task 

The task was an fMRI adaptation of the Helping task as published in Gallo et al. (2018). Participants 

performed 60 trials in which they watched a first (pre-recorded) video of the confederate receiving a 

painful stimulation. The intensity of the stimulation could vary between 1 and 6 on a 10 point pain 

scale, and was chosen on each trial randomly by the computer program. In each trial participants 

received 6 euro credits, and could decide to donate some of them in order to reduce the intensity of the 

second stimulation to the confederate. Each donated credit reduced the next stimulation by 1 point on 

the 10 point pain scale. Participants then watched a second video showing the confederate’s response 

to the second stimulation. At the end of the task, participants were paid the sum of the amount of 

money that they had kept for themselves from all the trials divided by 10. Prosocial behavior was 

captured as the average number of credits given up in all trials (“donation”). Hand and Face videos 

were presented in separate sessions that were randomized across participants. In total there were 2 

sessions of 15 trials for the face and hand videos.  
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We used the same cover story used in Gallo et al. 2018. Each participant was paired with what they 

believed to be another participant like them, although in reality it was a confederate. They drew lots to 

decide who plays the role of the decision maker and of the pain-receiver. The lots were rigged so that 

the confederate would always be the pain-receiver. The participant was then taken to the scanning 

room while the confederate was brought to an adjacent room, with a fake filming set up. Participants 

were misled to believe that the pain stimulations were delivered to the confederate and displayed to 

them in fMRI in real-time while in reality pre-recorded videos were used. All participants were 

presented the same set of videos in a randomized order. 

At the end of the fMRI tasks, participants were debriefed. To assess whether they believed the cover 

story, they were asked to answer the question ‘Do you think the experimental setup was realistic 

enough to believe it’ on a scale from 1 (strongly disagree) to 7 (strongly agree) in an exit questionnaire. 

All participants reported that they at least somewhat agreed with the statement (i.e. 5 or higher). 

Participants were also asked to fill out the interpersonal reactivity index (IRI) empathy questionnaire 

(Davis, 1983), and the money attitude scale (Yamauchi and Templer, 1982).  

The task was programmed in Presentation (www.neurobs.com), and presented under Windows 10 on 

a 32 inch BOLD screen from Cambridge Research Systems visible to participants through a mirror 

(distance eye to mirror: ~10cm; from mirror to the screen: ~148cm). The timing of the task was adapted 

to the requirements of fMRI: Each trial started with a jittered gray fixation cross lasting 7-10 seconds 

(Figure 1). Then a red fixation cross appeared for 1 second, followed by the first video presentation 

and the donation scale. Participants could make their choice without a time restriction. In order to make 

their choice they could move the bar in the scale using their right index and middle finger. After 3 

seconds of inactivity the system would automatically register their response. Then a jittered gray 

fixation cross lasting 1.5-3 seconds would follow, then a 1 second red cross and the second video. The 

role of the red fixation crosses was to capture participants’ attention just before a video appears. 
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Figure 1. Helping task structure. Top: two screen shots taken from a video showing the confederate receiving an electrical 

shock on the hand and manifesting its painfulness through facial reactions and a video showing the confederate receiving 

a slap on her right hand. Middle: trial structure. Bottom: the experiment consisted of two Face and two Hand blocks were 

presented of 15 trials each. 

Analysis of Behavioral Data 

Statistical analyses were performed using JASP (https://jasp-stats.org, version 0.11.1), to provide both 

Bayes factors and p values. Bayes factors allow us to differentiate between evidence of absence and 

evidence of the presence of an effect, and therefore complement traditional frequentist statistics as p-

values cannot quantify evidence for the absence of an effect (Keysers et al., 2020). We used traditional 

bounds of BF10>3 to infer the presence of an effect and BF10<⅓ to infer the absence of an effect 

(Keysers et al., 2020). Two-tailed tests are indicated by BF10,i.e. p(Data|H1)/p(Data|H0) while one-

tailed tests are indicated by BF+0. Where ANOVAs were used, we report BFincl which reports the 

probability of the data given a model including the factor divided by the average probability of the 

data given the models not including that factor. Normality was tested using Shapiro-Wilk’s. We always 

used default priors for Bayesian statistics as used in JASP.  

NEURAL MECHANISMS OF COSTLY HELPING IN THE GENERAL POPULATION AND MIRROR-PAIN SYNESTHETES

38

https://jasp-stats.org/
https://www.zotero.org/google-docs/?kAtdrA
https://www.zotero.org/google-docs/?nTZegC


MRI Data acquisition 

MRI images were acquired with a 3-Tesla Philips Ingenia CX system using a 32-channel head coil. 

One T1-weighted structural image (matrix = 240x222; 170 slices; voxel size = 1x1x1mm) was 

collected per participant together with an average of 775.83 EPI volumes ±  23.11 SD (matrix M x P: 

80 x 78; 32 transversal slices acquired in ascending order; TR = 1.7 seconds; TE = 27.6ms; flip angle: 

72.90°; voxel size = 3x3x3mm, including a .349mm slice gap).  

fMRI Data preprocessing 

The MRI data were processed in SPM12. EPI images were slice-time corrected to the middle slice and 

realigned to the mean EPI. High quality T1 images were coregistered to the mean EPI image and 

segmented. The normalization parameters computed during the segmentation were used to normalize 

the gray matter segment (1mmx1mmx1mm) and the EPIs (2mmx2mmx2mm) to the MNI templates. 

In the end, EPIs images were smoothed with a 6mm kernel.  

fMRI Data analyses 

Our analyses and the experimental design focused on how brain activity during the first video 

influenced donation. The second videos were modeled, but as a variable of no interest as they were the 

result of a decision rather than the cause of that decision. 

GLM analyses 

For each of our four sessions (two that presented the Face stimuli and two the Hand), our fMRI design 

matrix included the following regressors. (1) A first video regressor that started with a red fixation 

cross and ended with the end of the first video. We call this regressor the main effect of Face or Hand 

Video1. The red cross was included in this regressor as it was always presented at a fixed time interval 

of 1s before the first video and separating their contribution to the BOLD signal would not have been 

possible. (2) This regressor had the donation made in each trial as a parametric modulator, creating a 

FaceDonation and a HandDonation parametric modulator. The donation values for each run were 

standardized with the zscore function of MATLAB before being inserted as a regressor. 

Standardization here was used so that the parameter estimate of the parametric modulator becomes 

independent of a participants range of donation, and reflects how tightly brain activity is associated 

with donation (in the sense of a correlation) rather than the specific slope. (3) A decision regressor 

started with the appearance of the donation scale and ended 3 seconds after the last button press of the 

participant, when the scale disappeared. (4) The second video regressor was aligned with the 

presentation of the red cross before the second video and ended with the end of the second video. (5) 

A regressor with the standardized donation made in this trial as a parametric modulator for video 2. 

(6-11) Finally, 6 regressors of no interest were included to model head translations and rotations. 

We then brought the parameter estimate images for FaceDonation, HandDonation and Face and Hand 

main effects into four separate t-tests and contrasted them against zero. Results were thresholded at 
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punc < .001 and 5% family-wised error (FWE) corrected at the cluster level by setting the minimum 

cluster-size k to the FEWc value calculated by SPM after visualizing the results at punc<0.001 k=10 

(Eklund et al., 2016). 

 

Neurological signatures analyses 

Because of the difficulties to associate changes in brain activity in a single location with specific mental 

processes without facing reverse inference issues (Poldrack, 2006), we additionally used three 

multivariate signatures. These maps quite selectively detect whether participants perceiving other 

people's pain (vicarious pain signature, VPS, Krishnan et al., 2016), feel their own pain (neurological 

pain signature, NPS, Wager et al., 2013)  or feel interpersonal guilt (Yu et al., 2020). In order to explore 

if signals in these networks covaried with FaceDonation and HandDonation we brought the signatures 

into our fMRI analysis space using ImageCalc, extracted the FaceDonation and HandDonation 

parameter estimate image (βFaceDonation and βHandDonation) from each participant and dot-multiplied them 

separately with the three signatures. The result indicated how much the covariance with FaceDonation 

and HandDonation loads on the VPS, NPS and guilt signatures. We then brought these values into 

JASP, and compared them against zero and checked for differences between individuals reporting 

mirror-pain synesthesia experiences and those who did not.  

 

 

Results 

 

Behavioral results 

 

Participants donated the same amount on average for the face (mean±SD, 2.538±1.066) and hand 

(mean±SD, 2.509±1.149) conditions (t(30)=0.289, p=0.774, Cohen’s d=0.052, BF10=0.199). Also 

participants donated more money on trials in which the confederate expressed more pain both for the 

Face (average correlation across participants r=0.816, SD=0.168) and the Hand (average correlation 

across participants r=0.634, SD=0.220) conditions.  

 

Figure 2 shows that when comparing the donation made between self-report mirror-pain synesthetes 

and control participants we observed that synesthetes donated more money in order to help than control 

participants for the Face (t(29)=4.719, p<.001, Cohen’s d=1.718, BF+0=692.648) and Hand conditions 

(t(29)=3.917, p<.001, Cohen’s d=1.426, BF+0=108.411). 

 

We analyzed the relationship between the intensity of video1 (as resulted from the stimuli validation 

described in Gallo et al. 2018) and the donations as a function of the stimulus (Hand vs Face) and self-

report synesthesia using a random intercept linear mixed model with subject as random effect. 

Decomposing the effect of these factors revealed that participants gave 2.54 euros per trial on average, 

and that the donation depended most strongly on the intensity of video1 (F(1,1764)=1369.176, p<0.001), 

with a slope of 0.65. Importantly, self-declared synesthetes gave more on average (3.32 ±0.66 SD) 

than controls (1.94 ±0.94 SD) and also had a steeper slope (F(1,1764)=23.354, p<0.001), i.e. adapted 

their donations more to the intensity of the victims pain. This group difference did not depend on 

whether Face or Hand stimuli were seen (F(1,1764)=0.113, p<0.736).  
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Comparison responders and no responders groups from the VPQ we observed the same tendency with 

responders donating significantly more for the face (t(26)=-1.722, p=0.048, Cohen’s d=-0.679, 

BF+0=1.951) and hand (t(26)=-1.877, p=0.036, Cohen’s d=-0.740, BF+0=2.406) conditions when using 

frequentist statistics, while the Bayesian statistics were less conclusive, although showing a similar 

trend. 

 

None of the subscales of IRI or MAS correlated with the donation and the Bayesian statistics were 

close to evidence for absence of a correlation (results at Table S2). 

 

 

 
Figure 2. (A) Average of donation for the Face and Hand conditions for self-report synesthetes (cyan) and controls 

(yellow). Violin plots represent the distribution, the box-plot within, the median, and the whisker the quartiles. The BF10 

and p-values between the violin plots represent the results of the comparison between individuals reporting mirror-pain 

synesthesia experiences and those who did not. (B) Correlation between Donation and Intensity for the Face and Hand 

conditions for self-report synesthetes and controls.  
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fMRI results 

 

GLM analyses 

When looking at the main effect of video1, i.e. voxels where the BOLD signal is increased while 

viewing the first video, independently of donation, and irrespectively of whether the pain was 

conveyed by the facial expression or the hand movement, we observed a network resembling the pain 

observation network often reported in the literature, including the ACC, MCC, SII and Insula 

(Supplementary Fig. S1 and Supplementary Table S3), suggesting that witnessing a painful 

stimulation delivered to the confederate triggered expected neural response. Comparing the main effect 

of Face and Hand during the the first video revealed significant differences across these two types of 

stimuli: the IFG and IPL showed higher BOLD signal for Face than Hand stimuli and SII, insula and 

the calcarine gyrus showed higher BOLD signal for the Hand than Face (Supplementary Fig. S2 and 

Supplementary Table S4). Comparing self-declared synesthetes and controls for the main effect of 

Face or Hand (i.e. independently of donation) did not yield significant differences. 

 

We then localized voxels in which activity correlated with Donation in all participants for Hand and 

Face trials separately. For the Face condition, we observed that the more money participants donated 

the higher the BOLD signal in the insula, SII, TPJ and MCC (Fig. 3 and Table 1).  

 

 
Figure 3. fMRI results for Face Donation. Results of a linear regression on the parametric modulator for the first video 

and trial-by-trial donation in the Face condition. Results are FWE cluster-corrected at p<0.05 (punc<0.001, k=FWEc=110 

voxels, 3.34<t<8). This identifies voxels with signals that increase for higher donation.  

 

For Hand trials, we observed that the more money participants donated the higher the BOLD signal in 

the Middle Temporal Gyrus (Fig. 4 and Table 1). Based on EEG results in Gallo et al. (2018) we 

expected SI to also predict donation in the Hand condition. We then looked at the results at uncorrected 

punc=0.01 and found activation in SII, insula, ACC, MMC among others (Supplementary Figure S3 
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and Supplementary Table S5). Driven by the surprising lack of findings for SI even at a lower 

threshold we decided to use a multivariate approach (partial least-square regression) which sometimes 

has higher sensitivity than univariate analyses for specific regions of interest, to further explore the 

role of SI in the Hand condition (procedure described at Supplementary information S3). This 

multivariate approach revealed that SI does indeed contain information that relates to the magnitude 

of donations when a pain is conveyed by the hand (Supplementary Figure S4). 

 

 
Figure 4. fMRI results for Hand Donation. Results of a linear regression on the parametric modulator for the first video 

and trial-by-trial donation in the Hand condition. Results are FWE cluster-corrected at p<0.05 (punc<0.001, k=FWEc=122 

voxels, 3.34<t<5). This identifies voxels with signals that increase for higher donation.  

 

To explore the difference between the association with donation for Face and Hand trials in more 

detail, we directly compared the parameter estimates for the parametric donation modulators for Hand 

and Face using a paired sample t-test, but no significant results survived for either direction. This could 

suggest that a similar network is activated during the Hand condition as well but less strongly or in a 

more variable way across participants.  

 

To explore whether self-report mirror-pain synesthetes differed in their brain activations compared to 

self-report non-synesthetes, we performed a two sample t-test comparing the FaceDonation and 

HandDonation parametric modulators across these two groups. We observed higher parameter 

estimates in SII and the adjacent parietal operculum for the self-report synesthetes compared to the 

non-synesthetes for the HandDonation regressor contrast (Fig. 5 and Table 1). This suggests that, as 

hypothesized, donations are more tightly associated with somatosensory activity in synesthetes than 

controls. The FaceDonation comparison did not reveal significant differences. 
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Figure 5. fMRI results for Hand Donation group comparison. Results of a two sample t-test between the self-report 

synesthetes and control participants for the HandDonation. Results are FWE cluster-corrected at p<0.05 (punc<0.001,  

k=FWEc=379, 3.34<t<8). This identifies voxels with signals that increase for higher donation. The reverse contrasts did 

not yield results. 

 

Table 1. Results of the voxelwise analysis. Brain activations for the FaceDonation for all participants together, for 

the HandDonation for all participants and for the HandDonation for Synesthetes-Control participants. Regions were 

labeled using SPM Anatomy Toolbox. From left to right: the cluster size in number of voxels, the number of voxels falling 

in a cyto-architectonic area, the percentage of the cluster that falls in the cyto-architectonic area, the hemisphere (L=left; 

R=right), the name of the cyto-architectonic area when available or the anatomical description, the percentage of the area 

that is activated by the cluster, the t values of the peaks associated with the cluster followed by their MNI coordinates in 

mm. 

 

Cluster size 

# 

Voxels 

in cyto 

% 

Cluster 
Hem 

Cyto or anatomical 

description 

% 

Area 

Peak Information 

T x y z 

FaceDonation All Participants punc<0.001 k=FWEc=110 

 

3656 
137.8 3.8 

 

R 

Area 45 

IFG (p. Triangularis) 
13.3 

 

8.38 
48 30 -2 

 
  

 

R 

Area 45 

IFG (p. Orbitalis) 

 

 
 

7.77 50 28 -6 

   
 

R 

Area 45 

IFG (p. Orbitalis) 
 

 

7.19 
52 32 -8 

 135.1 3.7 R Area PFcm (IPL) 41.5     

 104.8 2.9 R Area PF (IPL) 15.5     

 92.9 2.5 R Area TE 3 8.9     

 59.5 1.6 R Amygdala (LB) 27.9     

 44.1 1.2 R Area hOc5 [V5/MT] 75.8     

 42.3 1.2 R Area OP1 [SII] 10.8     

 39.8 1.1 R Area Id1 

Insula 
24.3 

 

7.74 
40 -4 -10 

 36 1 R Area PFm (IPL) 5.1     

 29.8 0.8 R Area PFop (IPL) 13     

 25.3 0.7 R Area hOc4la 2.8     

 24.6 0.7 R Amygdala (CM) 90     

 18 0.5 R CA2 (Hippocampus) 29.9     

 17.8 0.5 R CA3 (Hippocampus) 30     

 16.5 0.5 R Area PGp (IPL) 1.7     

 15.6 0.4 R Amygdala (SF) 32.8     

 15.3 0.4 R CA1 (Hippocampus) 5.3     

 15.1 0.4 R BF (Ch 4) 36.3     

 13.5 0.4 R Area PGa (IPL) 1.8     

 8.8 0.2 R Subiculum 2.3     

 7.9 0.2 R HATA Region 36     

 4.3 0.1 R Amygdala (AStr) 27.6     
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 3 0.1 R Thal: Parietal 0.9     

 2.9 0.1 R Area Fo2 0.3     

 2 0.1 R DG (Hippocampus) 1.6     

 2 0.1 R Area 44 0.3     

 1.1 0 R Area 3a 0.6     

 1 0 R Area 3b 0.2     

   R Middle Temporal Gyrus  8.61 46 -38 4 

   R Superior Temporal 

Gyrus 

 7.78 50 -24 -6 

   R Insula  6.23 38 8 -8 

   R Hippocampus  5.97 22 -6 -16 

2496 152.8 6.1 L Thal: Prefrontal 24.2     
 83.6 3.4 L Area Id1 71.2     

 57 2.3 L Amygdala (LB) 23.5 6.46 -24 -6 -22 

 46.1 1.8 L Area 45 6.6     

 43.5 1.7 L Subiculum 11.4     

 39.3 1.6 L Amygdala (CM) 90.8 7.29 -22 -12 -18 

 33 1.3 L DG (Hippocampus) 20.1 6.03 -28 -24 -16 

 26.6 1.1 L CA3 (Hippocampus) 65.9     

 26.6 1.1 L Area 44 3     

 26.3 1.1 R Thal: Prefrontal 4.7     

 25 1 L Thal: Premotor 21.1     

 16 0.6 L BF (Ch 4) 31.9     

 15.8 0.6 L Thal: Parietal 5     

 10.5 0.4 L CA2 (Hippocampus) 19.7     

 10.3 0.4 L Thal: Motor 20.7     

 8.8 0.4 L CA1 (Hippocampus) 4     

 7.9 0.3 L Area TE 3 0.9     

 7.8 0.3 L Amygdala (AStr) 36     

 7.4 0.3 L HATA Region 31.6     

 4.5 0.2 L Thal: Somatosensory 14.5     

 3.3 0.1 L 
Area Fo2 

Insula 
0.3 

 

6.94 
-30 14 -18 

 2.9 0.1 L Amygdala (SF) 7.9     

 1.9 0.1 L Thal: Visual 2.1     

 0.9 0 R Thal: Temporal 0.2     

 0.5 0 L Area TE 1.2 0.4     

   L Temporal Pole  6.91 -40 2 -18 

   L Insula  6.88 -42 8 -4 

   L IFG (p. Orbitalis)  6.42 -44 26 -6 

   L IFG (p. Triangularis)  6.37 -40 28 -2 

   L Amygdala  5.81 -30 2 -18 

 

517 
35.5 6.9 

 

L 

Area PFcm (IPL) 

SupraMarginal Gyrus 
11 

 

4.40 
-54 -40 28 

 34.1 6.6 
 

L 

Area PF (IPL) 

Superior Temporal 

Gyrus 

6.5 
 

4.76 -64 -48 14 

 
  

L 
Area PF (IPL) 

Superior Temporal 

Gyrus 

 
 

3.99 -62 -42 24 

 
28 5.4 

 

L 

Area PGa (IPL) 

Middle Temporal Gyrus 4.4 
 

5.45 -56 -50 22 

 27.6 5.3 L Area PFm (IPL) 

Middle Temporal Gyrus 

4.8 4.55 -62 -52 12 

 10.8 2.1 
 

L 

Area PGp (IPL) 

Middle Temporal Gyrus 
1.3 

 

3.91 
-52 -70 16 

 
2.6 0.5 

 

L 

Area TE 3 

Middle Temporal Gyrus 0.3 
 

4.91 -62 -38 8 

 1 0.2 L Area PFop (IPL) 0.5     

 0.6 0.1 L Area hOc4la 0.1     

 0.1 0 L Area hOc5 [V5/MT] 0.2     

 0.1 0 L Area PFt (IPL) 0     

 

320 21.9 6.8 
 

L 

Area Fp2 

Superior Medial Gyrus 3 
 

4.12 -6 60 14 
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 13 4.1 R Area Fp2 

Superior Medial Gyrus 
2.1 

 

4.65 
4 58 18 

 0.1 0 L Area Fp1 0     

238   L MCC  5.93 -8 -18 42 
   R MCC  4.53 2 -12 42 

   R MCC  4.37 -16 44 6 

223   R Posterior-Medial Frontal  4.59 6 6 62 

110   R Precentral Gyrus  5.37 52 6 38 

 

 

 

HandDonation All Participants punc<0.001 k=FWEc=122 

 

122   
 

R Medial Temporal Pole  48 8 -24 48 
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Neurological signatures analyses 

When looking at the result of the signature analyses, through one sample t-tests against zero, we found 

evidence for a loading of the FaceDonation condition for NPS (W=343, p=0.003, BF+0=12.975), for 

VPS (W=362, p<0.001, BF+0=242.022) and also for the guilt signature (t(28)=2.289, p=0.015, Cohen’s 

d=0.425, BF+0=3.604). The same was the case for the HandDonation condition for NPS (t(28)=2.010, 

p=0.027, Cohen’s d=0.373, BF+0=2.203), VPS (t(28)=1.795, p=0.042, Cohen’s d=0.333, BF+0=1.548) 

and the guilt signature (t(28)=3.581, p<0.001 Cohen’s d=0.665, BF+0=53.887) (Fig. 6). These results 

show that both the pain observation network and pain network of our participants covaries with the 

helping behavior. The same seems to be the case for the guilt network. For the NPS and VPS for the 

FaceDonation a Shapiro-Wilk’s test rejected the null-hypothesis of a normal distribution, thus a non-

parametric Wilcoxon signed rank test vs zero was used. 

 

Comparing the loadings on the three signatures of the FaceDonation and HandDonation between 

individuals reporting mirror-pain synesthesia experiences and those who did not, did not show any 

significant differences and there seemed to be evidence of absence of a difference. Comparison mirror-

pain self-report synesthesia vs non-mirror-pain reports for FaceDonation: NPS (t(27)=-0.028, p=0.978, 

Cohen’s d=-0.11, BF10=0.357), VPS (t(27)=0.083, p=0.934, Cohen’s d=0.032, BF10=0.357) and for the 

guilt signature (t(27)=0.528, p=0.602, Cohen’s d=0.202, BF10=0.396). For HandDonation: NPS 

(t(27)=1.635, p=0.114, Cohen’s d=0.626, BF10=0.945), VPS (t(27)=-0.622, p=0.539, Cohen’s d=-0.236, 

BF10=0.412) and the guilt signature (t(27)=1.105, p=0.279, Cohen’s d=0.423, BF10=0.560) (Fig. 6). 
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Figure 6. (A) Results of the Neurological Pain Signature analyses for the FaceDonation and HandDonation. (B) Results 

of the Vicarious Pain Signature analyses for the FaceDonation and HandDonation. (C) Results of the Interpersonal Guilt 

Signature analyses for the FaceDonation and HandDonation. All results are displayed in arbitrary units. Violin plots 

represent the distribution, the box-plot within the median and the whisker the quartiles. The BF10 and p-values between the 

violin plots represent the results of the comparison between individuals reporting mirror-pain synesthesia (cyan) 

experiences and those who did not (yellow). 
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Discussion 

To shed light onto the contribution of somatic feelings while witnessing the pain of others onto 

decision-making in costly helping, we contrasted the choices and brain activity of participants that 

report feeling such somatic feelings (self-reported mirror-pain synesthetes) against those that do not.  

Behaviorally, in line with the notion that somatic feelings may contribute to a motivation to help, 

individuals reporting mirror-pain synesthesia donated more money to reduce the pain of another 

individual, and their donations increased more steeply as the witnessed pain became more intense. 

Somewhat surprisingly, this was true whether the pain was perceived from the Face or Hand, although 

we had expected this to be more strongly the case for the Hand stimuli that were designed to invite 

viewers to mirror their observation more specifically on their own hand.  

Neurally, in addition to finding that brain activity in regions associated with the affective components 

of pain were associated with donation (including the insula and cingulate for the Face and, at reduced 

threshold, for the Hand stimuli, in line with previous studies (Hein et al., 2010; Ma et al., 2011; 

FeldmanHall et al., 2015; Tomova et al. 2016), our results showed that donations were also associated 

with activity in somatosensory brain regions (SII and, when using a multivariate approach, SI). In 

addition, as expected, we did find that donations were more tightly associated with activity in the 

somatosensory cortices (SII) for the self-report synesthetes. This latter finding is in line with previous 

reports that associate mirror synesthesia with increased somatosensory activation (Blakemore et al., 

2005; Osborn and Derbyshire 2010; Grice-Jackson et al., 2017), but extend this finding to prosociality. 

In addition, using the neurological pain signature (Wager et al., 2013), developed to quantify the 

recruitment of neural activity typical of feeling somatic pain on one’s own body, we could confirm 

that trials with higher donations (as captured by the HandDonation or FaceDonation parametric 

modulator) were associated with higher recruitment of this somatic pain pattern. Surprisingly, this was 

true for the Hand and Pain stimuli, without significant differences between them, and was not more 

strongly the case for self-report synesthetes. This lack of specificity may be due to the holistic nature 

of the pattern that includes but is not specific to somatosensory brain regions (Wager et al., 2013). That 

patterns trained to capture the recruitment of pain observation and guilt also overlap with those for 

costly helping is perhaps less surprising given that several voxelwise studies have associated individual 

brain regions involved in affective empathy and guilt with prosociality (Hein et al., 2010; Ma et al., 

2011;  Xu et al., 2014; FeldmanHall et al., 2015; Erlandsson et al., 2016; Tomova et al. 2016) and 

these more affective regions would be less expected to be associated with self-reported mirror pain 

synesthesia. 

Together, our neuroscientific findings therefore clearly support the notion that the degree to which 

observers recruit their own pain circuitry, including affective and somatosensory pain components, is 

indeed associated with their willingness to sacrifice their own money to help others in pain. Our results 

also support the specific question of how much somatically feeling the pain of others onto our own 

body contributes to this willingness to help. Self-declared mirror-pain synesthetes, and to a lesser 

extend responders in the VPQ, do donate more money to alleviate the pain of others in our sample, 
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and have a steeper donation slope (i.e. increase their donations more steeply as the pain of the victim 

increases). In addition, fMRI analysis revealed that activity in somatosensory cortices is associated 

with donation, as is the recruitment of patterns associated with somatic pain and activity in SII was 

more tightly associated with donation for these synesthetes when observing a hand being slapped. The 

latter suggests that if participants do somatically mirror the pain of others onto their own body, this 

leads to an increased motivation that is also more dependent on activity in their secondary 

somatosensory cortices. 

 

Our study also has certain limitations that could inspire future studies. Firstly, we used self-reports of 

mirror pain experiences outside of the lab as our way to identify who is a mirror-pain synesthetes. 

Philosophically, it is such subjective nociception in real life that is thought to motivate helping. 

However, future studies may wish to probe how much mirror pain participants feel on every trial within 

the experiment, and examine if variance in mirroring across trials in which similar levels of pain are 

observed can account for unique variance in helping. That the VPQ for instance does not lead to the 

exact same classification into mirror pain-synesthetes and controls (see Table 1) -- although it’s 

classification also leads to significant differences in donation – reinforces the opportunity for more 

fine grained analysis of the subjective experience of mirror pain and its association with helping. 

Second, our neuroimaging findings only show significant correlations between brain activity (or 

multivariate patterns thereof) in somatosensory regions and donations, and cannot prove that such 

associations are causal in nature. In the past, we have shown that altering brain activity in SI non-

invasively using TMS in participants can alter helping, specifically by altering how tightly participants 

tailor their helping to the needs of the target individual (Gallo et al., 2018). Using similar 

methodologies in participants reporting mirror pain synesthesia and measuring the effect on subjective 

feelings and helping will be key to a tighter understanding of the contribution of somatosensory 

cortices, the difference between SI and SII’s contribution, and the motivation to help.  Finally, we only 

tested female participants in our paradigm. This was a decision we made based on extensive literature 

showing that synesthesia is by far more common in women (Baron-Cohen et al., 1996; Calkins, 1895; 

Domino, 1989; Ramachandran and Hubbard, 2001) even though there is some evidence that the 

difference is partly biased due to the fact the female participants are reacting more to experiment calls 

(Simner and Carmichael, 2015). We were also aware that Gallo et al. (2018) using the same paradigm 

did not find any differences in donation between females and males. Future studies may however 

attempt to recruit more male mirror-touch synesthetes to explore if there might be sex-differences in 

the circuitry motivating helping, and in the contribution of somatosensory regions in particular. That 

preclinical studies have suggested substantial differences in the biological basis of nociception across 

male and female rodents is an intriguing reminder for the need of being mindful of the potential for 

sex-differences in pain-related phenomena (Mogil, 2020).   

 

We could not find out more on why participants engaged to help through scales of questionnaires such 

as the IRI, measuring empathy, or MAS, measuring attitude towards money, since none of these 

measures correlated with the donation made. When taking into account research showing that empathy 

is determined both by context dependency and automaticity (Zaki, 2014) and that the balance between 

ability and propensity to empathize can play a key role in different populations (Keysers and Gazzola, 

2014), this becomes less surprising. Both the measures we used are trait and not state measures and 

not developed for use under conflictual contexts.  
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In this study we explored whether added somatic feelings influence the motivation to help someone 

in need when this comes with a cost to the self. Individuals who reported experiencing mirror-pain 

synesthesia, somatically feeling the pain of others on their own bodies, and participants who did not, 

underwent a costly helping paradigm in fMRI in which they were given the opportunity to donate 

money to reduce the pain of a confederate. Our findings suggest that individuals who report 

somatically feeling the pain of others are more likely to offer assistance to those in need, and that 

activity in SII is more strongly linked to helping in synesthetes than in non-synesthetes. Regardless 

of mirror-pain synesthesia experiences, the vicarious pain network was closely linked to the amount 

of help participants decided to provide with activity in the insula, SII, and MCC being associated 

with the decision to donate money to reduce the pain of the other in a condition where participants 

assessed the pain of a confederate through facial expression, and in MTG and SI in a condition where 

pain was conveyed through the kinematics of the confederate's hand. The observation of pain, 

experience of pain, and experience of guilt networks seem to additionally contribute to the decision 

to help. These results further inform us about the role of empathy and the vicarious pain network in 

costly helping. 
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Supplementary Information 

SUPPLEMENTARY INFORMATION S1 

Vicarious Pain Questionnaire 

Method

The VPQ (Grice-Jackson et al., 2017) consists of 16 video clips of 10 seconds each depicting painful 

situations (e.g. injections and sporting injuries). After watching each video participants were asked if 

they felt any pain on their own body. In case they gave a positive response they were then asked 

additional questions: to rate the intensity (using a scale from 1 to 10), to report the location of the pain 

as it was felt (localized in same location as observed, localized in another location, a non localized 

general sensation), to choose any word from a list of pain adjectives that matched their vicarious pain 

experience. We followed the same two-step cluster analysis approach as in Grice-Jackson et al., 2017 

which resulted in three different groups: affective generalized group A/G , sensory localized group S/L 

and non-responders. The tool was administered via LimeSurvey platform (www.limesurvey.org). 

Three participants did not fill it in (one that had reported mirror pain synesthesia experiences and two 

that had not). 

Results 

Out of the 31 participants that were included in our behavioral analyses, three participants did not 

complete the VPQ. Following the classification method of Grice-Jackson et al. (2017), of the 28 

participants that did complete the VPQ, the distribution differed based on whether participants report 

mirror touch synesthesia or not (𝛘2(df=2)=7.032, p=0.03, BF10=5.283), with the likelihood to be 

classified as sensory/localizer 8 times higher in participants that reported mirror touch synesthesia than 

in those that do not (see Table S1). However, not all participants that self-report mirror touch 

synesthesia do qualify as responders.  

Table S1: VPQ classification as a function of self-report. Each cell contains the number and proportion of participants 

falling into a specific VPQ classification (column) as a function of whether they do (top) or do not (bottom) self-report 

mirror pain synesthesia experiences in everyday life. A Chi-Square test on the contingency table confirms a significant 

difference in VPQ distribution based on self-report status, with self-reported mirror pain synesthetes having a higher 

proportion of sensory localizers and a lower proportion of non-responders (𝛘2(df=2)=7.032, p=0.03, BF10=5.283).  

Sensory 

Localizers 

Affective 

Generalizers 

Non 

Responders 

Missing VPQ Total 

Self Reported 

Mirror Pain 

Synesthesia 

6/12=50% 1/12=8% 5/12=42% 1 13 

No Self-Report 

of Mirror Pain 

Synesthesia 

1/16=6% 2/16=12% 13/16=81% 2 18 
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Table S2: Correlations between IRI, MAS and the average donation that participants made. The table summarizes 

the correlations for the average donation that participants made for the Face and Hand conditions together and the subscales 

of the IRI (Davis and Association, 1980) (Fantasizing, Perspective Taking, Empathic Concern and Personal Distress) and 

MAS (Yamauchi and Templer, 1982) (Power-Prestige, Retention-time, Distrust and Anxiety). None of these correlations 

were significant (all p>0.05) and all BFs<0.424 suggesting evidence for absence of an effect.  

 

 Scale Pearson’s r p BF10 

 

IRI 

Donation 

Fantasizing 0.014 0.940 0.224 

Perspective Taking 0.093 0.619 0.251 

Empathic Concern 0.214 0.247 0.424 

Personal Distress -0.045 0.810 0.230 

 

MAS 

Donation 

Power-Prestige 0.001 0.995 0.223 

Retention-time 0.145 0.436 0.299 

Distrust -0.174 0.694 0.240 

Anxiety -0.171 0.358 0.334 

 

 

 

SUPPLEMENTARY INFORMATION S2 

 

 

Univariate GLM analyses 

 

 
Figure S1. Main effect of video 1. Results of the main effects of Face and Hand conditions together, indicating voxels 

where BOLD signals during the pain observation are increased. Results are FWE cluster-corrected at p<0.05 (p<0.001, 

k=FWEc=389 voxels, cFWE  3.34<t<13).  

 

Table S3: Results of the voxelwise analysis. Brain activations for the main effect of video 1. Regions were labeled 

using SPM Anatomy Toolbox. From left to right: the cluster size in number of voxels, the number of voxels falling in a 

cyto-architectonic area, the percentage of the cluster that falls in the cyto-architectonic area, the hemisphere (L=left; 

R=right), the name of the cyto-architectonic area when available or the anatomical description, the percentage of the area 

that is activated by the cluster, the t values of the peaks associated with the cluster followed by their MNI coordinates in 

mm. 
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Cluster 

size 

# 

Voxels 

in cyto 

% 

Cluster 
Hem 

Cyto or anatomical 

description 

% 

Area 

Peak Information 

T x y z 

Main effect of video 1 punc<0.001 k=FWEc=389 

49672 937 1.9 L Lobule VI (Hem) 50     

 888.6 1.8 R Lobule VI (Hem) 49.3     

 577.6 1.2 L Area 7A (SPL) 46.1     

 560.4 1.1 R Area hOc1 [V1] 27.1     

 557.5 1.1 R Area 2 85.8     

 
530.3 1.1 L 

Area hOc4la 

Inferior Occipital Gyrus 62 
14.93 

-46 -72 2 

 
512.5 1 L 

Area hOc4lp 

Middle Occipital Gyrus 59.9 
14.83 

-40 -86 -2 

 497.6 1 L Area PFt (IPL) 85.4     

 
493.6 1 R 

Area hOc4la 

Inferior Occipital Gyrus 55.7 
15.24 

42 -72 -10 

 484.5 1 L Lobule VIIa crusI (Hem) 15.9     

 452.6 0.9 L Area 44 51.7     

 448.3 0.9 L Area 2 85.1     

 446 0.9 L Area hOc1 [V1] 22     

 443.1 0.9 R Thal: Prefrontal 79.2     

 414.3 0.8 R Area FG4 84.6     

 409 0.8 R Area 44 68.2     

 390.5 0.8 R Area 1 55.6     

 390.5 0.8 R Area hIP3 (IPS) 85.6     

 384.8 0.8 R Area hOc4v [V4(v)] 61.9     

 378 0.8 R Lobule VIIa crusI (Hem) 11.6     

 375.5 0.8 L Area hOc4v [V4(v)] 51.7     

 363.5 0.7 L Area hIP3 (IPS) 79.4     

 354 0.7 L Area FG4 59.9     

 
353.4 0.7 R 

Area hOc3v [V3v] Inferior 

Occipital Gyrus 

41.5 

 
16.28 

-20 -92 -6 

 330.1 0.7 L Thal: Prefrontal 52.3     

 328.1 0.7 R Area PFt (IPL) 78.7     

 319.6 0.6 R Area 3b 50.8     

 308.1 0.6 L Area  FG3 37.3     

 284.9 0.6 R Area PF (IPL) 42.2     

 281.9 0.6 R Area hOc4lp 50.4 14.56 38 -86 4 

 280.5 0.6 R Area 7A (SPL) 36     

 269.1 0.5 R Area 45 26.1     

 268.3 0.5 R Thal: Temporal 49.1     

 
254 0.5 L 

Area FG1 

Inferior Occipital Gyrus 99.6 
14.92 

-36 -74 -8 

 251.3 0.5 R Area 7PC (SPL) 55.3     

 247.1 0.5 R Area FG1 99.4     

 245.5 0.5 L Area hOc3v [V3v] 26.5     

 229.1 0.5 L Area FG2 44.9 14.03 -44 -66 -14 

 226.8 0.5 L Area 3b 40.2     

 214.9 0.4 R Area  FG3 32.8     

 208.4 0.4 R Thal: Parietal 62.6     

 207.8 0.4 L Area hIP1 (IPS) 57.1     

 204 0.4 L Thal: Temporal 38.4     

 201.4 0.4 R Area FG2 61.9     
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 197.5 0.4 R Area hIP2 (IPS) 93.7     

 180.9 0.4 R Area 4p 58.2     

 160.9 0.3 L Area 5L (SPL) 23.2     

 151 0.3 R Area hIP1 (IPS) 52.2     

 148 0.3 L Area hIP2 (IPS) 65.9     

 140.5 0.3 R Area PFm (IPL) 19.9     

 133 0.3 R Area hOc2 [V2] 13     

 131.9 0.3 L Area 7PC (SPL) 77.3     

 119.5 0.2 L Lobule VIIIa (Verm) 80.7     

 118.5 0.2 L Thal: Parietal 37.2     

 114.8 0.2 R Area PFcm (IPL) 35.2     

 112.1 0.2 R Area 7P (SPL) 23.8     

 107.6 0.2 L Area 1 18.9     

 105.9 0.2 L Lobule V (Hem) 14.5     

 105.4 0.2 L Lobule VI (Verm) 50.3     

 100.4 0.2 L Area hOc3d [V3d] 10.1     

 99.4 0.2 R Area hOc3d [V3d] 18.1     

 96.8 0.2 L Area 7P (SPL) 27.8     

 95.8 0.2 L Area PFop (IPL) 43.1     

 94.4 0.2 L Area PF (IPL) 18.1     

 94.3 0.2 R Lobule VI (Verm) 40.6     
 90 0.2 L Lobule VIIb (Hem) 13.3     

 89.4 0.2 R Area 5L (SPL) 12.2     

 82.4 0.2 R Lobule VIIIa (Verm) 39.3     

 82 0.2 L Area hOc5 [V5/MT] 102     

 78.5 0.2 L Lobule IX (Hem) 12.6     
 76.5 0.2 R Area PGa (IPL) 10.3     

 73.6 0.1 R Area 3a 36.6     

 73 0.1 R Thal: Premotor 54.9     

 72.1 0.1 L Lobule VIIa crusII (Hem) 4.4     

 66.9 0.1 L Lobule IX (Verm) 74.6     

 66.9 0.1 R Lobule VIIb (Hem) 10.2     

 65.6 0.1 L Area hOc4d [V3A] 11.5     

 62.1 0.1 R Area hOc4d [V3A] 14.8     

 58.3 0.1 R Area hOc5 [V5/MT] 100     

 55.1 0.1 L Thal: Visual 61.5     

 53.8 0.1 R Area 4a 4.9     

 48.3 0.1 L Area hOc2 [V2] 5.1     

 45.9 0.1 L Area OP1 [SII] 12.3     

 44.6 0.1 R Lobule IX (Verm) 42.6     

 42.5 0.1 L Area 3a 14.8     

 41.6 0.1 R Area PGp (IPL) 4.2     

 41.5 0.1 L Lobule VIIIa (Hem) 5.5     

 38.4 0.1 R Thal: Visual 92.2     

 36.5 0.1 L Area PGp (IPL) 4.4     

 36 0.1 L Lobule VIIb (Verm) 117.6     

 34.8 0.1 R Lobule IX (Hem) 4.9     

 34.1 0.1 L Area OP4 [PV] 9.4     

 32.8 0.1 R Lobule VIIb (Verm) 100     

 32.4 0.1 R Area PFop (IPL) 14.2     

 31.6 0.1 L Area 45 4.5     

 30.9 0.1 R Thal: Somatosensory 38     

 30.4 0.1 L Lobule I IV (Hem) 6.3     

 26.3 0.1 L Area PFcm (IPL) 8.1     
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 24.5 0 R Subiculum 6.5     

 23.1 0 R Lobule VIIIa (Hem) 3.2     

 23 0 L Area 33 10.8     

 20.4 0 L Lobule VIIIb (Verm) 33     

 20.3 0 R Lobule V (Hem) 2.5     

 19.9 0 R Lobule I IV (Hem) 4     

 19 0 R Lobule VIIa crusII (Hem) 1.3     

 18.3 0 R Area 33 8.4     

 17.1 0 L Lobule VIIIb (Hem) 2.8     

 16.1 0 R Lobule VIIa crusII (Verm) 28.4     

 10.5 0 R Lobule VIIIb (Hem) 1.5     

 10.5 0 R Area 5M (SPL) 3.6     

 9.1 0 R DG (Hippocampus) 7.1     

 8.5 0 L Area PFm (IPL) 1.5     

 8.1 0 L Lobule VIIa crusII (Verm) 18.2     

 7.8 0 L Area 4p 2.4     

 7.6 0 R Area 7M (SPL) 7.5     

 6.9 0 R Thal: Motor 15.5     

 5.8 0 R BF (Ch 4) 13.8     

   R IFG (p. Opercularis) 

 

 15.60 48 14 28 

   R Posterior-Medial Frontal 

 

 14.84 4 16 46 

417 5.6 

 

1.3 

 

L Area 45 0.8     
   L Middle Frontal Gyrus  6.71 -44 38 26 

   L IFG (p. Triangularis)  5.90 -40 34 16 

   L Middle Frontal Gyrus  4.08 -42 48 12 

389 1.4 

 

0.4 

 

R Area 33 0.6     

 

 

  Face - Hand            Hand - Face 

 

Figure S2. Effect of stimulus type (Face vs Hand). Comparison between the face and hand conditions for the first video 

pain observation. Results are FWE cluster-corrected at p<0.05 (punc<0.001, k=FWEc=145 voxels for the face and  

k=FWEc=125 voxels for the hand). For this analysis we constructed a different GLM, same to the one described at the 

GLM analysis methods section, without any parametric modulators. 

 

Table S4: Results of the voxelwise analysis. Brain activations for the effect of stimulus type (Face vs Hand). Regions 

were labeled using SPM Anatomy Toolbox. From left to right: the cluster size in number of voxels, the number of voxels 

falling in a cyto-architectonic area, the percentage of the cluster that falls in the cyto-architectonic area, the hemisphere 

(L=left; R=right), the name of the cyto-architectonic area when available or the anatomical description, the percentage of 

the area that is activated by the cluster, the t values of the peaks associated with the cluster followed by their MNI 

coordinates in mm. 
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Cluster 

size 

# Voxels 

in cyto 

% 

Cluster 
Hem 

Cyto or anatomical 

description 

% 

Area 

Peak Information 

T X Y Z 

Effect of stimulus type (Face vs Hand) video 1 punc<0.001 k=FWEc=145 

1098 
63.9 5.8 

R 
Area TE 3     

Middle Temporal Gyrus 
5.8 

5.32 
58 0 -16

25.9 2.4 
R 

Area PGa (IPL)   

Superior Temporal 

Gyrus
3.3 

3.88 
62 -52 18 

6.1 0.6 
R 

Area Id1 3.5 

242 9.5 3.9 L Area TE 3 1.1 
L Middle Temporal Gyrus 4.63 -52 -20 -4

240 
110.6 46.1 

R Area 45     

IFG (p. Triangularis) 10.7 
4.63 

56 22 2 

6.1 2.6 R Area 44 1 

R IFG (p. Orbitalis) 4.13 46 28 -4

145 R Superior Medial Gyrus 5.26 8 28 56 

R Posterior-Medial Frontal 4.87 10 10 71 

Effect of stimulus type (Hand vs Face) video 1 punc<0.001 k=FWEc=125 

8735 581 6.7 R Area 2 89.4 7.88 32 -38 54 

342.3 3.9 R Area 3b 54.4 

299.1 3.4 

R Area hOc1 [V1] 

Calcarine Gyrus 14.5 
7.26 

20 -94 0 

296.1 3.4 R Area hOc3v [V3v] 34.7 

282.3 3.2 R Area PFt (IPL) 67.7 

282 3.2 

R Area 1 Postcentral 

Gyrus 40.1 
7.48 

60 -18 36 

265.1 3 
R Area FG4 Fusiform 

Gyrus 54.2 
7.82 

30 -42 -12

247.8 2.8 R Area hOc4la 27.9 

237.1 2.7 R Area hOc4v [V4(v)] 38.1 

226.9 2.6 R Area 5L (SPL) 30.9 

222.6 2.5 R Area 7PC (SPL) 49
183.3 2.1 R Area OP1 [SII] 46.9 

181.9 2.1 

R Area hOc4lp  Middle 

Occipital Gyrus 32.5 
7.44 

38 -88 6 

160.6 1.8 R Area hOc4d [V3A] 38.2 

147.1 1.7 R Area PFop (IPL) 64.3 

119.1 1.4 R Area 7A (SPL) 15.3 

113 1.3 R Area PFcm (IPL) 34.7 

104.1 1.2 R Lobule VI (Hem) 5.8 

100.6 1.2 R Area hIP3 (IPS) 22.1 

90.5 1 R Area FG1 36.4 

88.6 1 R Area 4a 8.1 

82.9 0.9 R Area 5Ci (SPL) 41.9 

81.5 0.9 R Area 7P (SPL) 17.3 

80.5 0.9 R Area 4p 25.9 

65.5 0.7 R Area PF (IPL) 9.7 

65.3 0.7 R Area hOc2 [V2] 6.4 

51.9 0.6 R Area hOc5 [V5/MT] 89.1 

44 0.5 R Area 3a 21.8 

38.1 0.4 R Area 5M (SPL) 13 

35.9 0.4 R Area PGp (IPL) 3.6 

32.3 0.4 R Area hOc3d [V3d] 5.9 
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 29.5 0.3 R CA1 (Hippocampus) 10.2     

 22.6 0.3 R Area FG2 7     

 14 0.2 R Area hIP2 (IPS) 6.6     

 13.5 0.2 R Lobule V (Hem) 1.7     

 11.8 0.1 R Subiculum 3.1     

 6.4 0.1 R Area TE 1.1 3.2     

 3.9 0 R Area hIP1 (IPS) 1.3     

 3.5 0 R CA2 (Hippocampus) 5.8     

 3.1 0 R DG (Hippocampus) 2.4     

 1.6 0 R Area TE 3 0.2     

 1.4 0 R Area PFm (IPL) 0.2     

 0.9 0 R Lobule VIIa crusI 

(Hem) 

0     

   R Inferior Temporal Gyrus  
7.36 

 
46 -62 -4 

7696 
411.9 5.4 

L 

 

Area 2 Postcentral 

Gyrus 78.2 
8.04 

-32 -42 54 

 
405.9 5.3 

L 

 

Area PFt (IPL) 

SupraMarginal Gyrus 69.6 
7.92 

-58 -24 38 

 
394.1 5.1 

L 

 

Area FG4 Fusiform 

Gyrus 66.7 
8.51 

-28 -50 -8 

 357.5 4.6 L Area 5L (SPL) 51.5     

 
342.5 4.5 

L 

 

Area hOc4la Middle 

Occipital Gyru 40.1 
8.11 

 -48 -70 -2 

 305.1 4 L Area 7A (SPL) 24.4     

 
298.6 3.9 

L 

 

Area hOc4lp Middle 

Occipital Gyrus 34.9 
8.07 

 -40 -84 14 

 280 3.6 L Area OP1 [SII] 75.2     

 
226.9 2.9 

L 

 

Area 3b Postcentral 

Gyrus 40.2 
7.45 

 -58 -14 30 

 186.4 2.4 L Area PFop (IPL) 83.9     

 183.8 2.4 L Lobule VI (Hem) 9.8     

 183.4 2.4 L Area PFcm (IPL) 56.6     

 156.4 2 
L 

 

Area FG1 Fusiform 

Gyrus 
61.3 

7.68 

 
-30 -58 -16 

 129.6 1.7 L Area 7PC (SPL) 76     

 128.8 1.7 L Area PF (IPL) 24.6     

 115.4 1.5 L Area hIP3 (IPS) 25.2     

 113.4 1.5 L Area hOc4v [V4(v)] 15.6     

 105.8 1.4 L Area 1 18.6     

 89.6 1.2 L Area OP4 [PV] 24.8     

 80.4 1 L Area hOc5 [V5/MT] 100     

 80.1 1 L Area hOc4d [V3A] 14     

 75.3 1 L Area PGp (IPL) 9.1     

 46.3 0.6 L Area 3a 16.1     

 28.6 0.4 L Area TE 3 3.2     

 28.3 0.4 L Area 4p 8.7     

 26.5 0.3 L Area FG2 5.2     

 22.5 0.3 L Lobule V (Hem) 3.1     

 14 0.2 L Area 4a 1.5     

 14 0.2 L Area  FG3 1.7     

 11.4 0.1 L Area TE 1.1 7.1     

 6.9 0.1 L Area 7P (SPL) 2     

 5.6 0.1 L Area hIP1 (IPS) 1.5     

 5.5 0.1 L CA1 (Hippocampus) 2.5     

 5.4 0.1 L Area TE 1.0 4.3     
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 5.1 0.1 L Area 5M (SPL) 1.1     

 4.4 0.1 L Area OP3 [VS] 3.1     

 3 0 L Subiculum 0.8     

 2.1 0 L Area hIP2 (IPS) 0.9     

 1.1 0 L Area hOc3d [V3d] 0.1     

322 3.1 1 L 
Area TE 1.2  Superior 

Temporal Gyrus 
2.2 

4.54 

 
-48 0 -2 

 2.6 0.8 L Area 44 0.3     

 1.4 0.4 L Area OP3 [VS] 1     

 0.5 0.2 L Area Ig2 0.4     

 0.3 0.1 L Area OP4 [PV] 0.1     

 0.1 0 L Area TE 3 0     

   L Insula Lobe  6 -40 -2 12 

   L Rolandic Operculum  5.92 -38 2 14 

   L L IFG (p. Opercularis) 

 

 4.65 -52 6 6 

153 84.4 55.1 
L 

 

Area hOc1 [V1] 

Calcarine Gyrus 
4.2 

6.92 

 
-14 -94 -2 

 18 11.8 L Area hOc4lp 2.1     

 11 7.2 L Area hOc3v [V3v] 1.2     

 10 6.5 
L 

 

Area hOc3d [V3d] 

Middle Occipital Gyrus 
1 

4.01 

 
-22 -98 6 

 1.6 1.1 L Area hOc2 [V2] 0.2     

125 32 25.6 L Area 5Ci (SPL) 27.2     
 0.9 0.7 L Area 5M (SPL) 0.2     

   L MCC  5.05 -12 -24 42 

          

 

 

 
Figure S3. HandDonation parametric modulator at reduced threshold. Results of a linear regression on the parametric 

modulator for the first video and trial-by-trial donation in the Hand condition. This identifies voxels with signals that 

increase for higher donation. Results are shown at uncorrected p<0.01, 2.4<t<8.  
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Table S5: Results of the voxelwise analysis. Brain activations for the HandDonation parametric modulator for all 

participants together at reduced threshold. Regions were labeled using SPM Anatomy Toolbox. From left to right: the 

cluster size in number of voxels, the number of voxels falling in a cyto-architectonic area, the percentage of the cluster that 

falls in the cyto-architectonic area, the hemisphere (L=left; R=right), the name of the cyto-architectonic area when available 

or the anatomical description, the percentage of the area that is activated by the cluster, the t values of the peaks associated 

with the cluster followed by their MNI coordinates in mm. 

 

 

Cluster 

size 

# 

Voxels 

in cyto 

% 

Cluster 

He

m 

Cyto or 

anatomical 

description 

% 

Area 

Peak Information 

T x y z 

HandDonation at reduced threshold punc<0.01 k=15 

712 

 

53.8 

 

7.5 

 

 

R 

 

Area TE 3 Middle 

Temporal Gyrus 
5.2 

4.72 

 

58 

 
0 -14 

 2.5 0.4 R Area Fo2 0.2     

 1 0.1 R Area Id1 0.6     

   R IFG (p. Orbitalis)  3.62 32 14 -22 

539 158.5 29.4 R Area PFcm (IPL) 158.5 4.24 52 -30 16 
 143.6 26.6 R Area PF (IPL) 143.6 4.97 60 -36 28 

 27.9 5.2 R Area OP1 [SII] 27.9     

 21 3.9 R Area PFm (IPL) 21     

 
8.3 1.5 R 

Area TE 3  

Superior Temporal 

Gyrus 
8.3 

2.76 

 
66 

 -32 4 

 3.9 0.7 R Area PFt (IPL) 3.9     

 1.3 0.2 R Area PGa (IPL) 1.3     

 0.8 0.1 R Area PFop (IPL) 0.8     

331 14.1 4.3 L Area Id1 12     

 4.6 1.4 L Area TE 1.2 3.3 3 

 

-52 

 
-2 -4 

 0.5 0.2 L Area TE 3 0.1     

236   R Posterior-Medial 

Frontal 

 3.87 10 6 66 
   L Posterior-Medial 

Frontal 

     

233 13.8 5.9 L Area Fp2 1.9     
 1.8 0.8 R Area Fp2 0.3     

 0.1 0.1 L Area Fp1 0     

   R Superior Medial 

Gyrus 

 3.90 4 58 26 

   L Superior Medial 

Gyrus 

 3.37 -6 54 26 

231   L IFG (p. 

Triangularis) 

  -40 22 3 
   L IFG (p. Orbitalis)   -42 20 -7 

218 42.5 19.5 L Amygdala (LB) 17.5     
 21.3 9.7 L Amygdala (CM) 49.1     

 8.9 4.1 L Amygdala (AStr) 41.3     

 2.3 1 L BF (Ch 4) 4.5     

 1.8 0.8 L CA1 

(Hippocampus) 

0.8     

 1.3 0.6 L HATA Region 5.3     

   L Insula Lobe 

 

 3.16 -30 10 -14 

102 

 

30 

 

 

29.4 

 

R 

 

Area 45 IFG        

(p. Triangularis) 

2.9 

 

3.72 

 

52 

 

 

26 

 

0 

 
   R R IFG (p. 

Orbitalis) 

 

 3.21 46 28 -4 

88 

 

 

34.9 

 

 

39.6 

 

L 

 

Area Fp2 Rectal 

Gyrus 

4.8 

 

 

3.98 

 

 

-6 

 

 

50 

 

-16 

 

 24.9 28.3 L 
Area Fo1 Rectal 

Gyrus 
5.3 2.99 

-4 

 
42 -22 

 4.1 4.7 R Area Fo1 0.8     

 2.4 2.7 R Area Fp2 0.4     

83 39.4 47.4 L Area PFop (IPL) 17.7 4.31 -54 -28 22 
 16 19.3 L Area OP1 [SII] 4.3     

 12.5 15.1 L Area PFcm (IPL) 3.9     
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11.4 13.7 L Area PF (IPL) 2.2 3.03 -60 -34 24 

82 47.4 57.8 L Area hOc4la 5.5 3.62 -48 -80 4 
11.1 13.6 L Area hOc5 

[V5/MT]

13.8 

62 30 43.5 L Area s32 14.3 
8.8 12.7 L Area s24 5.2 

5 7.2 R Area s32 3.4 

4.9 7.1 R Area s24 ACC 3.3 2.50 2 32 -4

2.6 3.8 R Area 33 ACC 1.2 2.50 4 32 0

L ACC 3.42 -2 38 -6

58 6.3 10.8 R Area 5Ci (SPL) 3.2 
0.5 0.9 R Area 5M (SPL) 0.2 

57 0.1 0.2 R Area 3b 0 

46 7.8 16.8 L Thal: Temporal 1.5 
6.5 14.1 R Thal: Temporal 1.2 3.67 4 -6 -2

3.8 8.2 L Thal: Prefrontal 0.6 2.74 -4 -8 0

2.6 5.7 R Thal: Prefrontal 0.5 

42 10.4 24.7 L Area hOc4d 

[V3A]

1.8 

39 29.6 76 R Area 3b 4.7 3.42 36 -32 52 
5.3 13.5 R Area 4p 1.7 

2.1 5.4 R Area 1 0.3 

1.6 4.2 R Area 4a 0.1 

0.3 0.6 R Area 2 0 

0.1 0.3 R Area 3a 0.1 

39 17.9 45.8 R Amygdala (LB) 8.4 
6.9 17.6 R Amygdala (SF) 14.4 

2.3 5.8 R HATA Region 10.3 

0.8 1.9 R CA1 

(Hippocampus)

0.3 

0.5 1.3 R Amygdala (CM) 1.8 

38 37.3 98 R Area PGp (IPL) 3.8 4.10 54 -68 18 
0.8 2 R Area hOc4la 0.1 

30 16.6 55.4 R Area hOc5 

[V5/MT]

28.5 
11.3 37.5 R Area hOc4la 1.3 

24 5.6 23.4 R Area PGp (IPL) 0.6 
0.3 1 R Area PGa (IPL) 0 

20 17.3 86.3 R Area  FG3 2.6 3.71 40 -48 -18
1.8 8.8 R Area FG4 0.4 

19 R MCC 2.91 10 -22 46 
L MCC 2.72 

19 L Precuneus 3.24 -4 -56 19 

16 11 68.8 R Area OP1 [SII] 2.8 
0.1 0.8 R Area OP3 [VS] 0.1 

0.1 0.8 R Area PFop (IPL) 0.1 
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SUPPLEMENTARY INFORMATION S3 

 

 

Multivariate fMRI analysis  

 

Methods 

For each participant, we performed a general linear model that estimated a separate parameter 

estimate for the activity during movie 1 for each level of donation (0-6) that participants made at 

least two times during the experiment. In case a level of donation occurred lust once, it was added in 

a regressor of no interest and was not analyzed further. Using the anatomy toolbox, we then created 

an ROI containing all voxels attributed to SI according to the maximum probability maps (i.e. 

including bilateral BA3a, 3b, 1 and 2), and transformed this mask into the space of the parameter 

estimates using imagecalc. Using matlab, we then loaded for each subject the parameter estimate 

images for each level of donation, and only included voxels that fell within our SI mask. Next, we 

performed a weighted leave-one-subject-out cross-validated partial least square regression. For each 

of the 29 participants, we kept one subject out, and used the function plsregress in matlab to 

determine the linear combination of voxels that best predicts donation in the remaining participants. 

Because some parameter estimates derived from only two trials, and others from as many as 22 trials, 

we weighted the regression by replicating each parameter estimate image in the training and testing 

set by the number of trials that went into it. We then used this optimal linear combination to predict 

the donation of the left-out participant, and quantified the accuracy of the prediction as the 

correlation between predicted and actual donations. We used Kendall’s Tau as the measure of 

correlation because it is less susceptible to outliers as a parametric correlation. For the pls-regression, 

results are shown for using 10 components, based on the elbow method of explained variance 

including the entire dataset, but results are stable over a range of 8-20 components. We also 

performed a PCR by first performing a principle component analysis on all the voxel parameter 

estimates, and then using the first 10 components to perform leave one out regressions to predict 

donation. This also led to above chance estimates, but in the paper we only report the partial least 

square regression approach.  

 

Results 

To explore if SI (i.e. BA3a,3b,1,2) contains information about donation also for the hand trials, for 

which we failed to find significant evidence at the univariate level that survives correction, we 

performed a multivariate analysis. Specifically, we trained a weighted partial least-square regression 

using the data from all but one participant to estimate donation based on a linear combination of the 

parameter estimates in each voxel in SI, and then used this linear combination to predict the donations 

of the left-out participant (i.e. a leave one subject out cross-validation). We then quantified how 

accurately the regression predicted the donation of the left-out participants using kendall’s tau, a non-

parametric estimate of correlation that is less sensitive to outliers than a parametric correlation. This 

multivariate approach revealed normally distributed tau values with above chance prediction accuracy 

(i.e. Tau>0, t(29)=2.365, p=0.012, BF+0=4.13), albeit of modest effect size (d=0.432), supporting the 

notion that SI does indeed contain information that relates to the magnitude of donations in the hand 
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condition. No differences were found between the self-reported mirror synesthete and the controls 

(t(28)=0.568, p=0.575, BF10=0.399). Results in Fig. S4.  

 

 

 
Figure S4. Mean (±sem) Kendall’s tau correlation between the actual donations of the participants and the ones predicted 

by a leave-one-out weighted partial least square regression based on parameter estimates from all SI voxels. Red dots 

indicate individual subject correlation. The two renders illustrate the location of the voxels included in the analysis based 

on the anatomy toolbox probabilistic maps of SI including BA 3a, 3b, 1 and 2. 
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Based on neuroimaging data, the insula is considered important for people 
to empathize with the pain of others. Here, we present intracranial 
electroencephalographic (iEEG) recordings and single-cell recordings from 
the human insula while seven epilepsy patients rated the intensity of a 
woman’s painful experiences seen in short movie clips. Pain had to be 
deduced from seeing facial expressions or a hand being slapped by a belt. We 
found activity in the broadband 20–190 Hz range correlated with the trial-by-
trial perceived intensity in the insula for both types of stimuli. Within the 
insula, some locations had activity correlating with perceived intensity for our 
facial expressions but not for our hand stimuli, others only for our hand but 
not our face stimuli, and others for both. The timing of responses to the sight 
of the hand being hit is best explained by kinematic information; that for our 
facial expressions, by shape information. Comparing the broadband activity 
in the iEEG signal with spiking activity from a small number of neurons and an 
fMRI experiment with similar stimuli revealed a consistent spatial 
organization, with stronger associations with intensity more anteriorly, while 
viewing the hand being slapped. 

Intracranial human recordings  
reveal intensity coding for the  

pain of others in the insula 
 



Introduction 

Sharing the distress of others is central to empathy. fMRI studies show that a number of brain regions 

involved in the direct experience of pain also increase their activity while participants perceive the 

pain of others, including the cingulate cortex, the insula, and the somatosensory cortices (Jauniaux et 

al., 2019; Keysers et al., 2010; Lamm et al., 2011; Timmers et al., 2018). Across humans, primates, 

and rodents, lesions in these regions impair the perception and the sharing of others’ emotions 

(Paradiso et al., 2021), providing evidence for their causal contribution to the perception or sharing of 

the emotions of others. A number of recent studies have used multivoxel pattern analysis to explore 

how these regions encode the pain of others using fMRI signals, with particular attention to the insula. 

(Krishnan et al., 2016) showed participants images of hands or feet in painful or innocuous situations 

and found a pattern across voxels in the insula that could predict how much pain people reported they 

would feel in the depicted situations. Corradi-Dell’Acqua et al. (2016) also reported that the pattern of 

insula activity could discriminate between trials in which a cue signaled that someone else was 

receiving a shock from non-shock trials. Finally, Zhou et al. (2020) reanalysed a dataset in which 

participants viewed photographs of hands in painful or non painful situations, or of painful and neutral 

facial expressions. They found that, in the insula, similar but dissociable patterns supported painfulness 

decoding for hands and faces: similar in that a pattern trained to discriminate painfulness from faces 

could do so from hands and vice versa, with the rostral insula contributing to both patterns; but 

dissociable in that many voxels contributed only to decoding of either faces or hands . 

Directly recording electrical signals from these regions in humans would complement these more 

indirect fMRI measurements and sharpen our understanding of how these regions represent the 

intensity of other people’s pain for at least two reasons. First, fMRI records a mixed signal that includes 

synaptic input and local neural processing. Localizing BOLD activity that encodes a particular stimulus 

property thus cannot ensure that neurons in that region actually have spiking activity that encodes that 

property (Boynton, 2011). For instance, BOLD signals in V1 fluctuate based on whether a stimulus is 

perceived or not in binocular rivalry (Boynton, 2011; Maier et al., 2008). In contrast, simultaneous 

electrical recordings in V1 show that broadband gamma activity, which is tightly coupled to spiking 

(Bartoli et al., 2019; Buzsáki et al., 2012; Miller et al., 2014), responds to a stimulus equally well 

whether it is perceived or suppressed. Only the slower components, <20Hz, that are known to carry 

feedback synaptic input, fluctuate with perception (Maier et al., 2008). Being able to record electrical 

activity, particularly in the broadband gamma range, would thus be critical to localize where in this 

circuitry neuronal spiking indeed represents the pain of others. Second, fMRI’s low temporal 

resolution makes it difficult to characterize the time-course of responses. 

For the anterior cingulate, we have intracranial recordings: Hutchison (1999) documented a single 

neuron in epileptic patients that responded to the sight of a finger being pin-pricked with increased 

firing rate, and a recent rodent study revealed that cingulate neurons responding to pain experience 

have responses that increase with the intensity of the pain experienced by another rat (Carrillo et al., 

2019). In contrast, although the insula is central in the neuroimaging literature on empathy, and shows 

increases of BOLD signal for watching painful compared to non-painful social stimuli (Jabbi et al., 

2007; Jauniaux et al., 2019; Lamm et al., 2011; Meffert et al., 2013; Singer et al., 2004; Timmers et 
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al., 2018; Wicker et al., 2003), and shows patterns that encode painfulness (Corradi-Dell’Acqua et al., 

2016; Krishnan et al., 2016; Zhou et al., 2020) we still lack insular intracranial recordings while 

individuals witness the pain of others. Intracranial EEG (iEEG) has been recorded in the insula during 

the self-experience of pain (Bastuji et al., 2018, 2016; Liberati et al., 2020, 2016), and the insula and 

adjacent SII are the only cortical regions where iEEG electrode stimulation can induce painful 

sensations (Jobst et al., 2019; Mazzola et al., 2012), but to our knowledge there are no published studies 

recording from insular electrodes while patients witness the pain of others. The degree to which 

neuronal activity local to the insula, as opposed to feedback synaptic input from other regions such as 

the cingulate, encodes the intensity of other people’s pain therefore remains unclear and the time-

course of such neural activity remains undercharacterized. 

To fill this gap and characterize the electrophysiological responses of the insula to the pain of others, 

we collected depth electrode recordings from 7 epileptic patients during pre-surgical exploration, while 

they rated the different intensities of pain they perceived in another person  in a video (Fig. 1a,b). All 

these patients had macro electrodes in their insulae that yielded local field potentials (LFP) capable of 

measuring broadband gamma activity (circles in Fig. 1c). Three patients, additionally, had micro 

electrodes at the tip of some macro electrodes to record from isolated insular neurons (pluses in Fig. 

1c). Our stimuli also included two ways in which pain is perceived in others (Fig. 1a). Half the stimuli 

(Faces) showed a female receiving electroshocks on the hand and expressing pain through facial 

expressions (furrowing eyebrows and tightening eyes). The other half (Hands) showed the 

protagonist’s hand slapped by a leather belt, and pain intensity had to be deduced from the movements 

of the belt and the hand. In both cases, movies, rather than static images, were chosen to provide richer 

and more ecologic stimuli and provide information about the temporal dynamics with which such 

movies are represented in a field still dominated by the presentation of static  images (Adolphs et al., 

2003; Zinchenko et al., 2018). We used these two classes of stimuli, because both tap into the visual 

perception of other people’s pain, and we start to understand that they do so through partially 

overlapping and partially dissociable routes (Jauniaux et al., 2019; Keysers et al., 2010; Timmers et 

al., 2018). For instance, the hand stimuli depend on the hand region of the somatosensory cortex (Gallo 

et al., 2018), while facial expressions depend on both the ventral somatosensory cortex and the insula 

(Adolphs et al., 2000; Dal Monte et al., 2013; Mattavelli et al., 2019), whereby the insula appears to 

show partially overlapping and partially discriminable patterns encoding painfulness for these two 

types of stimuli (Zhou et al., 2020). 

Our aim is to localize insular recording sites that do or do not encode the perceived intensity of others’ 

experiences from Face and/or Hand stimuli and to exploit the temporal resolution of iEEG to explore 

the timing of intensity coding and how it relates to the timing of intensity relevant stimulus features. 

To provide evidence that a specific recording site does not encode intensity for a stimulus type, we 

supplement frequentist statistics with Bayesian statistics, which generate a Bayes factor (BF10; Keysers 

et al., 2020). The Bayes factor indicates the probability of the data if there is intensity encoding (H1) 

divided by that if there isn’t (H0). A BF10<⅓, which indicates the data is at least 3 times more likely 

under H0 than H1, is considered evidence for the absence of intensity coding. Importantly, in Bayesian 

statistics, whenever possible, it is advised to commit to a directional hypothesis (H+) that endows the 

BF+0 with higher sensitivity to detect evidence for both H+ and H0 (Keysers et al., 2020; Wagenmakers 

et al., 2016). Given that fMRI experiments overwhelmingly report voxels with increases of BOLD 
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signals for pain compared to no-pain stimuli, we therefore commit ourselves to a directional hypothesis 

and look for sites and neurons that increase their broadband activity or firing rate for stimuli that are 

perceived as more painful. 

 

Results 

 

The Pain Intensity Ratings of Patients were within the Normal Range 
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Figure 1. Experimental design, recording site locations, and behavioral pain ratings.  (a) Frames extracted from a 

Hand and a Face movie. For the Face, the first second of each movie showed a neutral facial expression, the second, the 

facial reaction to the shock. For the Hand, the movie started with the belt resting on the hand. The first second showed the 

belt lifting and coming down again, to hit the hand at the 1 s mark exactly. The hand then reacted to the force of the belt. 

Both the slap and the shock delivery happened in the middle of the movies, splitting them into a 1 s neutral and a 1 s pain 

period. (b) Single trial structure diagram. After the presentation of each video, patients expressed their choice at their pace 

using the keyboard keys f, g, j, k for pain intensities 1-2, 3-4, 5-6, 7-8, respectively. ITI started with participant’s response. 

(c) Position (i.e., the midpoint between two adjacent electrodes) of the 85 bipolar macro electrode recording sites shown 

as dots and of the micro electrode locations shown as pluses, color coded by patient. Data from the two hemispheres and 

all latero-medial coordinates are projected here onto a single sagittal slice of the insula taken at X=38 from the brain of one 

of the patients. For a list of all MNI coordinates, see Figure 1-source data 1. (d) Graphical illustration of how a bipolar 

recording for one patient and one insular electrode was computed. In green the CT and in gray the T1 scan from Patient C. 

The annular structures along the electrode shaft in the CT correspond to individual macro electrode contacts (green 1, 2, 

3…). Recordings from adjacent pairs of contacts along the electrode were subtracted to calculate bipolar recordings (white 

1-2, 2-3…). (e) From left to right, Spearman correlation coefficient r, intercept, and slope values from the linear regression 

for Hand (green) and Face (purple). Histograms: values for the control group illustrate the similarity between the ratings 

of each participant in the control group and the average of the other controls, and are shown as gray; the similarity between 

each of 7 patients with the average of the control group are shown in colors. Dotted lines mark the 2.5% and 97.5% of the 

control group. Bar graphs: Mean±SEM of the controls (gray) and the 7 included patients (color) with individual patients 

as circles. In the bar graphs, we also show as Xs  the corresponding behavioral performance metrics of the two patients that 

were excluded due to atypical use of the response keys. These patients were not included in the Mean and SEM calculations. 

 

 

Rating M (Rating) SD (Rating) 

Hand Face 
Hand Face Hand Face 

1-2 3-4 5-6 7-8 1-2 3-4 5-6 7-8 

Patient 

A 1.67 38.33 43.33 16.67 40.00 28.33 25.00 6.67 2.75 1.98 0.75 0.97 

B 0.00 16.67 50.00 33.33 36.67 35.00 13.33 15.00 3.17 2.07 0.69 1.06 

C 0.00 0.00 43.33 56.67 56.67 43.33 0.00 0.00 3.57 1.43 0.50 0.50 

D 1.67 38.33 38.33 21.67 35.00 41.67 23.33 0.00 2.80 1.88 0.80 0.76 

E 28.33 28.33 31.67 11.67 35.00 20.00 28.33 16.67 2.27 2.27 1.01 1.12 

F 25.00 40.00 25.00 10.00 38.33 31.67 25.00 5.00 2.20 1.97 0.94 0.92 

G 38.33 23.33 26.67 11.67 36.67 28.33 25.00 10.00 2.12 2.08 1.06 1.01 

Mean 

±SEM 

13.57 

±5.74 

26.43 

±5.10 

36.90 

±3.29 

23.10 

±5.90 

39.76 

±2.68 

32.62 

±2.85 

20.00 

±3.50 

7.62 

±2.33 
2.70 1.95 0.82 0.91 

Control 
Mean 

±SEM 

33.01 

±2.13 

38.89 

±1.30 

21.25 

±1.73 

6.85 

±1.12 

44.55 

±1.69 

32.76 

±1.05 

16.99 

±1.19 

5.70 

±0.93 
2.02 1.84 0.74 0.81 

 

Table 1. Pain ratings in patients and controls. Left: The percentage of trials  (out of the 60 Hand and 60 Face trials for 

Patients, or 30 and 30 for Controls) per rating per participant for the Hand and Face conditions. For the age- and gender-

matched control group, only the average across the 93 controls is shown. Middle: Mean (M) rating for the Hand or Face. 

Our patients reported slightly higher pain intensity ratings for our Hand than Face stimuli (t(6)=2.60, p2=0.041, BF10=2.31), 

the same was true for the age- and gender-matched controls (n=93, W=2738.5, p2=0.001, BF10=39.40). This was somewhat 

surprising, because the Hand and Face stimuli were rated as similarly intense in a validation study that preceded stimulus 

selection (Gallo et al., 2018). Right: Standard deviation of the ratings for each participant. Because the efficiency of a 

regression depends on the standard deviation of the predictor, and much of our results depend on the relation between 

rating and iEEG responses, we calculated the standard deviation for each participant and condition. The standard deviations 

were normally distributed (all Shapiro-Wilk p>0.25), we then used a t-test to compare them across the two conditions. We 

found no significant difference amongst the patients (t(6)=1.44, p2=0.199, BF10=0.75). Differences we find in the 

correlations between rating and iEEG across Hand and Face stimuli therefore cannot be due to difference in the efficiency 

of these two estimations. 
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To assess whether the behavior of the patients was representative of the general population, we 

compared patients’ (3 males, 4 females, 34.3y±9std) ratings with those of 93 healthy volunteers (54 

females, 32.7y±9std, Table 4), who took part in an online version of the video pain rating task. Table 

1 shows the distribution of ratings separately for patients and on average for controls. We calculated 

three metrics of similarity between the ratings of the patients and the control group: the Spearman’s 

rank order correlation, the slope, and the intercept of a simple linear regression between each patient’s 

ratings and the average ratings of the control sample (Fig. 1e). The patients revealed correlation 

coefficients, slopes, and intercepts (green and purple bars) within the 2.5 and 97.5 percentiles of the 

corresponding control sample distributions (gray bars), except for one correlation coefficient for Faces, 

where a patient rated the Faces with unusually high concordance with the average of the control groups. 

This verified that these 7 patients were not impaired in their ability to rate intensity from our videos. 

In both the patient and the control sample, we observed that correlation coefficients for Faces were 

significantly greater than for Hands (Patient: t(6)=3.81, p2=0.009, BF10=7.39; Control: W=3895, p2=10-

12, BF10=3x105, Fig. 1e), suggesting more interpersonal agreement in pain intensity ratings for Faces 

than Hands. In contrast to the higher agreement for Faces, the average rating was slightly higher for 

Hands than Faces in both the patient and the control sample (Patient: t(6)=2.60, p2=0.041, BF10=2.31; 

Control: W=2738.5, p2=0.001, BF10=39.40). Taken together, these findings indicate that the intensity 

rating behavior of the patient samples were similar to the patterns observed in the healthy population. 
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LFP Activity in the Insula Correlates with the Perceived Intensity of the Pain of Others 

 

 
 

Figure 2. Intensity coding in the insula LFP activity for Hands and Faces together. (a) For each frequency and time 

relative to stimulus onset, the average rS value over all insular bipolar recordings between iEEG power and rating for Face 

and Hand trials together, without (left) and with (right) cluster correction for multiple comparisons. BBP: Broadband 

power, the cluster of significant positive intensity coding frequencies (i.e., rS>0, 20-190 Hz) used throughout the paper. 

The time frequency decomposition per rating can be found in Figure 2-figure supplement 1. (b) Mean±SEM time course 

of intensity coding in different frequencies and BBP over all insular bipolar recordings when Face and Hand trials are 

combined. Above the x-axis, black and yellow-to-red bars show periods of significant intensity coding after circular shift 

correction for multiple comparisons during the neutral and pain periods, respectively. Below the x-axis, the black bar marks 

the neutral and the yellow-to-red bar indicates the pain period. (c) Intensity coding in the 85 bipolar recordings is shown 

as significant (p1<0.05, filled black circles) or non-significant (p1>0.05, open circles) based on the MNI y (anterior-

posterior) and z (dorso-ventral) coordinates. The heatmap shows the interpolated intensity coding values between these 

locations. Electrodes in the right and left insula are projected onto the same sagittal representation. (d) The t value of a t-
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test comparing the intensity coding of all insular 85 bipolar recordings combining Hand and Face trials within the pain 

period (1–2 s post-stimulus onset) in the insula against zero (red bar) was higher than the distribution of the corresponding 

t values obtained when performing the same test using 85 bipolar recordings randomly selected 100,000 times from the 

macro electrode contacts of our 7 patients anywhere in the brain (see Figure 2-figure supplement 2 for a map of all macro 

contacts and Figure 2-figure supplement 3 for the anatomical distributions of these macro contacts). (e) Mean±SEM time 

course of percent power change from baseline in BBP (20-190 Hz) over all insular bipolar recordings and over the Hand 

and Face conditions, but plotted separately for trials rated 1-2, 3-4, 5-6, and 7-8. (f) Mean±SEM percent power change 

values over all insular bipolar recordings as a function of reported intensity separately for the neutral (black) and pain 

(yellow-to-red) periods when combining Hand and Face trials. BF10 values: Bayes-factor quantifying evidence for H1 

relative to H0 from a non-parametric t-test comparing BBP power during the pain period against that during the neutral 

period. ***: p<0.001 relative to the preceding reported intensity. See Table 2 for a complete description of the statistical 

values.  (g) Mean±SEM time course of intensity coding in BBP (20-190 Hz) over all insular bipolar recordings for Hands 

and Faces separately. rS>0 indicated with green bars for Hands and purple bars for Faces. Black bars indicate rS_Hand>rS_Face. 

The early and late periods that result for Hands and Faces, respectively, are used throughout the paper. Figure 2-figure 

supplement 4 depicts the percent power change values as a function of time for ratings 1-2, 3-4, 5-6, and 7-8 separately for 

Hands and Faces. (h) Mean±SEM percent power change in the broadband frequency over all insular bipolar recordings as 

a function of rating for Hands and Faces in the early and late periods separately. Green *: p<0.001 for Hand. Black *: 

p<0.01 for the main effect of rating, i.e., combining Hand and Face. See Table 3 for a complete description of the statistical 

values. 
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Figure 2-figure supplement 1. Time frequency decomposition as a function of intensity rating. (a) Mean percent 

power changes relative to the baseline period (1 s before the onset of videos) over all 85 insular bipolar recordings as a 

function of time and frequency for all trials rated 1-2 (first column), 3-4 (second column), 5-6 (third column) and 7-8 

(fourth column) combining Hand and Face stimuli. (b) Same as (a), but separately for the Hand (top row) and Face (bottom 

row) trials. 

 

 
 

Figure 2-figure supplement 2. Glass brain representation of all macro-contacts available in the 7 patients. Patients 

are color-coded as in Figure 1c and Figure 1-source data 1. The analysis depicted in Figure 2c was performed by randomly 

sampling 85 electrodes 100,000 times from these macro-contacts. 
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Figure 2-figure supplement 3. Overview of the anatomical distribution of all macro-contacts available in the 7 

patients. For each electrode, the region it belongs to was determined based on the Faillenot et al. (2017) atlas by choosing 

the region with the highest probability of occurrence within 3 mm from the center of the selected electrode . The pie-chart 

simply illustrates the total number of contacts falling within a particular lobe.  The complete list can be found at 

https://osf.io/mcahz/files/osfstorage/62b97b3702d1f3107cf27c39. 

 

 

 
 

Figure 2-figure supplement 4. Broadband power time course as a function of rating and stimulus. Mean±SEM time 

course of percent power change from baseline in BBP (20-190 Hz) over all insular bipolar recordings plotted separately 

for trials rated 1-2, 3-4, 5-6, and 7-8, and for the Hand and Face conditions. 
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Period Pain Rating % Power Change W t(84) p2 BF10 

Neutral vs Pain 

Period 

1-2 -1.34 (0.35) vs -1.16 (0.56) 1903  0.742 0.13 

3-4 -1.43 (0.32) vs -0.92 (0.55) 1801  0.909 0.15 

5-6 -1.48 (0.35) vs 0.36 (0.67)  3.42 0.001 24.31 

7-8 0.84 (0.67) vs 6.07 (1.05)  7.29 2x10-10 6x107 

Pain Period 

1-2 vs 3-4 -1.16 (0.56) vs -0.92 (0.55) 1966  0.545 0.12 

3-4 vs 5-6 -0.92 (0.55) vs 0.36 (0.67) 1065  8x10-4 15.21 

5-6 vs 7-8 0.36 (0.67) vs 6.07 (1.05) 309  3x10-11 950944 

 

Table 2. Post hoc comparisons of Figure 2f. To follow up on the rmANOVA on the 1s BBP with factors period (neutral, 

pain) x rating (1-2, 3-4, 5-6, 7-8), the table reports, for each contrast of interest indicated over the first two left columns: 

the average (SEM) of % power change, the W (if normality was violated) or t (when the data was normal) test values, and 

the two-tailed p and BF10 values for the tested comparison. 

 

 

Period Stimulus Pain Rating % Power Change W t(84) p2 BF10 

Early Period 

Hand 

1-2 vs 3-4 2.11 (1.59) vs -3.16 (0.94) 1014  3x10-6 847.14 

3-4 vs 5-6 -3.16 (0.94) vs 2.44 (1.03)  5.97 3x10-7 51110 

5-6 vs 7-8 2.44 (1.03) vs 8.32 (1.61) 188  2x10-5 764.63 

Face 

1-2 vs 3-4 -1.81 (0.6) vs -1.75 (0.6)  0.1 0.92 0.16 

3-4 vs 5-6 -1.75 (0.6) vs -1.54 (0.95)  0.25 0.803 0.16 

5-6 vs 7-8 -1.54 (0.95) vs -1.83 (1.35)  0.23 0.817 0.16 

Late Period Hand & Face 

1-2 vs 3-4 -0.76 (1.01) vs -0.73 (0.84) 597  0.931 0.16 

3-4 vs 5-6 -0.73 (0.84) vs 1.96 (1.13)  3.46 0.001 25.15 

5-6 vs 7-8 1.96 (1.13) vs 4.75 (1.44)  2.9 0.006 6.29 

 

Table 3. Post hoc comparisons of Figure 2h. To follow up on the two significant stimulus (Hand, Face) x rating 

rmANOVAs, one for the early, one for the late period, the table reports, for each contrast of interest indicated over the first 

three left columns: the average (SEM) of % power change, the W (if normality was violated) or t (when the data was 

normal) test values, and the two-tailed p and BF10 values for the tested comparison. The degrees of freedom were 47, as 

n=48 since all possible rating options were only used by 4 patients with a total of 48 electrodes. Patients that used only 

some of the ratings are included in analyses using r(BBP,rating), but cannot be included in this rmANOVA approach. 

 

Correlating power with reported pain intensity, irrespectively of whether Hand or Face videos were 

shown, revealed a cluster of positive correlations ranging from 20-190 Hz and 1.12-1.62 s (p1<0.001; 

p1=one-tailed p value), another cluster of positive correlations at very low frequencies (1-6 Hz, 0.02-

2.06 s; p1<0.001), and a small cluster of negative correlations (13-17 Hz, 1.30-1.83 s; p1=0.004, not 

further discussed; Fig. 2a and Fig. 2 - figure supplement 1a). Intensity coding was apparent in all 

traditional frequency ranges, except alpha (Fig. 2b), and, as expected, was significant in the pain 

period. With no obvious differences among frequency-bands above alpha, we henceforth used the 

frequency band 20-190 Hz for all analyses and refer to it as broadband power (BBP). We concentrate 

on BBP rather than oscillatory signals in lower frequencies because BBP is more closely linked to 
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neural spiking (Bartoli et al., 2019; Buzsáki et al., 2012; Miller et al., 2014), cannot be explored in 

non-invasive EEG  recordings, and is the frequency range that can supplement the information 

available for the substantial fMRI literature (Boynton, 2011; Maier et al., 2008). The temporal profile 

of the BBP-rating association revealed two periods with significant positive correlations: 1.14–1.54 s 

and 1.74–1.96 s (Fig. 2b). Averaging BBP power over the entire pain period revealed that, out of 85 

macro contacts within the insula, 27 (32%) showed a significant positive correlation (assessed as 

p1<0.05, Fig. 2c) between perceived intensity and BBP (n=120 trials, all rS(118)>0.156, p1<0.045), 

which was extremely unlikely to occur by chance (Binomial p1=5x10-15, BF+0=3x1012). Furthermore, 

randomly picking 85 electrodes anywhere in the brain (Fig. 2-figure supplement 2,3) yielded BBP-

rating associations that were significantly lower than those we found in the insula (p1=4x10-5, Fig. 2d), 

confirming that the BBP in the insula has enriched intensity coding. Splitting trials based on reported 

intensity and identifying moments in which the intensity coding is significant in an ANOVA confirmed 

that BBP scaled with pain ratings from 1.10 to 1.70 s (Fig. 2e). Averaging the BBP over the 1 s neutral 

and 1 s pain period and using a period (neutral, pain) x rating repeated-measures ANOVA revealed a 

significant interaction effect (F(2.445,205.348)=37.49, p=8x10-17, BFincl=85925, Fig. 2f). Planned 

comparisons indicate that the effect of reported intensity depends mainly on BBP power increases for 

the two highest intensity ratings relative to the neutral period and lower ratings (Fig. 2f, Table 2). 

Intensity Coding Arises Earlier for Hands than Faces 

 

To investigate how intensity coding depends on the stimulus, we focused on the BBP range of interest 

(20-190 Hz), identified independently of stimulus type (Fig. 2a), and found significant intensity coding 

for the Hand from 1.01 to 1.44 s (hereafter called Early Period) and for the Face from 1.75 to 1.86 s 

and from 1.91 to 1.98 s (jointly called Late Period, Fig. 2g). The insula thus reflects, in broadband 

activity, the perceived intensity with differential time courses for the Hand and Face videos in the 

current study.  

 

To explore the shape of the BBP-rating relation, we averaged BBP over time for the early and the late 

periods for each pain rating separately (Fig. 2h). For the early period, a stimulus (Hand, Face) x rating 

repeated-measures ANOVA revealed a significant interaction (Greenhouse-Geisser-corrected 

F(2.183,102.621)=13.55, p=3x10-6, BFincl=2x106). Planned comparisons provided evidence that BBP for 

Faces in the Early Period was similar for consecutively increasing painfulness level pairs, whereas an 

orderly increase in broadband power was observed for increasing pain ratings for Hands from 3-4 

onwards (see Table 3 for the results of the statistical tests). However, BBP for ratings of 1-2 was 

unexpectedly higher than ratings of 3-4. A similar ANOVA for the Late Period revealed evidence for 

the absence of an interaction (F(3,141)=0.55, p=0.650, BFincl=0.03). There was only a significant main 

effect of rating (F(3,141)=16.54, p=3x10-9, BFincl=2x107), indicating that BBP in the Late Period of the 

Hand and Face videos together was the same for ratings 1-2 and 3-4, but thereafter showed significant 

increases with each consecutive increase in pain ratings (see Table 3 for the results of the statistical 

tests). Taken together, these analyses indicate BBP in the insula reflects perceived intensity only for 

the Hand stimuli in the Early, and for both stimulus types in the Late Period. 
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The Timing of Shape Information Matches that of Face Intensity Coding 

 
 

Figure 3. Temporal dynamics of pain rating and intensity coding in the insula broadband activity.  (a-c) Motion and 

shape signals as a function of time and perceived intensity for the Face and Hand videos rated as 1-2, 3-4, 5-6, and 7-8 

separately. Each colored curve represents the Mean±SEM for each rating. Purple and green bars indicate the periods with 

significant BBP-rating correlations for Faces and Hands, respectively (as in Figure 2g). Black lines represent the partial 

least square regression (PLSR) beta coefficients predicting perceived intensity ratings using motion (for Hand and Faces) 

or shape information (for Faces). The white transparent circles over the inlet figure in (a) shows the Action Units (AU) 4 

and 7 that were used to estimate the intensity of the shape information in Face videos. (d-f) Accuracy with which the 

motion or shape signal across all frames can be used to predict the intensity rating of the movie. The histogram shows the 
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actual predictive accuracy averaged over cross-validation folds (green and purple) relative to the null-distribution of 

shuffled ratings (gray), with the median and top 5% of the null-distribution shown as full and dashed line. In all cases, the 

actual accuracy was higher than all 10,000 shuffling values, as indicated by p<10-4. (g-i) Mean±SEM time courses of the 

correlations between BBP and pain ratings (green and purple, as in Fig. 2g) superimposed with black lines from (a-c) for 

visualization of the temporal similarity between the two curves. (j-l) Mean±SEM lagged correlation (left) and partial 

correlation coefficients (middle and right) between the temporal profile of BBP-rating correlations and that of the PLSR 

beta coefficients for the corresponding stimulus information. For partial correlation analyses, middle panel shows 

rP(BBP(t),Motion(t+lag)|Shape(t+lag)) and the right panel shows rP(BBP(t),Shape(t+lag)|Motion(t+lag)). All correlations 

are shown for lags from 0-1000 ms in steps of 40 ms. The correlation was calculated separately for each of the 85 bipolar 

recordings. The black bars represent periods of significant correlations, tested using a t-test of the 85 correlation values 

against zero followed by FDR correction at q=0.05. (m) Mean±SEM rs between motion energy and BBP (blue) or between 

subjective rating and BBP (orange) for the 6 consecutive bins of 333 ms during the movie. All statistics are two-tailed 

parametric t-tests against zero, because rs values were normally distributed (all Shapiro-Wilk p>0.05). Values are indicated 

in the table above each panel for each time-bin of ⅓ s. FDR correction is over the 6 bins. No rs-to-z transform was used 

because the rs values were in the range -0.5<rS<0.5 for which r and z values are extremely similar. (n) As in (m), but partial 

correlations: rS(BBP,motion|rating) in blue and rS(BBP,rating|motion) in orange. 

 

Having observed differences in the temporal profiles of intensity coding for Hands and Faces, we next 

assessed whether these differences could arise from the timing of different intensity cues depicted in 

the two video types. We first subjected our stimuli to more detailed, time-resolved analyses to describe 

the temporal evolution of the motion information in the Hand videos, and the motion and the shape 

information in the Face videos. Motion information for both Hands and Faces was quantified based on 

pixel-based intensity changes across consecutive frame pairs. Shape information for Faces was 

estimated using an automated face analysis software to extract the two most reliable shape features of 

painful facial expressions:  how lowered the eye-brows and how tightened the eye-lids are (facial 

Action Units AU4 and AU7, respectively, Fig. 3a, Kunz et al., 2019). Appendix 1 indicates that for 

Faces, static shape information was sufficient to explain video ratings, while for Hands, the shape 

information was not. 

 

Leveraging the high temporal resolution of our iEEG recordings, we next asked whether the motion or 

the shape information better matches the timing of our intensity coding for Faces in the insula. Figure 

3a shows shape information increases towards the end of the movies with rating intensity. Comparing 

the timing of intensity coding for the Face in the insula BBP (purple bar in Fig. 2g and 3a) with the 

timing of the shape information for Faces (separation between the curves in Fig. 3a) shows a nice 

correspondence, with both BBP and shape information being highest toward the end of the movie. 

Furthermore, a partial least squares regression (PLSR) analysis indicated that the time course of shape 

information could predict the rating of our patients with very high accuracy (Fig. 3d). Regarding 

kinematics, we calculated the changes in pixel-values across consecutive frames to track the timing of 

motion (Fig. 3b), and this information could also predict the rating of our patients with high accuracy 

for Faces (Fig. 3e). Comparing the timing of intensity coding in the insula for Faces (purple bar in Fig. 

2g) with the timing of motion information (separation between the curves in Fig. 3b) shows that 

intensity coding maximizes when motion information has already declined significantly. 

 

We complemented these observations with a quantitative approach that estimates how the neural 

intensity coding lags behind the shape or motion information (Fig. 3g,h,j,k). If motion were, for 

instance, the driver of neural response to Face stimuli, we would expect that when motion information 
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increases, neural responses should start increasing within ~200 ms, given typical latencies in the insula 

for facial expressions (Chen et al., 2009; Cornwell et al., 2008; Krolak-Salmon et al., 2003; Meeren et 

al., 2013) or other painful or non-painful sensory stimulations (Bastuji et al., 2018, 2018; Kobayakawa 

et al., 1996; Liberati et al., 2020, 2016; Taniguchi et al., 2022). Thus, we conducted correlation 

analyses to test how much the temporal profiles of shape or motion information are associated with 

the temporal profiles of intensity coding at various lags. Note that to directly contrast the predictive 

power of the shape and motion information, we used partial correlations. For Faces, partial correlations 

were positive for shape from 40-320 ms and for motion from 560-1000 ms (Fig. 3j,k). As discussed in 

more detail in the discussion, given typical insular response onset latencies, intensity coding for Faces 

in the insula is more likely to be primarily triggered by shape information. 

Rating-related Motion Information Could Drive Hand Intensity Coding 

 

Motion energy is also a reliable predictor of pain intensity ratings for Hands (Fig. 3f). In our Hand 

videos, motion occurs at two time points: early, when the belt is lifted up, and then again, around the 

moment when the belt hits the hand (Fig. 3c). Pain, however, occurs only at the second point in time. 

This allows us to explore whether the insula is coding movement in general, or movement that is 

associated with pain more specifically. We thus divided the two seconds of the Hand movies in 6 

segments, and asked, for each segment, how well BBP relates to motion energy in the same segment 

(Fig. 3m,n). Over the 85 channels, we had evidence of absence for a relationship during the neutral 

period that contained the period during which the belt was seen to move upwards (all BF10<1/3), and 

evidence for a relationship during the first 666 ms of the pain period when the belt is seen to slap the 

hand (both punc<0.003, or pFDR<0.018 corrected for 6 bins, both BF10>8.8). Indeed a repeated measures 

ANOVA comparing the correlation values across the 6 bins confirms that the relationship between 

motion energy and BBP changes as a function of time (F(5,420)=2.9, p=0.014, BFincl=1.52). This shows 

that the BBP response in the insula does not code motion in general, but motion at a time when it is 

relevant, here to assess the pain intensity. Next, we asked whether subjective rating or motion energy 

was the best predictor of BBP across the 6 bins (Fig. 3m,n). Rating per se was an even better predictor 

of BBP than motion energy (rmANOVA, 2 predictor x 6 bin, main effect of predictor: F(1,84)=23, 

p=7x10-6, BFincl=13473). Interestingly, using partial correlations, we see that the correlation between 

rating and BBP remains highly significant when seeing the belt hit the hand even after removing what 

can be explained by motion energy, but we have evidence for the absence of a correlation between 

motion energy and BBP if removing the variance explained by rating (Fig. 3n). Together, this data 

supports the idea that the insula could employ motion to encode the painfulness in our Hand videos, 

but does not respond to simply seeing the motion of the belt, and that subjective rating of intensity 

appears to mediate the relationship between motion and insular response. 

 

We also conducted the same lagged correlation analysis for Hands, as described for Faces above: that 

is, calculating the correlation coefficients between the temporal profile of the motion information and 

the temporal profile of intensity coding for Hands at various lags (Fig. 3i,l). This analysis showed that 

intensity coding in the insula lags behind the motion information in Hands by 0-80 ms (Fig. 3l). 
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The Insula Contains a Surprising Number of Intensity Coding Locations with Stimulus 

Preference 

 

 
 

Figure 4. The relationship between Hand and Face intensity coding in the insula broadband activity. (a) 

Topographical maps of BBP-rating correlation coefficients for Hands and Faces in the early and late periods. Each circle 

is one of the recording sites (as in Fig. 1c), with filled circles indicating locations with significant correlation coefficients 

(p1<0.05). (b) Classification of recording locations based on their Hand (early period) and Face (late period) intensity 

coding. Bipolar recordings in the gray zone (n=5) significantly co-represent intensity for Hands and Faces (both p1<0.05, 

i.e., beyond dashed line). Recordings in the purple (n=6) and in the green (n=10) zone represent intensity coding preference 

for Faces or Hands, respectively (i.e., p1<0.05 for Hands and BF+0<⅓ for Faces, and vice versa). (c) Location of all 85 

bipolar recordings, color-coded by stimulus preference as described in (b). Note that locations Hand and Face without 

further specification are those with rS values for at least one of the stimulus types falling between the dashed and dotted 

lines, thus providing inconclusive evidence and showing neither significant dual coding, nor evidence of absence. (d) 

Correlation coefficients for Hands and Faces separated by coding characteristics in (b) for all patients together (left) and 
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for an exemplary patient (right). pbino refers to the likelihood to find the observed number of locations in that quadrant using 

a binomial distribution as detailed in Methods. (e) The left two panels depict the average correlation coefficients, together 

with corresponding resampling null distributions, as a measure of the accuracy of decoding intensity ratings using the 

partial least square regression (PLSR) beta coefficients of BBP in the early period for Hands and in the late period for 

Faces. The right panels are similar to the left panels, but show the accuracy of cross-decoding, that is, predicting Hand 

ratings from the Face BBP and vice versa. The dotted lines indicate 95th  percentiles of the resampling null distributions. 

 

We next focused on how individual recording sites in the insula reflected perceived intensity. In the 

Early Period, for Hands, 21/85 (25%) showed significant intensity coding (rating-BBP correlations, 

n=60 trials, all rS(58)>0.219, p1<0.046), which was above chance (Binomial, 21/85 at alpha=0.05, 

p1=9x10-10, BF+0=2x107). In contrast, for Faces, only 3/85 (4%) showed intensity coding in the Early 

Period, which is expected by chance (Binomial p1=0.804, BF+0=0.03). During the Late Period, above 

chance numbers of recordings showed intensity coding for Hands (14/85, 17%, p1=8x10-5, 

BF+0=201.41), and the same was true for Faces (15/85, 18%, Binomial p1=2x10-5, BF+0=808.49; Fig. 

4a). 

 

If the insula simply represents salience, one might expect a tight association between intensity coding 

for Hands and Faces, and an above chance number of locations showing dual intensity coding for both 

Faces and Hands. In contrast, if the insula also represents more specific information, we would expect 

above-chance numbers of locations with intensity coding for Faces, but not Hands and vice versa. 

Statistically, we infer the presence of intensity coding based on rS>0, p1<0.05, like elsewhere in the 

manuscript, and its absence using Bayesian statistics (Keysers et al., 2020), with BF+0<⅓. Plotting 

each bipolar recording’s rS values on an x-y plot, with x representing rS for Hands and y for Faces, 

with dashed and dotted lines at critical rS values corresponding to p1<0.05 and BF+0<⅓, we define 9 

quadrants, three of which are of conceptual importance (Fig. 4b): those of locations with dual intensity 

coding (i.e., p1<0.05 for Faces and Hands), those with intensity coding preference for Faces (i.e., 

p1<0.05 for Faces, but BF+0<⅓ for Hands) and those with intensity coding preference for Hands (i.e., 

p1<0.05 for Hands, but BF+0<⅓ for Faces). We then used binomial tests to compare the proportion of 

locations falling in these three quadrants against chance, and found that all three quadrants contain 

more locations than expected by chance (Fig. 4d). Indeed even within a single patient, amongst 

simultaneously recorded channels, we find above chance numbers of channels with Face coding and 

with Hand coding preference (Fig. 4d). Also, calculating the association between intensity coding 

across Hand and Face through a simple correlation of the respective r values, confirms the presence of 

a significant but weak, and barely worth mentioning (in a Bayesian sense) association (rK=0.131, 

p1=0.038, BF+0=1.27). Together, this shows the insula is a patchwork, with some locations representing 

the Hand but not the Face, others the Face but not the Hand, and a small number finally representing 

both in terms of intensity coding. The spatial distribution of these locations is shown in Fig. 4c. 

 

In addition, we used a multivariate partial least square regression (PLSR) approach to assess how well 

the pattern of BBP across the insula can predict participants’ pain ratings. BBP across the 85 sites in 

the Early Period for Hands can be used to predict the patients’ average rating of the stimulus with 

reasonably high accuracy (n=10 trials since 1/3 of the 30 unique videos were used for testing decoding 

performance for each randomization, rP(8)=0.575, p1=9x10-4 based on reshuffled distribution), and BBP 

in the Late Period for Faces with almost significant accuracy (rP(8)=0.331, p1=0.058, Fig. 4e). A direct 

comparison of the performance of the two PLSR indicates that the performance was higher for Hands 
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than for Faces (non-parametric test across the decoding performances, W=944605, p2=9x10-260, 

BF10=7x1039). To test if intensity was encoded through similar patterns for the two stimulus types, we 

repeated the analyses training the PLSR on one stimulus type and testing it on the other. We found 

above-chance cross-decoding in both cases (Hand->Face: rP(8)=0.343, p1=0.029; Face->Hand: 

rP(8)=0.389, p1=0.023; Fig. 4e). However, when the 5 contacts that significantly co-represented 

intensity for both Hands and Faces (black dots in Fig. 4c) were excluded from the analyses, the cross-

decoding accuracy fell to insignificant levels (Hand->Face: rP(8)=0.175, p1=0.153; Face->Hand: 

rP(8)=0.185, p1=0.149). These findings corroborate the above results, indicating that perceived intensity 

is reflected in the insula as a mixture of Hand-but-not-Face, Face-but-not-Hand, and Hand-Face 

common representations. 

Intensity Coding for Hands Increases Anteriorly as in a Similar fMRI Experiment 

 

 
 

Figure 5. The relationship between the insula broadband and BOLD activity during pain intensity ratings. (a) 

Correlations (rK) between MNI coordinates and BBP intensity coding, separately for Hands (green) and Faces (purple). 

Bold numbers mark evidence for (BF10>3) or against (BF10<1/3) a significant correlation. Statistical values were obtained 

by correlating separately the x, y or z coordinate of each bipolar recording with the rS(BBP,rating) of each recording over 

all 85 recordings. Tau refers to Kendall’s Tau, p2 and BF10 the two-tailed probability and BF based on H0:Tau=0. (b) 

Results of the regression analysis between resting state connectivity and intensity coding for the 85 bipolar recording 

coordinates for Hands. Significant positive and negative regression values are indicated by warm and cold colors 

respectively. Results are corrected at the cluster-level at pFWE<0.05 using initial cluster-cutting at punc<0.001, t(82)=3.19, 

and then setting the minimum cluster-size to FWEc=772 as determined by the random field theoretical calculation in SPM. 

The detailed results of this analysis are provided in Figure 5-source data 1. (c) Mean±SEM of the predictive performance 

of a PLSR trained to predict ratings based on the pattern of BOLD activity across all voxels in the insula for different 

ratings. A leave-one-out cross-validation was used, and each circle represents the rK between the predicted and actual rating 

for each left out participant, and the p1 and BF+0 values then test these n=23 correlation values against zero using a non-

parametric test. Results are shown separately for Hand and Face trials and using 2 or 3 PLSR components separately. (d) 

Topography of intensity coding for the Hand (left) and Face (right), as assessed at the group level, by the parametric 
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modulator capturing changes in BOLD activity that correlate with trial-by-trial differences in participant’s ratings. T values 

testing the parametric modulator >0 at the group level are shown as a function of y and z coordinate in the insula mask. 

For each coordinate, the maximum value across all x-coordinates within the two insulae is indicated. (e) Correlation (rP 

because of normality) between the t value of the parametric modulator for the rating in the fMRI BOLD responses (x-axis) 

and the BBP intensity coding (computed in the early period for the Hand, green; late period for the Face, purple) in the 

iEEG signal (y-axis) for each of the 85 contact locations. Note that for the fMRI signal, the value is taken from the voxel 

closest to the MNI coordinates of the corresponding contact in the iEEG signal. (f) Same as (e) but for the difference 

between Hand and Face coding, calculated as the Hand-Face difference in the correlation between BBP and rating for the 

iEEG, and the t-value of the paired comparison between the parametric rating modulator for Hand-Face in the fMRI data.  

 

To examine the spatial distribution of intensity coding, we examined the relationship between MNI 

coordinates of the bipolar recordings and intensity coding (i.e., rS(BBP,rating), Fig. 5a). The only 

significant association was that more anterior recordings (i.e., more positive y-coordinates) have higher 

Hand intensity coding. Interestingly, we found evidence against a right-left difference (i.e., BF10<⅓ 

for x-coordinates) for the Face and Hand, providing moderate evidence against a left-right 

lateralization. To exclude that this finding could be driven by differences across patients, we also 

performed a random intercept mixed linear model using x, y and z coordinates as predictors of Hand 

intensity coding (without interactions) with patients as random nesting variables. This analysis 

confirmed the y coordinates predict intensity coding for Hands (X: F(1,79.23)=0.02, p2=0.881; Y: 

F(1,80.97)=13.23, p2=5x10-4; Z: F(1,73.95)=0.17, p2=0.685). 

 

To better understand the origin of the anterior gradient for intensity coding for Hands, we performed 

a regression analysis between intensity coding of the 85 insular recording locations (for Hands and 

Faces separately) and resting state connectivity seeded at corresponding MNI locations in Neurosynth 

(Yarkoni et al., 2011). Insular locations with higher Hand intensity coding had higher resting state 

connectivity with the left anterior insula and ventral prefrontal cortex (including BA44/45, OP8/9, 

Fp1), with the right frontal orbital cortex; with the bilateral cingulate (incl. BA24/33); and the right 

cerebellum (Crus I and lobules VI, VII and VIII, Fig. 5b and Fig. 5-source data 1). In line with the lack 

of spatial gradients for Faces in the insula of our patients, examining which voxels had higher resting 

state connectivity with insular locations with higher Face intensity coding did not yield any significant 

voxels (all punc>0.001). 

 

Finally, we leveraged existing unpublished fMRI data from our lab to  test whether the spatial gradient 

observed in the iEEG data resembles  the spatial distribution of BOLD signals in the insula correlating 

with intensity ratings . Twenty-three independent healthy volunteers participated in the fMRI-adapted 

version of the rating task. As for the iEEG experiment, participants were asked to rate Hand and Face 

2 s videos on painfulness. The stimuli depicted the same actor as in the iEEG experiment and were 

made following the same procedure. To test whether the pattern of BOLD activity in the insula can be 

used to predict the ratings of the participants, we defined eight separate regressors in each participant,  

capturing all trials that participants rated with intensity 0-2, 3-4, 5-6 or 7-8, separately for Hand and 

Face trials. We then performed a partial least-square regression with either two or three components 

using all voxels in the insula to predict the intensity rating. A leave-one-out cross-validation was used, 

and the correlation between the predicted and actual rating for each left out participant was compared 

against zero. This confirmed that BOLD activity in the insula can be used to predict the perceived 

intensity for Hands (one sample t-tests for 2 components: t(22)=3.42, p1=0.001, BF+0=32.32 and 3 
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components: t(22)=2.88, p1=0.004, BF+0=10.95) and Faces (one sample t-tests for 2 components: 

t(22)=2.78, p1=0.016, BF+0=3.61 and 3 components: t(22)=3.86, p1<0.001, BF+0=81.35) (Fig. 5c), and 

performance did not differ across Hands and Faces (paired t-test comparing the leave-one-subject out 

performance for Hands and Faces, with 2 components, t(22)=0.675, p2=0.507, BF10=0.27; 3 

components: t(22)=-0.39, p2=0.700, BF10=0.23). To compare the spatial pattern of intensity coding 

across the iEEG and fMRI data, we defined separate regressors for the Hand videos, Face videos, 

rating-scale and button-presses, and used the trial-by-trial ratings given by the participants as 

parametric modulators, one for the Face and one for the Hand trials, on the respective video regressor. 

For both Hands and Faces, visually inspecting Figure 5d reveals a gradient along the y axis with more 

anterior locations showing stronger, and more positive associations between BOLD activity and rating. 

For Hands, across our 85 bipolar recordings in the patients, locations with higher BBP intensity coding 

in iEEG also show higher t values comparing the parametric modulator for rating against zero in the 

BOLD signal (Fig. 5e). For Faces, on the other hand, we found evidence of absence for an association 

of the two measures (Fig. 5e). Finally, we also found that locations that had a stronger preference in 

their intensity rating for Hand over Face in the iEEG, also had a stronger preference in the fMRI data 

(Fig.5f). 
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The Insula Contains Neurons with Intensity Coding for Hands and/or Faces 

 

INTRACRANIAL HUMAN RECORDINGS REVEAL INTENSITY CODING FOR THE PAIN OF OTHERS IN THE INSULA

88



 

Figure 6. Intensity coding in the insula single-units and the corresponding broadband activity.  (a-h) Left (Face) and 

right (Hand) columns display, for each single-unit, the rastergrams and peri-stimulus time histograms (PSTH) for 8 cells 

that showed intensity coding for at least one stimulus type. For the PSTH, each curve represents the Mean±SEM of the 

firing rate in each bin for trials with the corresponding rating. Not all patients gave all possible ratings in each condition. 

For the rastergram, trials are sorted in order of rating, with the highest ratings upmost. The colorbar next to the rastergram 

indicates the rows corresponding to each rating. p1 and BF+0 values result from a one-tailed test of the Kandell’s Tau 

between rating and spike-count in the pain period (marked by the dashed lines). *: significant intensity coding (p1<0.05), 

t: trend (p1<0.1), X: evidence of absence for a positive intensity coding (BF+0<1/3). The x-axis (time) is relative to the 

movie onset. The color bar on the leftmost side indicates from which patient the data is taken. Middle columns show the 

BBP averaged over the pain period for the microelectrode (from which the corresponding single-unit was extracted) as a 

function of rating where boxplots show variance across trials. The box and whiskers represent the quartiles across trials, 

and the p1 and BF+0, the Kendall’s Tau test of the association of rating and BBP. Note that cells c and d were taken from 

the same microwire, and therefore have only one BBP graph. 

 

The insula thus displays intensity coding in a broad frequency range, including locations with Hand-

but-not-Face or Face-but-not-Hand intensity coding, as well as locations showing intensity coding for 

both stimulus types. To explore this representation at the level of single neurons, we analyzed the 

microelectrode data from the 3 patients (patients C, D, and E) that had microwires in the ventral 

anterior insula (pluses in Fig. 1c). Spike sorting resulted in a total of 28 candidate neurons. From these, 

13 showed more spikes during the pain period than the pre-stimulus baseline. Amongst those, 8 show 

intensity coding for Faces and/or Hands (Fig. 6), with significant Kendall’s Tau correlations between 

perceived intensity (1-2, 3-4, 5-6, 7-8) and spike count during the pain period (1–2 s post-stimulus 

onset) for at least one stimulus type: 4/8 for Faces and 5/8 for Hands (Binomial test, Face: p1=0.003, 

BF+0=27; Hands: p1=3x10-4, BF+0=282). Considering the p1 value for the intensity coding, two cells 

(a,b) showed intensity coding for both Hands and Faces, 3 (c-e) only for Hands, and 3 (f-h) only for 

Faces. If we additionally consider the BF+0 values below ⅓ as evidence for the absence of coding in 

the other stimulus type, we find 3 Hand-but-not-Face coding  cells (c,d,e) and 2 Face-but-not-Hand 

coding  cells (g,h). Importantly, within patient D, we observe the co-existence of Hand-but-not-Face 

(c,d) and Face-but-not-Hand intensity coding (g). 

 

To explore how spiking relates to BBP, we analyzed the BBP from the 10 microelectrodes that yielded 

the 13 cells showing stimulus triggered responses. Using Kendall’s Tau correlations between BBP (20-

190 Hz) and  patients’ intensity ratings (1-2, 3-4, 5-6, 7-8), and comparing these results with the coding 

of the cells on the same wire reveals a relationship between the two. For Hands, 2/3 microelectrodes 

that yielded cells with intensity coding also showed significant association between ratings and BBP 

(Fig. 6a,c,d). Indeed, intensity coding (i.e., correlation between intensity rating and spiking/BBP) were 

significantly correlated across the 10 microwires (rK=0.57, p1=0.012, BF+0=7.69). For Faces, only 1/5 

microelectrodes with spike intensity coding cells showed significant intensity coding in the BBP, and 

2/5 showed a trend. Across the wires, there was a trend towards an association between the intensity 

coding in the spikes and BBP (rK=0.34, p1=0.088, BF+0=1.63). 
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Discussion 

 

Here we characterize how the insula’s iEEG activity encodes the intensity of other people's emotions, 

using pain as an important category. LFPs indicate that neural activity in the insula within a broad 

range of frequencies, including the conventional theta, beta and gamma frequency bands, scales with 

the perceived intensity of pain expressed by others. Interestingly, the insula only appeared to be 

recruited once the perceived pain level was at least moderate: activity was increased for moderate (5-

6) compared to mild (3-4) and for severe (7-8) compared to moderate. However, activity for mild pain 

(3-4) was not significantly increased compared to minimal pain (1-2), or baseline activity. This echoes 

a recent finding that BBP activity in the insula is selectively increased only once thermal stimulation 

is consistently painful (Liberati et al., 2020).  Furthermore, we isolate a small number of insular 

neurons increasing their firing with increases in the intensity of pain experienced by others.  

 

As mentioned in the introduction, BOLD signals can dissociate from neural spiking (Boynton, 2011; 

Maier et al., 2008). Just as V1 BOLD signals fluctuate with perception while spiking in V1 does not 

(Maier et al., 2008), the observation that BOLD signals in the insula fluctuate with perceived pain 

intensity alone cannot guarantee that neuronal spiking in the insula does. The insula’s BOLD signal 

could instead fluctuate with perceived intensity simply as a result of feedback synaptic input from 

other brain regions that encode perceived intensity (e.g., area 24 in the cingulate gyrus; Carrillo et al., 

2019). The foremost impact of our broadband gamma and spiking data is thus to provide what is 

arguably the first evidence that the intensity of other people’s pain is indeed locally encoded in the 

activity of neurons in the insula. 

 

The human insula has been in the focus of pain neuroscience as part of the pain matrix recruited by 

first-hand experience of pain (Ingvar, 1999). In this tradition, neuroimaging evidence for activation of 

the insula while witnessing pain experienced by others has led many to suggest it may represent a 

neural basis for empathy for pain (Bernhardt and Singer, 2012; Jauniaux et al., 2019; Lamm et al., 

2011; Timmers et al., 2018). However, the insula is also recruited by a variety of tasks beyond 

nociception and pain empathy, including other affective states, sensorimotor functions, and decision-

making under uncertainty (Craig, 2002, 2009; Uddin, 2015; Uddin et al., 2017). With so many tasks 

recruiting the insula, the idea has become popular that it may play a key role in attaching salience to 

behaviorally important stimuli (Legrain et al., 2011; Uddin, 2015; Uddin et al., 2017; Zaki et al., 2016). 

In the present study, we do not intend to (and cannot) address the selectivity of the insula for the pain 

of others over other emotions, and we do not claim the neural responses we report are pain-specific. 

Instead we characterize how the insula’s iEEG activity encodes the intensity of other people's 

emotions, using pain as an important category, and use the agnostic terminology of ‘intensity coding’, 

rather than ‘pain intensity coding’ throughout the paper to refer to recording sites. That the insula’s 

broadband activity correlated with motion energy in our Hand stimuli only while the motion was 

associated with pain (during the slapping), but not while motion was innocuous (during the initial belt-

lifting), shows that the effects we measured cannot be reduced to visual motion detection. That 

perceived intensity was mediating the association between motion and broadband activity further 

speaks against an interpretation of our results as reflecting unspecific motion processing. Future 

experiments using a wider gamut of control stimuli, that are matched in motion but differ in emotions 
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will be critical to address the specificity of the responses we describe, and hence, what state they could 

reliably signal (Zaki et al., 2016). For the Hand stimuli, this could include seeing hands experience a 

range of different salient affective experiences, such as a hand being hurt, being caressed and being 

rejected in addition to a neutral hand-shake (Meffert et al., 2013), or the actor in our Hand movies 

could have been asked to reposition their hand after each slap. For the face, this could include 

disgusted, angry, fearful, and happy facial expressions matched for motion. In general, using multiple 

actors and painful hand interaction could help characterize how intensity coding in the insula is 

influenced by details of the stimuli that convey it, including the identity and gender of the actor, and 

how well our results generalize to other stimulus sets (Yarkoni, 2020).  

 

An important, and somewhat related question has been whether pain or salience cues are represented 

in a modality-specific or modality-general manner in the insula. fMRI studies have shown that the 

anterior insula is coactivated with different brain regions depending on whether the pain of others is 

conveyed via indirect cues or via the actual body part, such as the hand, that directly receives the 

noxious stimulation (Gallo et al., 2018; Jauniaux et al., 2019; Keysers et al., 2010; Lamm et al., 2011; 

Timmers et al., 2018). Here, we provide electrophysiological measures of neural activity that speak to 

that issue. We focus on the broad-band gamma signal known to have comparatively high spatial 

specificity and be closest to neural spiking (Bartoli et al., 2019; Buzsáki et al., 2012; Miller et al., 

2014), and find a mixed organization, consisting of modality-specific and -general locations in a 

partially intermixed layout. That is, we found locations with broadband activity and spiking associated 

with perceived intensity for the Hand, but not the Face; others associated with the Face, but not the 

Hand; and others still associated with perceived intensity for both. This echoes findings in recent fMRI 

studies that show that at the level of BOLD response within the insula, some voxels encode intensity 

for both hand and face stimuli, while some only significantly contribute to intensity coding for one 

stimulus type (Zhou et al., 2020).  

 

Leveraging our high temporal and spatial resolution, we found that locations showing intensity-coding 

for the Hand stimuli have activity timing which echoes that of pain-related motion cues, albeit with 

somewhat unusually short latencies <100 ms, and that the association of motion energy and broadband 

activity is mediated by the perceived intensity. Such short latencies are below what is typically reported 

for the onset latency to sensory stimuli in the insula, with most studies showing latencies above 80ms 

for most sensory stimuli(Bastuji et al., 2018, 2016; Chen et al., 2009; Cornwell et al., 2008; Krolak-

Salmon et al., 2003; Liberati et al., 2020, 2016). A particularity of our movie stimuli, however, is that 

seeing the belt descend upon the hand provides the brain with the kind of temporal context that is 

known to trigger predictive processes that reduce the response latency of neurons substantially 

compared to stimuli presented in isolation (Perrett et al., 2009; Reddy et al., 2015). Such predictions 

could help explain the short latencies we observe here. Locations that show intensity coding for the 

Face appear to have activity echoing the timing of shape information, with latencies in the 40-320 ms 

range. These latencies are in a range similar to those found in other, mainly non-invasive studies using 

facial expressions in the insula (Chen et al., 2009; Cornwell et al., 2008; Krolak-Salmon et al., 2003; 

Meeren et al., 2013).  Using automated software to detect the level of activation of the facial action 

units 4 and 7 (i.e., lowering the eye-brows and tightening the eye-lids), we find that this action unit 

information suffices to predict participants’ rating of the stimuli with high accuracy, and follows the 

time course of the neural activity in the Face intensity encoding locations well enough to suggest that 
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it provides traction on the analyses of dynamic pain-related facial expressions. On the other hand, the 

long neuronal lags we revealed for the facial motion information, with the earliest significant 

associations occurring 560ms after the motion information, are unusually long for the start of responses 

to sensory stimuli in the insula, as the onset latency for visual, auditory, tactile or nociceptive responses 

are usually well below 560ms (Bastuji et al., 2018, 2016; Chen et al., 2009; Cornwell et al., 2008; 

Krolak-Salmon et al., 2003; Liberati et al., 2020, 2016) - although insular activity can persist into such 

longer intervals (Meeren et al., 2013; Taniguchi et al., 2022). Together this suggests that shape 

information is more likely than motion information to be the primary driver of the intensity-coding to 

our facial stimuli. 

 

An important consideration is whether preference for Face or Hand stimuli in specific locations could 

simply originate from some participants finding our facial stimuli more salient, and others the hand 

stimuli, particularly, given that our patients rated the Hand stimuli with slightly higher pain intensity 

than our Face stimuli. That we find Face and Hand preference side-by-side in simultaneously recorded 

locations and neurons in single patients suggests that this cannot suffice to explain our data. This is 

because if a patient were to find Hand stimuli more salient than Face stimuli, and the insula simply 

codes saliency, we would expect to find Hand-but-not-Face intensity coding in that patient’s insula, 

but we wouldn’t expect to find side by side locations with Hand-but-not-Face  and Face-but-not-Hand 

coding. This also makes it unlikely that broadband activity simply reflects categorization uncertainty 

(Grinband et al., 2006). Indeed, it would be uneconomical for all insular neurons to redundantly encode 

the same exact signal of salience or categorization uncertainty. Our findings instead suggest that 

different locations might encode behaviorally relevant (and hence salient) information about the 

intensity of the pain of others with some degree of specialization for a particular type of information 

(Hand vs Face). The insula intensity coding we measure could have a dual function: help perceive the 

intensity of other people’s emotions and tag intense emotions as salient, thereby reconciling the notion 

that it contributes to empathy and to saliency. One peculiar observation in our data is that broadband 

power for the Hand stimuli did not increase monotonically as a function of reported pain intensity, but 

in a J shape, with higher power for the lowest than second lowest rating. Some have argued that the 

insula may be part of an active inference circuitry in the brain that learns to predict emotionally relevant 

states and stimuli (Seth and Friston, 2016). In such a perspective, a J shaped response curve could 

reflect a combination of underlying neurons representing the intensity of other people’s emotions (with 

a monotonic increase in activity) and others representing the prediction error (which for randomly 

presented intensities would have a U shape centered on the average intensity). Future experiments 

could contrast responses to a given pain intensity in blocks of high and blocks of low average presented 

intensity to disentangle the effect of observed and expected intensity on neural responses in the insula 

and shed further light on this predictive component.   

 

On the other hand, we also found evidence that some locations and cells represent intensity coding for 

both the Hand and the Face stimuli. In addition, if we train a partial least square regression to predict 

perceived intensity from the activity pattern across all recorded locations, we find that training the 

decoder on Hand activity pattern and testing it on Face activity patterns (or vice versa) leads to above 

chance decoding. This confirms that the insular representation of intensity can support stimulus 

independent decoding - despite our partial least square regression not being biased to focus on signals 

that do generalize well across stimulus types. This provides an electrophysiological basis for recent 
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fMRI studies that show that stimuli depicting situations in which others’ experience is painful or not 

can be discriminated using the same pattern across hand and face stimuli (Zhou et al., 2020). 

 

In addition to the broadband results we report in detail, we find that theta power increases with 

perceived intensity. Given a growing animal literature establishing that interareal theta synchronization 

promotes learning about threats (Likhtik et al., 2014; Likhtik and Gordon, 2014; Taub et al., 2018; 

Tovote et al., 2015), examining the coherence in the theta range across iEEG electrodes in different 

brain regions during pain observation may in the future shed light on how humans learn about safety 

through others.  

 

Spatially, we found that Hand intensity coding was enriched in the anterior dorsal insula, where we 

also found the largest proportion of locations encoding both Hand and Face intensity. This anterior 

bias was also observed in our BOLD signal for similar hand stimuli. A recent meta-analysis identified 

that the most consistent BOLD activations when observing limbs in painful situations within the insula 

occur bilaterally around MNI coordinates y=13 and z=10 (Jauniaux et al., 2019), which closely 

matches where we find the highest density of Hand intensity coding (Fig. 4a). Interestingly, locations 

with higher Hand intensity coding have increased connectivity at rest with extra-insular regions 

involved in processing two relevant stimulus dimensions. Connectivity was higher with cerebellar 

lobules VI, VII, and VIII, and with the inferior frontal gyrus, all of which are recruited by (Abdelgabar 

et al., 2019; Caspers et al., 2010; Gazzola and Keysers, 2009) and necessary for (Abdelgabar et al., 

2019; Keysers et al., 2018; Pobric and de C. Hamilton, 2006) perceiving the very kinematics of hand 

actions we find to be good predictors of BBP activity in the current study. Connectivity is also higher 

with the mid- and anterior cingulate cortex, which is associated with pain witnessing in humans 

(Jauniaux et al., 2019; Lamm et al., 2011; Timmers et al., 2018) and contains neurons with pain 

intensity coding in rats witnessing the pain of other rats (Carrillo et al., 2019). 

 

With respect to Faces, somewhat surprisingly, we did not find a clear spatial clustering of intensity 

coding in our electrophysiological data. Overall, our ability to decode perceived intensity from our 

Face stimuli was also lower than that from the Hand stimuli. In that context, it is important to reflect 

on the fact that, despite our efforts to match the perceived intensity based on previous data (Gallo et 

al., 2018), patients (and to a lesser extent an age and gender matched control group) perceived the 

Hand stimuli as more intense than the Face stimuli. Given that responses were strongest for the highest 

rating, and that this rating was given more rarely for Faces than Hands, this difference could have 

contributed to making our Face results less consistent. At the same time, the variance in rating, a critical 

factor for determining the efficiency with which a regression can detect the presence of a rating-BBP 

relationship, did not differ across Hand and Face. Together, this difference in perceived intensity 

cautions us against overinterpreting the lack of detectability of a topographic organization of responses 

to Faces. Indeed, in our BOLD data, where decoding performance was similar for Hand and Face 

stimuli, Face intensity coding also had a clear spatial organization, being stronger more anteriorly, and 

meta-analyses show the left anterior insula to be reliably recruited by the observation of painful facial 

expressions (Jauniaux et al., 2019). However, that we found fewer locations and less reliable spatial 

organization for Face than Hand intensity coding dovetails with recent meta-analyses of the fMRI 

literature showing that the insula is more reliably recruited by the sight of limbs than by painful facial 

expressions (Jauniaux et al., 2019; Timmers et al., 2018). Indeed, that we find a macroscopic 
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organization of intensity coding for the Hand, but not the Face, is echoed at the mesoscale: microwires 

with cells with Hand intensity coding also tend to show Hand intensity coding in the BBP signal that 

is thought to pool the spiking of many neighboring neurons, but the same is not true for the Face. In 

terms of lateralization, we find that our data is more likely if one assumes that both hemispheres have 

similar intensity coding, than if one hemisphere were dominant. This echoes the fact that during 

noxious stimulation of the right hand, both insulae show significant iEEG responses (although slightly 

stronger in the left insula; Liberati et al., 2020), and that fMRI fails to find robust lateralization of 

responses to empathy for pain (Jauniaux et al., 2019; Timmers et al., 2018). 

Materials and Methods 

iEEG Experiment 

Participants 

 

Patients 

 

Group 
Sample Size 

(n) 

Age (M±SD 

years) 
Age-Matched Gender (M/F) 

Gender-

Matched 

Epileptic 

Location Score 

Patient 7 34.3±9 Mann-Whitney 

U Test, p=0.7, 

BF01=3.6 

3/4 Multinomial 

Test, p=0.7, 

BF01=7.3 

A=1, B=1, C=3, 

D=3, E=1, F=3, 

G=2 

Control 93 33.7±9 38/55 N/A 

 

Table 4: Participants’ demographics and epileptic status. Our 7 patients were matched in Age and Gender to the online 

control group from which we obtained normative movie ratings. The last column indicates the post-operative status of our 

patients. Three patients had other brain regions than insula surgically removed, and afterwards had no more attacks (marked 

with 1), suggesting that the foci were clearly outside the insula. One patient had a region other than the insula surgically 

removed, because the monitoring had suggested that the foci was outside of the insula, however, the patient continued to 

have post-surgical attacks (marked with 2). For three patients, no surgery was performed because there was no clear link 

between electrode locations and epileptic attacks (marked with 3). 

 

Depth electrode recordings were collected from 9 epileptic volunteers, admitted at the Amsterdam 

UMC to localize seizure origin. Patients received initial study information from the neurosurgeon and 

provided informed consent to the experimenter before the surgery occurred. Our single session 

experiment started on average 4 days after surgery (std = 1.89 days). Preliminary analyses indicated 

that the pain rating performance of two patients (Xs in Fig. 1e) for face videos were significantly poorer 

compared to an age- and gender-matched healthy control group. Hence, these two patients were 

excluded from all analyses, which yielded a final sample of  seven patients (4 females, 34.3y±9std, 

Table 4). The study was approved by the medical ethical committee of the Vrije University Medical 

Center (protocol 2016/037) and each patient signed a written informed consent according to the 

Declaration of Helsinki. 

 

Clinical investigation revealed that for all our patients, the epileptic incidents did not appear to 

originate around the electrode contacts in the insula that we analyzed here. In addition, for four of 
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them, recordings pointed to origins of the epilepsy to be clearly outside the insula, leading to the 

surgical removal of extra-insular regions (Table 4). Finally, for the remaining 3, no clear origin for the 

epilepsy could be localized, but there was no indication that the insula was involved in the initiation 

of the attacks. 

 

Control participants in the online video rating task 

To assess whether the behavior of the patients was representative of the general population, we 

compared patients’ ratings with those of ninety-three volunteers (54 females, 32.7y±9std), who took 

part in an online version of the video pain rating task. The matching with the 7 patients was done by 

only including age- and gender-matched Dutch participants, and was successful (Table 4). The study 

was approved by the local ethical committee of the University of Amsterdam (2021-EXT-13608) and 

each participant signed an online informed consent form to participate in the study. 

 

Control participants in the online frame rating task 

To determine if participants could use shape information available in single frames to determine pain 

intensity in Hand and/or Face stimuli, forty volunteers (23 females, 33.7y±9std) from the same group 

that also performed the online video pain rating task participated in the online frame rating task, so 

they were already familiar with the videos and had a better understanding of where the single frames 

came from. This also allowed us to directly compare how they rate single frames with how they rated 

the movies from which the frames were taken. They were selected to approximate the age and gender 

distribution of the patient group. 

Stimuli and Procedure 

 

Video rating task 

The 2 s videos were generated as in Gallo et al. (2018) and showed a Caucasian female receiving either 

electrical shocks to the hand (reaction conveyed by the facial expression only; Face condition) or a 

slap with a belt to the hand (reaction conveyed by the hand only; Hand condition). Hence the location 

of the noxious stimulation was maintained across conditions (dorsum of the left hand), but the cues 

through which participants could deduce the painfulness differed. All videos started with 1 s of 

baseline: neutral facial expression for Face and static hand for Hand stimuli. The reactions of the actor 

were genuine, but enhanced: truly noxious stimuli were applied during recording, but the actor was 

encouraged to enhance her expressivity and not to suppress her reactions. This instruction was given 

in order to compensate for the fact that the intensity of the shock delivered had to be in balance with 

the fact that many videos had to be recorded. A mild pain was therefore used, in agreement with the 

actress, and enhancement was necessary to fully convey expressions of stronger pain. Movies were 

cut, so that evidence of pain started at 1 s (Fig. 1a). Before the experiment, participants were instructed 

to rate pain intensity (“How much pain do you think the person felt?”) on a scale from 0 (no pain at 

all) to 10 (the worst imaginable pain). To reassure patients that no real harm was inflicted to the actor 

in the movie, they were informed that during video recording stimulations in the 9-10 range were never 

used. Participants had to rate pain intensity after each video at their own pace, using 4 keyboards-keys 

(Fig. 1b). Only the relevant keys were presented on the screen, intensities were not indicated. Patients 

watched each of the 60 videos (30 Hand, 30 Face) twice in fully randomized fashion with a random 
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interval of 1.5 s±0.5. The videos were matched in terms of intensity and standard deviation based on 

a validation in Gallo et al. (2018) 

 

Online video rating task 

The stimuli and the task were the same as in the electrophysiology experiment, except each video was 

presented only once. Prolific Academic (https://www.prolific.co/) was used to recruit participants and 

the experiment was implemented on Gorilla (Anwyl-Irvine et al., 2020; https://gorilla.sc/). 

 

Online frame rating task 

The task was similar to the pain rating experiment, except still frames instead of the full videos were 

presented for 2 sec. For faces, frames at the 1.8 s of the Face videos were used (except for one video 

where the eyes were closed at 1.8 s, so the frame was taken at 1.68 s). This time-point was selected 

because facial expressions were most pronounced towards the end of the movies, and more formal 

analyses confirmed that this corresponds to a time where shape information plateaued (Fig. 3a). To 

use a comparable stimulus set for Hands, which portrayed maximal configuration information, we 

selected from each Hand video separately, the frame at which the hand was maximally depressed by 

the force of the belt slap (time point Mean±SD=1.001±0.013 s). 

Data Acquisition 

 

Patients were implanted with Behnke-Fried depth electrodes  (Ad-Tech Medical Instrument 

Corporation; Fried et al., 1999) targeted at the right or left, anterior or posterior insula. Electrodes were 

inserted via a guide-tube under the guidance of an online stereotactic positioning system. They 

consisted of a silastic hollow tube with 9 to 12 platinum outer macro contacts, 1.28 mm in diameter, 

1.57 mm in length with the first two macro contacts spaced 3 mm from each other and the rest spaced 

5 mm from each other. This hollow tube had 9 platinum microwires (8 recording and 1 reference 

contact) running through it, each 38 micron in diameter, protruding as a “pigtail” formation out of the 

tip of the electrode. Macro contact  recordings were amplified using unity gain, DC amplifiers 

(Braintronics BrainBox 1166 system), low-pass filtered at 1500Hz (-3dB point, -12db/octave) and 

sampled at 32768 Hz. The digital signal was decimated to a final sample-rate of 512 Hz or 1024 Hz 

and was pre-filtered with a 3 section FIR equiripple filter (0.01dB passband ripple) with the passband 

set to 1/3 of the sample frequency and the stopband set to 1/2 of the sample frequency. Signals from 

the micro contacts were amplified with respect to a skull-screw ground using a unity gain HS-9 head-

stage amplifier (NeuraLynx). The signal was high-pass filtered at 1 Hz and low-pass filtered at 5 kHz 

and had a sampling rate of 32kHz. There were a total of 85 macro electrodes and 32 micro wires across 

all patients in the insula that we recorded from. 

Electrode Localization 

 

For each patient, the T1 structural magnetic resonance (MR) image taken before the electrode 

implantation surgery and the computerized tomography (CT) scan taken after the electrode placement 

were co-registered (Fig. 1d). Using SPM12 (www.fil.ion.ucl.ac.uk) the T1 image was segmented to 

determine the normalization parameters, and MR and CT images were then normalized to the MNI 
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space using these parameters. CT scan and gray matter were overlaid with insula probability maps 

(Faillenot et al., 2017) and macro contacts within the boundaries of the insula map were detected based 

on detailed visual examination using MRIcron (https://www.nitrc.org/projects/mricron). Not the 

individual subdivision maps, but the combination of all the subdivision maps as one general insula 

map, was used for localization, because the coverage of different subdivisions were highly uneven 

across patients. Since macro contact recordings were analyzed in a bipolar layout, the coordinates of 

each bipolar recording was estimated as the midpoint of its macro contacts (see Fig. 1.-source data 1 

for MNI coordinates). 

Data Analysis 

 

General Statistical Approach 

Much of the analyses in this paper assess intensity coding, which examines the relationship between 

brain activity (measured based on LFP, spiking or BOLD activity) and rating. Because the rating of 

pain intensity was along discrete categories (1-2, 3-4, 5-6, 7-8), that might be linear but is certainly 

ordinal, we tend to use association measures that are appropriate for ordinal scales when we relate 

brain activity to the rating of a single participant. That includes Spearman r in most of our MATLAB 

codes, when analyses need to be repeated for every electrode because it is the most widely used rank-

order correlation metric. We use Kendall’s Tau, when using Bayesian analyses implemented in JASP, 

because these analyses are not yet available for Spearman r. When examining the association between 

variables that are more continuous and normally distributed, we use Pearson’s r. 

 

When using t-tests, we examined normality using the Shapiro-Wilk test. If normality is preserved, we 

report t tests and t-values; if not, we use Wilcoxon signed rank or Mann-Whitney U tests, as indicated 

by W or U values, respectively. When possible, or when evidence of absence is important for the 

interpretation of the data, we supplement the frequentist p values with Bayesian statistics calculated 

using JASP (https://jasp-stats.org). We use the abbreviations p1 to represent one-tailed p values, and 

p2 for two-tailed p values. BF10, and BF01 represent relative evidence in form of the Bayes Factor for 

H1 and H0, respectively, when two-tailed hypotheses are used. When we look for intensity coding, we 

focus here on positive intensity coding, and thus use directed hypotheses, marked with p1 or BF+0 or 

BF0+, with the + indicating a directed H1, using conventions as in Keysers et al. (2020). It should be 

noted that the use of one-tailed statistics, which is sometimes criticized when exclusively using 

frequentist statistics, has important advantages when combining the frequentist with a Bayesian 

framework, in that it increases the sensitivity for falsifying the alternative hypothesis in a Bayesian 

framework. When multiple tests were performed across a high number (>1500) of adjacent frequency-

time intersections or time-points separately, we used cluster-based corrections that reveal large spectral 

and/or temporal windows of significance, because the main focus of these analyses was to discover 

these critical windows, not the precise time- or frequency-points. These cluster-based corrections are 

explained in detail in the Methods section Intensity Coding in LFPs. On the other hand, when multiple 

tests were performed across a low number (<30) of adjacent time-points, we used false discovery rate 

(FDR) corrections, since these analyses aimed at finding the significance of precise time-points, not 

that of wide temporal windows. When testing multiple neurons, or multiple bipolar recordings, we do 

not correct for multiple comparisons when attributing a property to a location, as this would result in 

CHAPTER 3

97

https://www.zotero.org/google-docs/?pnV5gs
https://jasp-stats.org/
https://www.zotero.org/google-docs/?5bxje0
https://www.zotero.org/google-docs/?5bxje0
https://www.zotero.org/google-docs/?5bxje0


 

changing the property of a location based on how many locations have been tested. Instead, we then 

examine whether the number of electrodes with a certain property exceeds the number expected by 

chance using binomial distributions. When performing Bayesian ANOVAs, we report BFincl which is 

the likelihood of models including a particular factor (or interaction of factors) divided by the 

likelihood of models excluding that particular factor (or interaction), as recommended by Rouder and 

coworkers and implemented in JASP (Rouder et al., 2017, 2016, 2012). When performing Bayesian t-

tests in JASP, we use the default priors and methods proposed by Rouder et al. (2009). For 

nonparametric tests in JASP we used the method described in van Doorn et al. (2020). 

 

Behavioral Analyses 

To explore whether patients were impaired in their ability to perform the task, our rationale was to 

consider the average rating of all control participants as the normative rating. We then compared the 

vector of 30 ratings (one per movie for 30 movies) of each member of the control group against the 

average of the other members of the control group to define a distribution of how far from the 

normative rating healthy volunteers tend to fall. For the patients, we compared their ratings against the 

average rating of the control group, and compared how similar patient ratings were to the normative 

average against the distribution of how similar left-out control participants are to the normative 

average. We calculated three metrics of similarity: the Spearman’s rank order correlation, the slope, 

and the intercept of a simple linear regressions between the ratings of each of the patients and the 

average rating of all control samples. 

 

Preprocessing of LFPs 

To reduce artefacts and extract local signals, iEEG macro contact recordings were digitally re-

referenced in a bipolar layout (Fig. 1d). This generated 85 bipolar recordings from 102 contacts in the 

insula, with patients having between 5 and 19 bipolar channels (Fig. 1c and Fig. 1.-source data 1). Re-

referencing attenuated 50 Hz noise sufficiently to omit digital filters that distort data. Continuous 

recordings were separated into trials of 4 s: 1 s premovie baseline, 2 s video, and 1 s postmovie. Trials 

were visually checked for ground failure and amplitude saturation (none was detected), downsampled 

to 400 Hz, and detrended. 

 

Time-frequency Decomposition of LFPs 

A sliding window Hanning taper based approach was used for each trial with the following parameters: 

frequencies from 1 to 200 Hz in steps of 1 Hz; time points from -1 s (relative to movie onset) to 3 s in 

steps of 0.0025 s; and for each frequency, a single sliding Hanning taper window with the duration of 

8 cycles (maximum=1 s; minimum=0.1 s). Trials were expressed as % power change relative to 

baseline (-1 s to 0 s) separately for each frequency: y(t)=(P(t)-P0)/P0), with P0=average of baseline. 

Points with y(t) ±10 standard deviations from the mean of the other trials were excluded to not reject 

entire trials, but only outlier time-frequency points in some trials (rejections were rare, mean rejected 

time-frequency points=0.0032%±0.0035std). 

 

Intensity Coding in LFPs 

In the LFP signal, we consider that a bipolar channel shows intensity coding if its trial-by-trial power 

variations correlate positively with the variation in the pain intensity reported by the patient. We always 

coded the 1-2, 3-4, 5-6, 7-8 rating options as 1, 2, 3, 4. For each bipolar recording, we then calculated 
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the Spearman’s rank correlations (due to the ordinal nature of intensity ratings) between the patient’s 

behavioral intensity ratings and the neural activity power estimate over all trials. In time-frequency-

resolved analyses, these correlation analyses were conducted separately using the power estimates at 

each time-frequency intersection separately. In frequency band analyses, the correlation was calculated 

using the average of the power estimates within a specific frequency band. For both analysis types, a 

one-sample t-test was used to test whether the average correlation over the 85 bipolar recordings were 

greater than 0. Correlations were not Fisher r->z transformed, because r and z values remain virtually 

identical for -0.5<r<0.5, which is the range in which the correlations we examined remain. These time-

frequency-resolved analyses were conducted separately for each of a large number of time-frequency 

intersections. Since we were interested in finding relatively large time-frequency windows of 

significance, these multiple tests were corrected using a modified version of the nonparametric cluster-

based correction method described by Maris and Oostenveld (2007). Specifically, we used a circular 

shift procedure that consisted of 1000 iterations to generate a null distribution. In each iteration, the 

time-frequency profile of the correlation coefficients for each contact was randomly shifted in the time 

domain. Then, all such time-shifted profiles were entered into an analysis, which as described above, 

tested the significance of the correlation coefficients at each time-frequency intersection via a separate 

one-sample t-test against 0. Finally, the sum of the largest significant positive and negative clusters 

were calculated separately. At the end of the 1000 iterations, two separate null distributions were 

generated, one for positive and one for negative clusters, which showed the maximum sum of the 

significant clusters expected by chance. For statistical inference, the probabilities of the cluster sums 

observed in our data were calculated under the corresponding null distributions. The multiple tests in 

the time-resolved frequency band analyses were corrected based on exactly the same circular-shift and 

non-parametric cluster-correction method. 

 

We performed a similar analysis to identify time-frequency bands with significant intensity coding 

when separating the Hand and Face trials. Note that including half the number of trials makes this 

analysis less powerful than the Hand and Face combined analysis, which is why we used the broadband 

frequency band (20-190 Hz) resulting from the combined analysis. To directly compare the time-

frequency profiles of intensity coding for Hand vs Face trials, we performed a similar analysis for 

cluster correction, except that for each time-frequency point separately, the Hand and Face correlation 

coefficient distributions across the 85 electrodes were directly compared with a paired-samples t-test, 

and, instead of the circular shift randomization procedure, trials were randomly assigned as Hand and 

Face trials at each step of the 1000 iterations for generating the null distributions. 

 

Resampling LFPs from the Entire Brain 

To test whether the BBP-rating association observed in the insular electrodes was enriched compared 

to what could have been observed in any 85 bipolar recordings anywhere in the brain, we made use of 

not just the insular, but all the intracranial macro-electrodes that were implanted in the same patients 

(see Fig. 2-figure supplement 2,3 for anatomical locations of allmacro contacts). The recordings from 

these electrodes were preprocessed exactly as described for the insular electrodes. The seven patients 

included in these analyses had between 91 and 149 (Mean±SD=114±20) bipolar recordings distributed 

throughout the two hemispheres and various regions of the four brain lobes. The BBP-rating Spearman 

correlation coefficients of each of these electrodes were entered into a resampling method, in which 

for each of the 100,000 iterations, from each patient, a random subset of these correlation coefficients 
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were selected. The number that was selected for each patient was determined by the number of insular 

electrodes that patient had; that is, since Patient A had 5 insular electrodes in the main analyses, 5 

random electrodes were selected from the entire brain in these analyses. This was done to ensure that 

possible patient-specific biases in the analysis of insular electrodes were maintained in these analyses. 

This way, in each iteration, a total of 85 electrodes were selected randomly from the entire brain and 

tested with a one-sample t-test against 0. The resulting 100,000 t-values from all the iterations were 

used as the null-distribution to test whether the t-value observed in the insula was greater than what 

would be expected if we were not focusing on the insula and were randomly sampling from the entire 

brain. It is important to note that while the anatomical location of electrodes in and close to the insula 

were carefully determined, this manual procedure was not performed for electrodes clearly outside the 

insula, making it possible that some of these extra-insular electrodes included in this resampling were 

located in the white matter or cerebrospinal fluid, and this analysis should thus be considered with a 

grain of salt. 

 

Extracting Shape and Motion Information from Videos 

A recent systematic review has revealed that facial expressions of pain are most consistently 

characterized by lowering of the brow and tightening of the eye-lid (Kunz et al., 2019), corresponding 

to facial action units 4 and 7 (Ekman and Friesen, 1978; inlet in Fig. 3a). More specifically, research 

has evidenced that people fall into four clusters that differ in how they express pain (Kunz and 

Lautenbacher, 2014), and our protagonist fell within cluster IV, who express pain by furrowing brows 

and tightening eyes, but not opening the mouth or wrinkling the nose. Accordingly, we quantify the 

painfulness expressed in the shape of our protagonist’s face based on facial Action Units AU4 and 7. 

To get a replicable and objective measurement of these AU, we used the FaceReader software (Noldus, 

the Netherlands), which uses a deep convolutional neural net to automatically extract the level of 

activation of the classic facial action units (Ekman and Friesen, 1978). FaceReader reliably obtained 

estimates for the facial actions units 4 and 7 from all but 3 frames from our 30 movies, and we thus 

quantified the pain related shape information contained in each frame of our movies as the average of 

action units AU4 and AU7. When applied to the frames used in our psychophysical experiment 

mentioned above, the average activation of AU4 and AU7 correlated at rp=0.95 with the average rating 

from human observers of the same static images, validating the utility of this automated signal. 

Unfortunately, we found no software that could estimate muscular contraction from the hand in a 

similar way, and we thus did not see an obvious way to extract shape information from the Hand 

stimuli. Given that participants are also very poor in their ability to rate painfulness from static frames 

of the hand configuration in our stimuli, as shown by our psychophysics, we felt that not quantifying 

shape information for the Hand stimuli was acceptable. 

 

To quantify motion over time for each video, we use motion energy, an established and objective way 

to extract dynamics from any movie, using the average of the Euclidean distances between the RGB 

vectors of the corresponding pixels across every two consecutive frames. 

 

PLSR Decoding of Intensity Coding from Shape and Motion Information 

To identify when motion or shape information may contribute to predicting the overall intensity rating 

R of the movie i, we used partial least squares regression (PLSR) analyses using the ‘plsregress’ 

function in MATLAB, with a single component. For the Hand, where no shape information was 
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available, the predictor for each movie i was the motion M at frame t, and the plsregress thus identified 

the weights (B), such that R(i)=M(i,t)B(t)+B0(i). For the Face, where both motion and shape 

information S was available, as the average of AU4 and 7 in each frame, we concatenated M(i,t) and 

S(i,t) into a single predictor X to identify weights such that: R(i)=XB+B0(i). We used PLSR here in 

particular, because both M and S have high temporal autocorrelations and are mutually correlated, and 

PLSR are well suited for such cases. 

 

Second, we can use the PLSR method to see how accurately the motion and/or shape profile across the 

entire movie can be used to predict the rating of the patients, using a cross-validation. The predictive 

accuracy for both the motion and shape time course were calculated in 1000 iterations. In each 

iteration, the videos were randomly divided into three equal-sized samples. For each of these three 

samples separately, the remaining two samples were used to calculate PLSR beta coefficients, which 

were then used to predict the ratings of our patients. The Pearson correlation coefficient between the 

actual ratings and the predicted ratings were taken as measures of predictive accuracy and averaged 

across all iterations. A similar procedure was also applied to calculate the null distribution of such 

correlation coefficients, in which, the 1000-iteration step described above was repeated for 10000 

times, each time with a different randomly shuffled version of the observed ratings. The probability of 

the observed decoding accuracies were then estimated by ranking the accuracy based on the actual 

ratings within the distribution of shuffled ratings. Figure 3d-f shows that motion and shape information 

each allows one to predict movie ratings with high accuracy. 

 

Probability of Face-but-not-Hand, Hand-but-not-Face, and Dual Intensity Coding LFPs 

Correlations between BBP and rating were thresholded as significant or as providing evidence of 

absence as follows (Fig. 4b). At n=60 trials, values above r=0.214 show a significant positive 

association (p1<0.05). Values below r=0.085 provide evidence for the absence of a positive association 

(BF+0<1/3). Intermediate values are inconclusive (Keysers et al., 2020). Both the frequentist and 

Bayesian criteria we use here are subject to type I/II errors, and we thus asked whether the number of 

bipolar recordings we find in these quadrants is above what we would expect by the probability of 

these errors. For the frequentist criterion, p1<0.05, we expect 5% of locations to be classified as 

showing significant intensity coding even if H0 was true (i.e., despite no real intensity coding). With 

regard to the dual-coding quadrant that we are interested in, two types of errors could be made. The 

most likely misclassification is for a location showing one intensity coding to be mistakenly classified 

as having dual intensity coding. To test if we have above chance numbers of dual-coding locations, we 

thus take all the locations with Hand intensity coding (21/85), and ask amongst those, whether finding 

5 also showing Face intensity coding is more than what we expect using a binomial n=21, ksuccess=5, 

𝛼=0.05) and the results showed clear evidence that there are more locations also representing the Face 

amongst the Hand locations (p1=0.003, BF+0=17.09). The same could be done by looking whether 5 

Hand intensity coding is overrepresented amongst 15 Face intensity coding locations (p1=0.0006, 

BF+0=117).  A less likely misclassification is for a location that shows neither intensity coding to be 

classified as having both (𝛼=0.052). Making 5 such misclassifications amongst 85 recordings is also 

highly unlikely (p1=3x10-6, BF+0=4446). For the Bayesian criterion, BF+0<1/3 this calculation is more 

difficult to perform, because Bayesian criteria are not defined directly based on a false positive rate. 

However, Jeffreys (1939) chose the bound of BF<1/3 as evidence of absence or presence precisely 

because it roughly corresponds to a p=0.05 with a standard prior on the effect sizes in H1. We can thus, 
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as a reasonable approximation, assume that if H1 is actually true, and a location thus shows significant 

positive intensity coding, only 5% would be falsely classified as showing evidence against H1. With 

that approximation, amongst the 21 Hand intensity coding locations, it is highly unlikely to encounter 

10/21 showing evidence that they do not encode the Face if in reality they did: (Binomial with n=21, 

k=10, 𝛼=0.05, p1= 2x10-8, BF+0=2x106). Even if the false rejection rate were much higher (e.g., 

𝛼=0.25), 10/21 remain unlikely (Binomial p1=0.025, BF+0=4.2). Similarly, amongst the 15 locations 

with significant Face intensity coding, finding 6 with evidence for not encoding the Hand is again 

unlikely (Binomial n=15, k=6, 𝛼=0.05, p1=5x10-5, BF+0=1334). We can thus conclude that preferenceis 

over-represented in the insula compared to what we would expect if all neurons showing a preference 

for one stimulus type would also show coding for the other. 

 

The same analysis was applied to an exemplar participant (Fig. 4d). Using the same logic in that patient 

we find that the number of Hand-but-not-Face coding locations (p1=2x10-4, BF+0=701) and the number 

of Face-but-not-Hand coding locations (p1=0.007, BF+0=37) are surprising, but the number of dual-

coding locations  (1/15) is not surprising amongst the 3 Face (p1=0.143, BF+0=1.9) or 7 Hand (p1=0.3, 

BF+0=0.48) coding locations. 

 

PLSR Decoding of Intensity from the LFP Insula Activity Pattern 

To explore how well the pattern of activity across all 85 bipolar recordings reflects the perceived 

intensity reported by our patients we applied a PLSR regression approach similar to that used to infer 

how well shape or motion predicts ratings, except that instead of using motion over 50 frames, we used 

BBP power over 85 electrodes. Specifically, BBP across the 85 sites, averaged over the early period 

for Hand videos and in the late period for Face videos, were separately used as predictors in two 

separate PLSR analyses predicting the participants’ average pain ratings. The decoding accuracies 

were each calculated in 1000 iterations. In each iteration, the videos were randomly divided into three 

equal-sized samples. For each one of these three samples, the remaining two samples were used as a 

training set to calculate PLSR beta coefficients, which were then used to predict the ratings in the 

remaining test sample. The Pearson correlation coefficient between the predicted ratings and the actual 

ratings of the patients was then taken as a measure of decoding accuracy and averaged across all 

iterations. We used Pearson here because the data was normally distributed, and we compared two 

ratings. A similar procedure was also applied to calculate the null distribution of such correlation 

coefficients, in which, the 1000-iteration step described above was repeated for 10000 times, each time 

with a different randomly shuffled version of the original ratings. The probability of the observed 

decoding accuracies were estimated under the corresponding null distributions as the rank of the actual 

average accuracy against the shuffled accuracies. We first performed this analysis within each stimulus 

type - i.e., we trained and tested on Hand stimuli or we trained and tested on Face stimuli. Then, to 

explore whether the pattern of activity could generalize across stimulus type, we also performed cross-

decoding analyses where we trained on one stimulus type (e.g., we determined the PLSR weights using 

⅔ of Hand stimuli) and then tested them on the other (e.g., predicted 1/3 of the Face stimuli). We first 

performed this analysis using a single PLSR component, and found a trend (Hand: rP(8)=0.281, 

p1=0.093; Face: rP(8)=0.3, p1=0.071). Using two components in the PLSR analyses improved results, 

which now became significant for the Hand (rP(8)=0.575, p1=9x10-4) and near significant for the Face 

(rP(8)=0.331, p1=0.058). Increasing to 3 or 4 components did not further improve this level of decoding. 
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We thus report the results using 2 components (Fig. 4e), and used two components also for the cross-

stimulus decoding, which turned out significant in both directions. 

 

Resting State Connectivity Analysis 

To interrogate what connectivity profile is characteristic for electrode-pairs with high intensity coding, 

we used Neurosynth (Yarkoni et al., 2011) to extract a whole brain resting state connectivity map for 

the MNI location of each of the 85 contact-pairs in the insula (Fig. 5-source data 1). Using SPM12 

(https://www.fil.ion.ucl.ac.uk/spm/software/spm12/), we performed a regression analysis (general 

linear model) which included the 85 voxelwise resting state connectivity maps and two predictors: the 

correlation between power and rating for the Hand in the early window, and for the Face in the late 

window. Results were thresholded at p<0.001, corrected for multiple comparisons using family wise 

error correction at the cluster level. Results were then illustrated on an inflated cortical template 

provide in SPM12, and significant voxels were attributed to specific brain regions using the anatomy 

toolbox 3.0 (https://www.fz-juelich.de/inm/inm-

7/EN/Resources/_doc/SPM%20Anatomy%20Toolbox_node.html). 

  

Spike Sorting and Selection of Responsive Single-units 

Three patients had microwires (Behnke-Fried electrodes, Ad-Tech Medical; Fried et al., 1999)  in the 

insula protruding from the electrode tip (plusses in Fig. 1c). Spikes were detected and sorted using 

Wave_Clus2 (Quiroga et al., 2004) In short, raw data was filtered between 300-3000 Hz. As per default 

settings, spike waveforms were extracted from 0.625 ms before to 1.375 ms after the signal exceeded 

a 5*noise threshold, where noise was the unbiased estimate of the median absolute deviation. 

Wave_Clus2 sorted and clustered the waveforms automatically and were manually checked by author 

RB. Clusters were excluded in which >2% of spikes were observed with an inter-spike interval <2 ms 

or with firing rate <1 Hz. To identify cells that responded to our stimuli, we used a Wilcoxon signed 

rank test comparing spike counts during baseline (-1 s to 0 s) against that during the pain period (1 s 

to 2 s) for Hand and Face trials together. Only cells that showed a response to the stimuli (p1<0.05), 

irrespective of pain intensity, were considered for further analysis. 

 

Similar to LFP analyses, a cell was said to show intensity coding, if spike counts rank correlated 

positively with reported intensity. Because JASP includes Bayesian statistics using Kendall’s Tau but 

not Spearman r, we used the former to quantify evidence for or against intensity coding. 

 

Broadband Power Analysis in Microelectrodes 

To explore whether intensity coding in cells and the broadband power (BBP, 20-190 Hz; Fig. 2a) from 

the same microwire were related, for the 10 microwires that yielded responsive neurons (whether these 

neurons showed intensity coding or not) we quantified the association between BBP averaged over the 

pain period (1-2 s) and intensity ratings (1-2, 3-4, 5-6, 7-8) using rank correlation coefficients 

separately for face and hand videos (again using Kendall’s Tau to provide BF+0 estimates). All 8 

microwires protruding from the same electrode were first re-referenced to the microwire with the least 

spiking and lowest artefacts, yielding seven microwire recordings for each of the 4 electrode-tips with 

wires in the insula. Data were filtered to remove 50 Hz noise and harmonics at 100 and 150 Hz. 

Subsequently, they were separated into trials of 4 s (-1 s to 3 s relative to video onset), downsampled 

to 400 Hz and visually checked for artifacts. The time-frequency decomposition of power followed the 
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same procedure as for the macro contact recordings. Finally, intensity coding at the level of spikes 

(i.e., rK(spikes,rating)) and BBP (rK(BBP,rating)) from the same wire were compared using a Kendall’s 

Tau coefficient. 

fMRI Experiment 

Participants 

 

Twenty-five healthy volunteers participated in the study. The full dataset of two participants was 

excluded from the analyses because head motions were above 3mm. Analyses were performed on the 

remaining twenty-three participants (13 females; mean age =28.76 years old +-SD=6.16). The study 

was approved by the local ethics committee of the University of Amsterdam (project number: 2017-

EXT-8542). 

Stimuli and Procedure 

 

The video pain rating task was performed as described above Video rating task, but with the following 

differences. Each trial started with a grey fixation cross lasting 7-10 s, followed by a red fixation cross 

for 1 s, followed by the 2 s video, followed by a red fixation cross lasting 2-8 s, followed by the rating 

scale ranging from ‘not painful at all’ (‘0’) to ‘most intense imaginable pain’ (‘10’). The design also 

includes another condition we will not analyze here, in which participants viewed videos varying in 

color saturation and had to report on a scale from ‘not a change’ (‘0’) to ‘a very big change’ (‘10’). 

Participants were asked to provide a rating by moving the bar along the scale using two buttons for 

right and left (index and middle finger) and a third one for confirming their response (ring finger) using 

their left hand. The direction of the scale and the initial position of the bar was randomized in each 

trial. The videos used for the Face and Hand conditions for the electrophysiology and fMRI experiment 

were generated in the same way but were not identical. The task was split up into 6 blocks of 30 trials 

each: 2 blocks of electrical pain stimulations, 2 blocks of mechanical slaps by a belt and 2 blocks of 

videos with changes in color saturation (presented in 46 separate fMRI acquisition runs). Anatomical 

images were recorded between the fourth and fifth run of fMRI acquisition. 

Data Acquisition 

 

MRI images were acquired with a 3-Tesla Philips Ingenia CX system using a 32-channel head coil. 

One T1-weighted structural image (matrix = 240x222; 170 slices; voxel size = 1x1x1mm) was 

collected per participant together with EPI (echo-planar imaging) volumes (matrix M x P: 80 x 78; 32 

transversal slices acquired in ascending order; TR = 1.7 s; TE = 27.6 ms; flip angle: 72.90°; voxel size 

= 3x3x3 mm, including a .349 mm slice gap). 
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Data Analysis 

 

Preprocessing 

MRI data were processed in SPM12. EPI images were slice-time corrected to the middle slice and 

realigned to the mean EPI. High quality T1 images were coregistered to the mean EPI image and 

segmented. The normalization parameters computed during the segmentation were used to normalize 

the gray matter segment (1x1x1 mm) and the EPI images (2x2x2 mm) to the MNI templates. Finally, 

EPIs images were smoothed with a 6 mm kernel. 

 

Voxelwise analysis  

At the first level, we defined separate regressors for the Hand videos, Face videos, rating-scale and 

button-presses. Analyses focused on the 2 s that the videos were presented. The trial-by-trial ratings 

given by the participants were used as a parametric modulator, one modulator for the Face and one for 

the Hand trials, on the respective video regressor. The rating-scale regressor started from the moment 

the scale appeared and ended with participants’ confirmation button press. The button-press regressor, 

finally, had zero duration events aligned to the moment of each button press. Six additional regressors 

of no interest were included to model head movements. To quantify the degree to which each voxel in 

the insula had BOLD (blood-oxygen-level-dependent imaging) activity associated with trial-by-trial 

ratings, we then brought the parameter estimate for the parametric modulator obtained for Hand and 

Face trials separately to a second level t-test with 23 participants, and then used the resulting t-value 

as a measure of the random effect size of the association for each voxel. We used t-values rather than 

the average value of the parametric modulator, because these values are to be compared against out-

of-sample values of patients, and the topography of t-values is a better predictor for out-of-sample 

generalizations. However, the average parameter value correlated above 0.9 with the t-value.  

 

Multivariate regression 

To investigate whether the pattern of BOLD activity across all voxels in the insula encodes intensity, 

we additionally performed a multivariate regression analysis akin to the PLSR for the BBP described 

in above. For each participant, we performed a general linear model that estimated a separate parameter 

estimate for the video epoch of trials in which participants gave a rating of 0-2, 3-4, 5-6 or 7-8 

respectively, separately for Hand and Face trials. In MATLAB we then loaded for each subject the 

parameter estimate images for each level of rating, and only included voxels that fell within our insula 

mask (Faillenot et al., 2017). We then trained a weighted partial least-square regression using the 

MATLAB function plsregress and the data from all but one participant to predict rating based on a 

linear combination of the parameter estimates in each voxel and used this linear combination to predict 

the rating of the left-out participant, repeating the procedure for each participant. We weighted the 

regression by replicating each parameter estimate image in the training and testing set by the number 

of trials that went into it. We quantified how accurately the regression predicted the rating of the left-

out participants using Kendall's tau, then tested whether the performance was above chance by 

comparing the 23 prediction accuracies (Kendall’s Tau) against zero in a one-tailed test. Based on the 

analysis on the BBP we performed this analysis with procedure using 2 or 3 components. 
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Appendix 1 

 

How shape information influences participant’s rating  

 

We collected data from a sample of 40 healthy participants in an online frame rating task to assess 

whether participants can recognize pain intensity from static frames taken at the key moment of the 

Face and Hand videos. Appendix 1 - figure 1 shows that the rating of single frames of Faces were even 

slightly more consistent than the ratings of the entire videos from which they were taken (i.e., 

rS(framei,AV)>rS(moviei,AV), W=193, p2=0.003, BF10=31.29). In contrast, for Hands, the rating of the 

frames was poor compared to the rating of the movies (i.e., rS(framei,AV)<rS(moviei,AV), t(38)=11.96, 

p2=2x10-14, BF10=4x1011). Directly comparing the change of performance across the two stimulus 

types as an interaction of an effector (Hand vs Face) x stimulus (Movie vs Frame) ANOVA revealed 

a highly significant effect (F(1,38)=178.98, p=6x10-16, BFincl=∞). Finally, because for Hands, the 

accuracy was low, we also tested if the accuracy was above zero, and it was (W=580, p2=0.022, 

BF10=6.19). Hence, for Faces, static shape information was sufficient to explain the rating of the 

videos, while for Hands, the shape information in the frames we selected was not sufficient. It should 

be noted that in principle, information contained in other frames may have contained useful 

information, but informal reports of some participants confirmed that they paid attention more to 

kinematic than configurational cues. 

 

 
 

Appendix 1 - figure 1. Rating from shape information alone.  Mean±SEM  correlation coefficients between each 

participant’s ratings in the online frame rating task and the average ratings of the other participants in the online video 

rating task (rS(frame,average_video), green and purple) compared against that between participant’s ratings in the online 

video rating task and the average ratings of the other participants in the same task (rS(video,average_video), gray) for Hands 

and Faces separately. Black statistics above the bars compare the respective frame and video ratings, the colored statistics 

compare the frame ratings against zero. The black statistic under the bars compare the frame ratings between Hands and 

Faces. 
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Learning to predict action outcomes in morally conflicting situations is 
essential for social decision-making but poorly understood. Here we tested 
which forms of Reinforcement Learning Theory capture how participants 
learn to choose between self-money and other-shocks, and how they adapt 
to changes in contingencies. We find choices were better described by a 
reinforcement learning model based on the current value of separately 
expected outcomes than by one based on the combined historical values of 
past outcomes. Participants track expected values of self-money and other-
shocks separately, with the substantial individual difference in preference 
reflected in a valuation parameter balancing their relative weight. This 
valuation parameter also predicted choices in an independent costly helping 
task. The expectations of self-money and other-shocks were biased toward 
the favoured outcome but fMRI revealed this bias to be reflected in the 
ventromedial prefrontal cortex while the pain-observation network 
represented pain prediction errors independently of individual preferences. 

 

Neuro-computational mechanisms and 
individual biases in action-outcome 

learning under moral conflict 



Introduction 

We often have to learn that certain actions lead to favorable outcomes for us, but harm others, while 

alternative actions are less favorable for us but avoid or mitigate harms to others (Cowell et al., 2017). 

Much is already known about the brain structures involved in making moral choices when the relevant 

action-outcome contingencies are known (Hein et al., 2010; Crockett et al., 2017; Gallo et al., 2018; 

Greene, 2014; FeldmanHall et al., 2015; Hutcherson et al., 2015; Rilling and Sanfey, 2011; Hein et al., 

2016), but how we learn these contingencies remains poorly understood, especially in situations pitting 

gains to self against losses for others. 

Reinforcement learning theory (RLT) has successfully described how individuals learn to benefit 

themselves (Schultz, 2013; Sutton and Barto, 1998) and most recently, how they learn to benefit others 

(Apps et al., 2016; Lengersdorff et al., 2020; Lockwood et al., 2020, 2016). At the core of 

reinforcement learning is the notion that we update expected values (EV) of actions via prediction 

errors (PE) – the differences between actual outcomes and expected values. Ambiguity in morally 

relevant action-outcome associations raises specific questions with regard to RLT, especially if 

outcomes for self and others conflict. If actions benefit the self and harm others, are these conflicting 

outcomes combined into a common valuational representation; or do we track separate expectations 

for benefits to the self and harm to others (Dolan and Dayan, 2013)? Also, people differ in how they 

represent benefits and harms to self (Talmi and Pine, 2012), and in whether they prefer to maximize 

benefits for the self vs. minimize harms to others (Crockett et al., 2017; FeldmanHall et al., 2015; 

Gallo et al., 2018). How can such differences be computationally represented using RLT? Would 

people maximizing benefits for the self show reduced prediction errors and expected value signals for 

other-harm, as motivated accounts of empathy may suggest (Keysers and Gazzola, 2014; Zaki, 2014), 

or are expectations tracked independently of one’s preferences, such that preferences only play out 

when decisions are made? These important questions can only be addressed by studying the dynamics 

and neural underpinnings of action-outcome associations while outcomes for self and others conflict.  

To address these questions, we combined online behavioral and fMRI data from two independent 

studies. In the core task (Conflict condition, Figure 1a,b; Table 1), common to both experiments, 

participants had to learn that one of two symbols led to high monetary gains for the self 80% of the 

time, and to a painful but tolerable shock to the hand of a confederate with the same probability. We 

refer to this symbol as ‘lucrative’, since it was associated with higher monetary outcomes. The other 

symbol led to low monetary gains for the self 80% of the time, and to lower intensity, non-painful 

shocks to the confederate with the same probability. We refer to this symbol as ‘considerate’. At the 

beginning of each block, participants did not know the associations between symbols and outcomes. 

Choosing which symbol best satisfies the moral values that participants act upon in the task thus 

requires learning to predict the outcomes associated with each symbol. When a child’s selfish actions 

cause pain to a sibling, parents intuitively resort to drawing the child’s attention to the distressed facial 

expressions of the victim. To optimize our study to capture how such sights become a learning signal 

we (i) made shocks visible to the participants through pre-recorded videos showing facial expressions 

from the confederate, instead of the symbolic feedback more often used in neuroeconomic paradigms 

CHAPTER 4

115

https://www.zotero.org/google-docs/?B3Ikvt
https://www.zotero.org/google-docs/?fjOUym
https://www.zotero.org/google-docs/?fjOUym
https://www.zotero.org/google-docs/?fjOUym
https://www.zotero.org/google-docs/?OSVNFN
https://www.zotero.org/google-docs/?FtFgOP
https://www.zotero.org/google-docs/?ikIO42
https://www.zotero.org/google-docs/?Vxy4xb
https://www.zotero.org/google-docs/?E9iy7y
https://www.zotero.org/google-docs/?E9iy7y
https://www.zotero.org/google-docs/?trf1xc


(Supplementary Material §1); and (ii) collected and analyzed neuroimaging data with a focus on how 

the brain updates values when learning from the facial reaction of others. Given the extensive literature 

on empathy for pain, we expect networks involved in processing the painful facial expressions of others 

(Jauniaux et al., 2019; Keysers et al., 2010; Lamm et al., 2011; Timmers et al., 2018), as captured by 

the affective vicarious brain signature (AVPS, Zhou et al., 2020), to have BOLD signals that covary 

with learning-relevant signals such as the prediction errors for shocks (PES). Given that the 

ventromedial prefrontal cortex (vmPFC) is known to have BOLD signals that covary positively with 

the current value of multiple outcomes, in particular for chosen options (Bartra et al., 2013; Rushworth 

and Behrens, 2008), and that outcomes for others appear to also be encoded in this region (Burke et 

al., 2010; Ruff and Fehr, 2014), we also expect the vmPFC to have such learning-relevant signals 

regarding shocks to others. Finally, given the involvement of financial rewards in our task, we expect 

the reward circuitry, as captured by a neural reward signature (Speer et al., 2022), to have signals that 

covary with prediction errors at least for money (PEM). Whether signals in either network or region 

would be stronger in participants with a stronger preference for reducing shocks to others remains 

unexplored, and will be a key question.   

In the Online experiment, participants performed a number of additional tasks to explore whether they 

learned the symbol-outcome association probabilities for both the self-money and other-shocks, even 

if their preferences may prioritize one. First, we added blocks in which we removed the conflict. In 

this NoConflict condition (Figure 1c), the symbol that led to high money in 80% of cases also led to 

low shocks in 80% of the cases. Second, after ⅓ of the Conflict and NoConflict blocks, we explicitly 

asked participants to report the learned associations. Only if participants learn symbol-outcome 

association for the less preferred outcome, should they report different probabilities under the Conflict 

and NoConflict for this outcome. Third, we also leveraged the devaluation approach pioneered in 

animals (Dolan and Dayan, 2013) by adding blocks (Dropout blocks, Figure 1b,c) in which after 10 

trials to learn the symbol-outcome associations, we informed participants that the self-money 

(MoneyDropout) or the other-shocks (ShockDropout) would not be delivered on the following 10 

trials. We then examined the choice on the 11th trial, before participants witnessed the modified 

outcome. If participants track separable representations for self-money and other-shocks, we expect 

them to show different choices depending on which outcome is removed in ConflictDropout blocks, 

with choices expected to change substantially, if the outcome they weigh more is removed. Such 

changes should not occur in the NoConflictDropout blocks. If participants track a single, combined 

value for each option, based on the history of past experienced values, we expect them to continue 

choosing their previously favored option in either Conflict and NoConflict blocks. We then used 

Hierarchical Bayesian Model comparisons to test which computational formulations of the RLT 

models better describe participant’s choices, and gain insights into how people combine the two 

outcomes in their morally relevant learning experience. 

Using these approaches, here we show that participants vary substantially in whether they choose to 

maximize self-money or minimize other-shocks. Their choices are best described by a reinforcement 

learning model separately tracking the values of these self-money and other-shocks. Importantly, we 

find that individual differences are best captured by including an individual valuation parameter that 

biases expected values towards the outcome that bears more weight in the decision-making. Signals in 
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the ventromedial prefrontal cortex reflect this bias, while the pain-observation network represents pain 

prediction errors independently of these individual preferences. 

 

 
 

Figure 1. Learning Task. 

a Trial structure. Red outline indicates an exemplary choice for a particular trial. Pictures showing the confederate’s 

response are still frames captured from one of the videos used in the Online experiment in which the confederate received 

a painful shock (Supplementary Materials §1). Inter-trial (ITI) and inter-stimulus (ISI) intervals were adapted to the fMRI 

and Online situation, and are indicated separately below each relevant instance of the trial. For illustrative purposes, median 

reaction times (RT), and 25% and 75% quartiles, are estimated from the fMRI and Online ConflictNoDropout blocks, and 

the first 10T of the Online ConflictDropout blocks, as they have the same structure of ConflictNoDropout blocks. When 

considering all Online trials, the median is 0.91 [0.67 1.38] b-c Different types of block used for the Conflict (b; filled in 

rectangles) and NoConflict (c; empty rectangles) conditions (see also Table1). Each rectangle represents a single trial 

within a block. The fMRI experiment only included the ConflictNoDropout blocks. The Online experiment included six 

different types of blocks: ConflictNoDropout, ConflictMoneyDropout, ConflictShockDropout, NoConflictNoDropout, 
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NoConflictMoneyDropout and NoConflictShockDropout. The Dropout blocks always included 10 trials of NoDropout, in 

which both money and shock were presented in the outcome phase, followed either by 10 trials of MoneyDropout, in which 

money is removed from the outcome, or by 10 trials of ShockDropout, in which shock is removed from the outcome. An 

informative screen indicated participants which outcome will be removed. The money and face on top of each block 

indicates which outcome was most likely for that particular pair of symbols to occur. x4 or x6= number of block repetitions 

for each experiment. The Explicit report task was presented after the NoDropout blocks only in the Online experiment. See 

Supplementary Materials §2 for an overview of the experimental procedure across studies. d-e Probability table associated 

with each symbol of a pair for the Conflict (in b) and NoConflict (in c) condition. The most likely outcome is specified in 

bold font. 

Results 

Participants’ choice preferences 

 

Figure 2 shows participants’ choices in the Conflict condition. As averaging the learning curves of 

participants showing opposite preferences would occlude learning, we split participant’s choices in 

‘Considerate’, ‘Ambiguous’ or ‘Lucrative’ preferences using a binomial distribution (see methods). 

While in the fMRI experiment the majority of participants had Considerate preferences, participants 

in the Online experiment were evenly subdivided across these three preference subgroups (Table 1). 

The groups with Lucrative and Considerate choice preferences show typical learning curves, starting 

at chance (50% preference for the Considerate option) on the first trial of each block and then 

gravitating towards the Lucrative or Considerate option, respectively, with the last four trials showing 

relatively stable preferences around 80%, as would be expected for an RLT with 80/20 probability. 

The curve of the group with Ambiguous preference, consistently remains around 50% showing no 

clear learning curve (Supplementary Materials §12). Finally, participant’s average choices were not 

associated with how much participants believed the confederate to receive shocks (Supplementary 

Materials §5), and matched participant’s reported motivations (Supplementary Materials §6).  

 

  Online Exp. fMRI Exp. 

Participants 

Total participants 

Average Age ± SD 

Females, males 

79 

25y±7 

39,40 

27 

37y±17 

27,0 

Subj. with Considerate preference 29 (37%) 13 (48%) 

Subj. with Lucrative preference 24 (30%) 3 (11%) 

Subj. with Ambiguous preference 26 (33%) 11 (41%) 

Conditions in 

the Learning 

task 

ConflictNoDropout  4Bx10ConfT /B 6Bx10ConfT /B 

NoConflictNoDroput 4Bx10NoConfT /B n.a. 

Explicit learning task 8Tx4 Questions n.a. 

ConflictMoneyDropout 4Bx(10ConfT/B+10DropT/B) n.a. 

ConflictShockDropout 4Bx(10ConfT/B+10DropT/B) n.a. 

NoConflictMoneyDropout 4Bx(10NoConfT/B+10DropT/B) n.a. 

NoConflictShockDropout 4Bx(10NoConfT/B+10DropT/B) n.a. 

Helping Task Helping Blocks n.a. 30T 
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Table 1. Participants and Task-conditions overview. 

For each experiment, the table reports the total number of participants included in the behavioral analysis, and how many 

of those fell within the Considerate, Lucrative and Ambiguous preference pattern. Additionally, the table reports the 

number of repetition of each condition included in that particular experiment. T=trial; B=block; Conf=Conflict; 

NoConf=NoConflict; Drop=Dropout. fMRI data only included the right handed participants, 25 (35y±15SD; 25f), while 

behavioral data were collected for the 27 indicated in the table. Note: although age differed between the fMRI and Online 

experiment (two-tailed Mann-Whitney test, W=559.5, BF10=8.022, p<0.001), which neurocognitive model best described 

choices was unaffected by gender and age (Supplementary Material §11). For details on the Helping Task, see 

Supplementary Materials §3. Source data are provided as a Source Data file. 

 

 
 

Figure 2. Choice allocation in the Conflict condition. 

a Histogram showing the proportion of considerate choices per participant over the first 10 trials of all available blocks of 

the Online (12 blocks of 10 trials: 4 blocks x 10 trials from the ConflictNoDropout; 4 blocks x 10 trials from the 

ConflictMoneyDropout, and 4 blocks x 10 trials from the ConflictShockDropout conditions) and fMRI (6 blocks x 10 trials 

of the ConflictNoDropout condition) experiment. Participants with above chance proportion of choices (Considerate 

preference) are shown in dark (Online) or light (fMRI) green; participant with below chance (Lucrative preference) are 

shown in dark (Online) or light (fMRI) blue, and participants within chance level (Ambiguous preference) are shown in 

orange (Online) or yellow (fMRI). b Choices as a function of trial number of a block, averaged over blocks, separately for 

the three preference subgroups, with error bars representing the s.e.m. over participants. Color-code as in a. As in a, all 

first 10 trials of the Conflict conditions are included, independently of whether they belong to a Dropout or NoDropout 

block. For the stability of preferences across the different Conflict conditions see Supplementary Materials §7. Source data 

are provided as a Source Data file. 

Symbol-outcome association reports biased by preferences 

 

To probe participants’ explicit learning, in the Online experiment we asked them to report how likely 

each symbol was associated with high-shock and high-money. Overall, participants tended to report 
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higher probabilities for symbols with higher probability, also capturing the difference between the 

Conflict and NoConflict condition (comparing the N and U shapes in Figure 3a,b). Because choices 

are thought to be driven by the difference in expected value across options, we summarized explicit 

reports as the difference in reported probability between the low-shock and high-shock symbol, with 

larger reported differences in the correct direction providing more evidence for (explicit) learning 

(Figure 3c,d). We observed that the reported differences in probability across the symbols were 

different from zero, and in the correct direction for all subgroups and blocks (Supplementary Table 4). 

In particular, this shows that participants with Considerate and Lucrative preferences also learned 

about the association of the symbols with outcomes that drive their decisions less, and that the lack of 

clear preferences amongst participants with Ambiguous preferences was not due to an utter lack of 

explicit symbol-outcome learning (but see Supplementary Materials §12). We provide Bayes factors 

(BF, see Supplementary Tables 4 and 5 for p values), to quantify how much more likely the data is if 

an effect were present than if it were absent to infer, using traditional bounds, whether the data provides 

evidence for an effect (BF10>3) or for the absence of an effect (BF10<1/3), or remains inconclusive 

(⅓<BF10<3, see 30 for a tutorial on how to interpret these tests).   

 

Interestingly, the magnitude of explicitly reported probability difference was biased towards the 

outcome participants seem to weigh more strongly. Participants favoring the Considerate option show 

a stronger difference, that was also closer to the actual (80%-20%=60%) difference, for shocks than 

money outcome probabilities, and those favoring the Lucrative option, for money than the shocks 

(difference between the filled green violins in Figure 3c for the Considerate preference= 

18.2±4.45s.e.m, W=377.5, BF10=577.22, p<0.001 and between the filled blue violins for the 

lucrative=9.2±3.25s.e.m., W=67, BF10=7.67, p<0.018; Supplementary Materials §9). Because the 

thresholds for grouping participants in preference groups is somewhat arbitrary, we also show that 

over all participants, the preference (i.e. proportion of considerate choices) was correlated with their 

bias (Figure 3e, Pearson’s r= 0.51; t(77)=5.2, p= 1.6 x 10-6). Although Ambiguous participants explicitly 

learn the symbol-outcome associations, their accuracy tends to be lower than the accuracy of the 

Considerate and Lucrative groups for their outcome of value (Supplementary Materials §12). 

Participants represent separable but biased outcome 

 

Examining the choices on the critical 11th Dropout trial, suggests participants have separable 

representations of self-money and other-shock, and have also learned more about the outcome that 

drives their decisions than about the other outcome. We find that for the Considerate and Lucrative 

groups, which showed strong preferences on the 10th trial, removing the quantity that guided their 

choice most, led to a highly significant change in their choice allocation (Figure 4), while removing 

the quantity that guided their choices less, left their choices unchanged. 

 

Dropout trials in NoConflict blocks did not lead to comparable changes in choices (Supplementary 

Fig. 6), confirming that the change in choices in the Conflict condition are not the result of a simple 

rule ‘reset choice when my preferred outcome is removed’, but considers the probability of outcomes 

associated with the remaining outcome, which are the only difference between Conflict and NoConflict 

blocks.  
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Figure 3. Participants’ report bias. 

a Participant reports of perceived high-outcome probability for each symbol in the Conflict condition. b Same for the 

NoConflict conditions. The x-axis specifies which symbol and the probed question: short/tall pile of money=reported high-

money probability for the symbol actually associated with low/high-money; painless/painful face=reported high-shock 

probability for the symbol associated with low/high-shock. As a group, most participants correctly assigned higher 

probabilities to symbols that had higher probability, and reported a different pattern of probabilities after Conflict and 

NoConflict blocks. Thick black lines = average of reported probabilities; dotted black lines = programmed/expected 

probability. Square brackets below the graphs in A and B indicate the direction of the difference computed in c and d. c 

Difference between reported probabilities for the low-shock minus high-shock symbol, separately for the Considerate 

(green), Lucrative (blue) and Ambiguous (orange) preference group, and for the Conflict condition. The yellow inlet in the 

bottom right corner illustrates how the differences in panels c,d,e are calculated. Violin plots represent the value 

distribution, the box-plot within, the median and quartiles, the whiskers, the range of datapoints between Q1-1.5IQR and 

Q3+1.5IQR. d Same for the NoConflict condition. The BF10 and p-values above a violin represents the result of a two-

tailed Wilcoxon signed rank test of the differences vs. zero. The BF and p-values on the dotted green and blue lines indicate 

the result of a two-tailed Wilcoxon signed rank test comparing the difference for money and shock. The BF and p-values 

below a pair of violins represent the result of a two-tailed Wilcoxon signed rank test comparing the Conflict and NoConflict 

conditions. All statistical values are presented in Supplementary Table 4,5. Dotted black lines = actual probability 

difference (80%-20%=60%) as programmed in the task. e Correlation between the participant’s report bias and the 

proportion of considerate choices during the Conflict task, with Bias= (rpS(high-shock) - rpS(low-shock)) - ((rpM(high-

money) - rpM(low-money)), where rpS/rpM stand for reported probability of high-Shock/high-Money outcome, and high-

shock, low-shock, high-money, low-money refer to the symbols based on their actually most likely outcome. Black line 

and gray shading represent the regression line and the 95% confidence interval. N=79 (29 Considerate, 24 Lucrative, 26 

Ambiguous) for all panels. Source data are provided as a Source Data file. 

 

Interestingly, removing the guiding outcome in Conflict trials did not lead to a mirror symmetrical (i.e. 

~80%) preference for the other symbol: the average choice allocation switched to just below, or above, 

~50%, on the 11th trial (Figure 4a). That the first choice after Dropout is not as polarized as the 10th 

trial echoes the bias we observed in the explicit reports (Figure 3b): with the now less polarized choices 

mirroring the lesser differences in outcome probabilities for the remaining outcome. For the 

Ambiguous group, there was no robust evidence that removing either quantities lead to a change of 

preference towards the better option for the remaining outcome. It is important to emphasize that the 

choice on trial 11 occurs before the participant is presented with the single remaining outcome, and 

thus probes choices exclusively based on expected values that were learned during conflict trials. 

Supplementary Fig. 6 also shows choices on trials 12-20, but as these trials contain one rather than two 

potentially conflicting outcomes, we do not expect our models to adequately represent participants’ 

reasoning and learning over those subsequence trials.  

 

In summary, choices reveal substantial individual variability in preference, but most participants show 

evidence of some form of learning (See Supplementary Materials §12 for learning in participants with 

Ambiguous preference). Together this supports the notion that choices in our conflictual conditions 

are dominated by a form of learning in which participants represent separable outcomes for self-money 

and other-shocks, with the individual preferences influencing the magnitude of their respective 

symbol-outcome association. 
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Figure 4. Participant’s choices at the 11th trial. 

a Choices in the ConflictDropout blocks averaged separately for the preference subgroups, as classified using all Conflict 

trials. For each subgroup, the solid line represents the average of all trials, the dashed line, blocks in which money will be 

withheld, and the dotted lines, blocks in which shocks will be withheld. Standard errors of the mean across participants are 

indicated for each trail. b Boxplot of choices across participants at the 10th and 11th trial of ConflictDropout blocks as a 

function of group and outcome withheld. Dots are participants’ proportions of considerate choices, thick center black lines 

represent the median, box the upper and lower quartiles; whiskers, the range of datapoints between Q1-1.5IQR and 

Q3+1.5IQR. Wilcoxon signed-rank two-tail test were used to test the differences and statistical values are indicated. Bold 

text highlights significant differences. N=79 (29 Considerate, 24 Lucrative, 26 Ambiguous) for all panels. Source data are 

provided as a Source Data file. 

 

CHAPTER 4

123



 

M2Out predicts participant’s choices more accurately  

 

To gain further insights into how people combine shock and money outcomes in their morally relevant 

learning experience, we defined different formulations of RLT models (Figure 5a,b) and used the 

hierarchical Bayesian framework to test which alternative better describes participant’s choices. 

Except in our random choice model (M0), in all the learning models we compare, shock and money 

are additively combined using an individual weighting factor wf ranging from 0 to 1. This wf captures 

the value of the monetary outcome for self relative to the value of the shock to the other, and is not 

unlike the salience ɑ in the Rescorla-Wagner Learning Rule (Miller et al., 1995; Rescorla and Wagner, 

1972) or the harm aversion parameter 𝜅 in the decision model of Crockett (Crockett et al., 2014; 

Lockwood et al., 2020). A wf closer to zero would characterize a participant preferring to minimize 

the harm to the other person, a wf closer to one corresponds to more lucrative choices. In particular, 

we investigate whether choices are better described (i) by an RLT model that combines money and 

shock as soon as outcomes are revealed (M1) or (ii) models that keep separate representations for the 

two types of outcomes (M2). M1 instantiates a learning in which participant's decisions are based on 

the history of past reward values, without representation of the nature of outcomes, while M2 

instantiates learning with separable representations of the expected outcomes for self and others. For 

M2, we further compared a variant that scales outcomes based on personal preferences for money or 

shock (M2Out) vs. a variant that tracks expectations independently of personal preferences, but 

introduces weights at the decision phase (M2Dec).  

 

We fitted our competing models on the first 10 trials of the ConflictDropout blocks and then examined 

(i) how well they predicted those first 10 choices using an approximation of the leave-one-out 

information criterium (LOOIC (Vehtari et al., 2017)) and (ii) how well they predicted choices on the 

11th trial, when one of the outcomes is removed. Because the 11th trial was not included in the fit, we 

can directly quantify the likelihood of the competing models given the observed choices on the 11th 

trial to assess which best predicts behavior under devaluation. A priori, we expect all but M0 to perform 

comparably well during the Conflict trials. This is because due to the distributivity of multiplication 

over addition, the accumulated utility over trials that is fed to the softmax is the same for M2Out 

(Σ[wf•LRMPEM]+Σ[(1-wf)•LRSPES]) or M2Dec (wf•Σ[LRMPEM] + (1-wf)•Σ[LRSPES]), and virtually 

identical to that for M1 (Σ[LR•(wf•PEM+(1-wf)•PES)], except for the use of a single LR. However, we 

expect them to make different predictions on the 11th trial. M0, by design, continues to predict random 

choices. Because M1 does not have separable representations of money and shock, its decisions for 

the 11th trial can only be based on the composite expected value and it will predict that participants 

continue to choose their previously preferred option. Finally, because the M2 models have separate 

EV for money and shock, we programed the model to transform the information that participants 

receive before they perform the 11th choice (i.e. one outcome will no longer be delivered), into a revised 

decision criterion based on the remaining expected value only, without using a wf in their choice, as 

there is no longer a conflict to resolve (Figure 5b). We thus expect choices not to change much if the 

less preferred outcome is removed, and to change significantly, if the preferred outcome is removed.  

 

Figure 5c compares the predictions of the three learning models (M1, M2Out, M2Dec) with the actual 

choices for the critical Dropout blocks. During the initial 10 trials in which the conflict is present, all 
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three learning models capture the general shape of the learning curve, and can accommodate individual 

differences in preference through wf, generating increasingly more Considerate choices as the trial 

number increases for participants with Considerate preferences, and fewer Considerate choices for 

participants with Lucrative preference. Including all participants, over the first 10 trials, the LOOIC 

confirms that M1, M2Out and M2Dec perform similarly well, i.e. remain within a standard error of 

one-another, and perform better than the random-choice model M0 (Figure 5d; and Supplementary 

Fig. 7a,b for results that exclude the Ambiguous and non-believers groups). A similar pattern is true 

for the choices in the fMRI experiment (Supplementary Fig. 7c,d). Next, we used the 11th trial to 

arbitrate across M1, M2Out and M2Dec. When money is removed and only shocks remain (Figure 5e, 

gray background), all learning models correctly predict that Considerate preference participants do not 

change their choices, but only M2Out (purple and black arrow-head) accurately predicts that 

participants with Lucrative preference change their preference to just above 50%. In contrast, M1 

(gray) fails to predict any change for those lucrative participants, and M2Dec (light blue) overestimates 

their change. When shocks are removed and only money remains (Figure 5e, yellow background), only 

M2Out correctly predicts the magnitude of change in the Considerate preference participants. When 

considering all participants, M2Out consistently predicts the choices on the 11th trial better than the 

other models at the group level (Figure 5d,f) and in the majority of participants (Supplementary Fig. 

7e). Importantly, that the distribution of likelihood of the observed data given M2Out (indigo, Figure 

5f) does not overlap with that given M2Dec (turquoise) or M1 (gray) shows that our approach focusing 

on the 11th trial in 4 blocks is sufficiently powered to adjudicate between our candidate models: a given 

choice pattern is uniquely more likely under one model than the others. 

 

That M2Out outperforms M2Dec in particular, is because M2Out scales expected values based on wf 

so that for a considerate participant with wf≈0, OutM are multiplied with wf≈0 to calculate PEM (Figure 

5a,b), and EVM remains close to zero for both symbols, so that when shocks are removed, choices are 

between two symbols with EVM≈0, predicting the ~50% preferences observed. In contrast, for M2Dec, 

such scaling of EV by wf does not occur, and on the 11th trial, participants have EV values for their 

less-favored outcome that are as differentiated as those of the favored outcome. Note that a version of 

M2Dec that would maintain wf in the decision-phase of the 11th trial, would make predictions 

extremely similar to M2Out. Finally, we also considered a model in which the wf is influencing both 

the decision and outcome phase (M2DO; Supplementary Fig. 8). This model outperformed M2Dec, 

but not M2Out, with M2Out still predicting choices in critical conditions (MoneyDropout for Lucrative 

and ShockDropout for Considerate participants) closest to the actual choices of our participants. For 

parsimony, we therefore use M2Out for further analyses.  
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Figure 5. Model Comparison. 

a Model formalization for the chosen (red contour) option. In all models, decisions are based on a categorical logit function 

(aka softmax), contrasting the expected value across the alternatives with inverse temperature τ∈[0,5] and learning rate 

LR∈[0,1]. EV=Expected Value, PE=Prediction Error, Out=Outcome. Subscript M=money and S=shocks. Outcomes are 

coded by value: high-shock OutS=-1, low-shock OutS=+1, high-Money OutM=+1, low-money OutM=-1. If outcome is 

withheld during Dropout, OutS or OutM=0. Outcomes are set to the same values (+1 and -1) for money and shock because 

of the optimization task (Supplementary Materials §4). b Decision Model at the 11th trial for the Dropout condition. c 

Choices in the first 10 trials of the ConflictDropout blocks (Online experiment) as a function of preference together with 

the predictions by M1, M2Dec and M2Out. M0 always predicts 0.5 and is not shown. Choices and predictions averaged 

over all blocks, error bars: s.e.m. across participants (N=29 Considerate, N=24 Lucrative, N=26 Ambiguous). d Leave-

one-out information criterion (LOOIC34) of the models over the first 10 trials. Error bars: standard error of the estimatedion 

LOOICerror. M0 performs poorly, the three learning models perform similarly. The information criterion (IC) scale 

captures how much information is lost when comparing model predictions with actual choices, and smaller IC thus 
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characterize models that better describe behavior. N=79. e Change of participant choices (N=29 Considerate, N=24 

Lucrative, N=26 Ambiguous) and model predictions for the 10th to the 11th trial. Dashed lines connect 10th to 11th trials 

when money is removed (gray background), dotted lines, when shocks are removed (yellow background). 11th trial not 

included in model fitting. M2Out (black arrowheads) makes the best predictions for the 11th trial. Error bars: standard error 

of the mean across participants. f Distribution over 4000 posterior draws of the summed log likelihood of the 11th trial 

over all participants multiplied by -2 to place values on the information criterion scale as for LOOIC. M2Out outperformed 

all other models. We use LOOIC in d, because these first 10 trials were included in the fitting of the model, but log-

likelihood in f because it is not included in the model fit. Source data are provided as a Source Data file. 

Wf is accurately recovered and has external validity    

 

Fitting our winning model M2Out on the first 10 trials of the Dropout blocks leads to a wide range of 

wf values (Figure 6a) across participants that correlates highly with the proportion of considerate 

choices (Figure 6b). Parameter recovery further shows that if one simulates participants with different 

wf, M2Out accurately recovered much of that variance (r(wfsimulated,wfestimated)=0.69, p<10-6, BF10>106 

Supplementary Materials §13). For our fMRI participants, we also performed a Helping task not 

involving learning that we had previously developed (Gallo et al., 2018) (Supplementary Materials 

§3). In each Helping trial, participants viewed a victim receive a painful stimulation, and could decide 

to donate money. If no money was donated, the victim received a second stimulation of equal intensity. 

If some money was donated, each € donated reduced the second stimulation by one point on the 10 

point pain scale. We found that the wf value estimated in our learning task in the fMRI experiment was 

significantly correlated with how much money participants on average donated to reduce the victim’s 

pain in this Helping task (Kendall Tau(wf,choice)=-0.47, BF10=76, p<0.001, Figure 6c), providing 

evidence that wf captures a property of the participant that generalizes to other situations in which 

participants need to resolve a conflict between self-money and other-shocks. A Bayesian multiple 

linear regression including wf together with more traditional trait questionnaires (four subscales of the 

IRI (Davis, 1983) as a traditional measure of empathy and MA (Yamauchi and Templer, 1982) as a 

traditional measure of the attitude towards money), found strong evidence that including wf improves 

the predictive power (BFincl=11.46, p=0.009, Supplementary Table 6), while none of these 

questionnaires explained variance in the Helping Task (all BFincl<0.7, all p>0.09 Supplementary Table 

6). This establishes the external validity of our learning task as a predictor of costly helping in a 

different task. 
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Figure 6. Wf Predictive power. 

a Distribution of wf parameter estimates for M2Out in the Online (purple, only including the first 10 trials of the 

ConflictDropout blocks) or fMRI (lavender, including all trials) across participants. The whisker plots represent the 

quartiles, dots outliers. The distribution of the other parameters of M2Out can be found in Supplementary Materials §13. 

Distributions were compared with a two-tail Mann-Whitney U test. b Relation between wf and proportion of Considerate 

choices in the online (left) and fMRI (right) experiment. For the online experiment only the 10 first trials of Dropout blocks 

are considered in the model fit. The line and shading represent the regression line and its standard error, p and BF values 

are for a two-tailed test on the Kendall’s Tau value. c Relation between wf in fMRI experiment and donation in the helping 

experiment. p and BF values are for a two-tailed test on the Kendall’s Tau value. 

Neural correlates of value updating 

 

Participants showed a wide network of brain activity when outcomes were revealed (Figure 7a). 

 

To examine the contribution of pain-witnessing and reward processing networks in prediction error 

coding during the outcome phase, we extracted the wf-normalized PES and PEM parameter estimate 

image (βPES and βPEM) from each participant (Supplementary Materials §15), and dot-multiplied them 

with the affective vicarious pain signature (AVPS(Zhou et al., 2020)) and a newly developed reward 

signature (RS(Speer et al., 2022)). We used neural signatures because they provide a principled method 

to reduce the involvement of a distributed neurocognitive systems to a univariate measure that can then 

be analyzed using Bayes factor hypothesis testing to provide evidence both for or against the 

involvement of this system (Kragel and LaBar, 2015; Wager et al., 2013; Yarkoni et al., 2011). We 

found PES but not PEM to load significantly on the AVPS (Figure 8a,e; Supplementary Table 9). The 

βPES loading on AVPS is negative, because the AVPS was developed to provide larger values when 

viewing painful compared to non-painful facial expressions (Zhou et al., 2020), while we coded shock 

outcomes in terms of their value, i.e. a non-painful shock had value +1 and a painful shock of -1. The 

strength of the loading did not depend on wf (evidence of absence, Figure 8b; Supplementary Table 

9). In our paradigm, this pain-witnessing network thus carries signals that negatively covary with 

prediction errors for shocks which do not depend on personal preferences (wf). With regard to the 

reward signature, we found PES and PEM to load positively on RS (Figure 8c,f; Supplementary Table 

9) showing that receiving less intense than expected shocks or higher than expected monetary rewards 

both triggered a pattern of activity typical of receiving a reward. Examining whether the loading on 

RS depended on wf led to inconclusive evidence leaning in favor of absence (Figure 8d; Supplementary 

Table 9).  
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Figure 7. Key fMRI results.  

a Voxels where BOLD signals are increased during the outcome phase, independently of prediction errors, (Outcomes>0), 

punc<0.001, k=FWEc=903 voxels (Supplementary Table 8). b Red: regression between PES and 1-wf (punc<0.001, 

k=FWEc=181voxels, Supplementary Table 10). This identifies voxels with signals that increase more for shock outcomes 

that are less intense than expected (i.e. positive PES) in participants that place more weights on shocks (high 1-wf values). 

Yellow: results of the contrast constant>0 in the same linear regression with (1-wf) (punc<0.001, k=FWEc=167voxels). This 
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identifies voxels with signals that increase with increasing PES after the variance explained by (1-wf) is removed 

(Supplementary Table 11). c Cyan: PEM>0 (after removing variance explained by wf; Supplementary Table 12) at 

punc<0.01, k=FWEc=542 voxels. Purple: PES>0 presented the same cluster-cutting threshold of punc<0.01, k=FWEc=950 

voxels (Supplementary Table 11) in order to visualize that the two networks are largely distinct (but see Supplementary 

Fig. 17 for overlap). d Correlation between PEM and wf, punc<0.01, k=FWEc=1642 voxels (Supplementary Table 13). e 

Results of the contrast PES*LR>0, punc<0.001, k=FWEc=121 voxels (Supplementary Table 14), which represent the BOLD 

signal associated with shock value updating. Note that across all panels, results are FWE cluster corrected at ɑ<0.05 using 

(i) cluster cutting at punc<0.001 (panels a, b, e) or (ii) punc<0.01 (panel c, d) then excluding clusters with an extent below 

the critical FWE cluster size FWEc. Cluster-extent threshold size always indicated in figure panels. Renders are created 

based on the cortex_20484 surface from spm12, slices are taken from the average T1 anatomical scan from our participants. 
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Figure 8. Loading on AVPS and RS.  

a Loading of the normalized parameter estimate images (βPE) for PES (blue) and PEM (orange) on the AVPS
24

. Each dot 

is one participant, the horizontal line is the mean. p and BF values reflect a one-sample parametric (because normality was 

not violated) t-test against zero in JASP. b Loading of the parameter estimate for PES (βPES) (blue) and PEM (βPEM) (orange) 

onto the AVPS as a function of wf. p and BF values represent the outcomes of a parametric correlation analysis using 

Pearson's r. c-d Same as in a-b, but for the RS. It should be noted, that with our sample size (n=25), we are adequately 

powered to detect strong associations with wf (⍴=0.5, ɑ=0.05, power=87%) but cannot exclude weaker associations for 

which we were underpowered (⍴=0.3,ɑ=0.05,power=45%), as 80% power for such associations would require over 60 

participants. e Voxels contributing substantially to the loading of βPES (top) and βPEM (bottom) onto AVPS. Because the 

overall loading is calculated by first multiplying each voxel's βPES value with the value in this voxel of AVPS, and then 

summing these multiplication over all voxels, here we simply calculated the first step (the voxelwise multiplication of βPES 

and AVPS, and βPEM and AVPS), and averaged the result across our participants. To not overcrowd the image, we only 

show voxels with values above 50 or below -50 after multiplying the images by 106. f Same as in e, but for the RS. Source 

data for panels a-d are provided as a Source Data file. 

 

Next, we performed a more explorative voxel-wise linear regression that predicts the parameter 

estimate of the PES modulator using a constant and wf. As expected for a region involved in valuation, 

we found the vmPFC to have signals covarying positively with PES (i.e. higher signals when shocks 

were lower than expected) with a more ventral cluster associated with PES in a way that depended on 

wf (Figure 7b, red), while a more dorsal vmPFC cluster showed an association with PES after removing 

variance explained by wf (Figure 7b, yellow). In addition, we find that the left somato-motor cortex, 

including BA4 and 3, also harbored signals covarying positively with PES in ways that depended on 

wf. The same voxel-wise analysis applied to PEM only generates significant results when the cluster-

cutting threshold was reduced to punc<0.01 (Figure 7c), and reveals striatal and ventral prefrontal 

clusters in line with those described in the literature for PEM>0 after removing the variance explained 

by wf (Bartra et al., 2013; Fouragnan et al., 2018; Rushworth and Behrens, 2008), and clusters in the 

right cerebellum, ventral temporal lobe and hippocampus with PEM signals that depend on wf (Figure 

7d). Comparing the networks associated with PES and PEM reveals that these networks are largely non-

overlapping (Figure 7c). However, inclusively masking the contrast PEM>0 with the contrast PES>0 

reveals five clusters of overlap, the largest of which was in the vmPFC (Supplementary Fig. 17), but 

these clusters remained too small to survive a whole brain FWE cluster-size correction.  

 

Using the method developed by Zhang and colleagues (2020) suggests that the AVPS, the RS and the 

ventral prefrontal network correlating with PES during the outcome phase do indeed represent PES 

rather than only encoding the raw witnessed outcomes (Supplementary Material §18). In reinforcement 

learning theory, value updating is based on prediction errors and learning rates, with a participant 

updating expected values by PESxLRS, and PEMxLRM, respectively. Accordingly, we also examined 

where in the brain signals covary with PES in ways that depend on LRS and with PEM in ways that 

depend on LRM, to identify signals related to value updating. The former revealed a robust network of 

prefrontal and in particular, medial prefrontal regions (Figure 7e), while the latter failed to reveal any 

signals surviving corrections at either cluster-cutting thresholds (p<0.001 or p<0.01, k=FWEc).  

 

Our learning paradigm is optimized to capture the neural processes involved in learning symbol-

outcome associations, i.e. processing the outcomes and computing prediction errors, and these 

processes can be assumed to occur when the outcomes are presented. In contrast, as the options 

amongst which to choose remain constant across the trials of a block, participants need not wait for 
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the decision-screen to choose which symbol to choose on the next trial (Figure 1a). Attempts to isolate 

brain activity related to this uncertainly timed decision-process are therefore inefficient in our 

paradigm and are only included in the Supplementary Materials (Supplementary Fig. 18). Choice 

paradigms in which options vary from trial to trial and are only revealed once a decision can be made 

are a more powerful means to isolate choice-related brain activity (see for example Crockett et al., 

2017, 2014; Gallo et al., 2018). 

Discussion 
 

Our results indicate that participants’ choices appear to be dominated by separable but biased 

representations of self-money and other-shocks. The availability of separable representations was 

apparent (i) from the ability to provide above chance explicit reports for both outcomes that also 

captured the difference between Conflict and NoConflict trials and (ii) from the reaction to devaluation 

by not altering choices if the preferred outcome was preserved, but by switching preference when the 

preferred outcome was removed in the ConflictDropout trials. That representations were biased was 

borne out from the fact that (i) individuals had more differentiated reports for their favored outcome-

type (ii) that preferences after devaluation were asymmetric, with preference levels depending on the 

weight of the remaining quantity.  

 

Bayesian model-comparison formalizes this conclusion (see Supplementary Materials §19 for a 

detailed discussion of the predictions and rationale of each model). When one outcome was devalued, 

M2Out outperformed M2Dec and M1 and was the only model that captured the reduced preference, 

when the most valued outcome was removed. We also briefly explored a more general model (M2DO), 

that uses a parameter ɑ to distribute the effect of preference across the outcome and decision phase. 

Fixing ɑ to 1 or 0 transforms M2DO into M2Out or M2Dec, respectively, and fixing it to 0.5 - half-

way between M2Out or M2Dec - outperform M2Dec but not M2Out, and we therefore opted to use 

the simpler M2Out for the rest of our analyses. In the future, fitting ɑ to each participant’s specific 

devaluation behavior may enable the use ɑ to quantify how much a given participant’s preference 

pervades their expected value representations under conflict.  

 

Some have found that learners that respond flexibly to devaluation, as most of ours did, which indicates 

goal-directed behavior instead of habit, are more likely to have used a model-based form of 

learning  (Dolan and Dayan, 2013; Gillan et al., 2015) Others found participants’ choices to be 

dominated by model-free learning when preventing shocks to others in two-choice Markov decision 

tasks (Lockwood et al., 2020). It may thus be that participants represent the nature of outcomes (as 

revealed by our devaluation study) while avoiding the cognitively expensive decision-tree necessary 

to ascribe rewards following a rare transition in a two-choice Markov decision task to an alternative 

(nonselected) action. 

 

Participants varied substantially in their preferences under conflict. In our models, we find that the 

weighting factor wf is an effective way to capture these individual differences. Importantly, wf had 

external validity: it predicted how much money the participant gave to reduce shocks to the same 

confederate in a different task not requiring learning (Gallo et al., 2018) and did no better than trait 
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measures of empathy and money attitude. If state empathy is regulated by motives and context (see 

(Keysers and Gazzola, 2014; Zaki, 2014) for reviews), such as our financial incentives to downregulate 

empathy, the IRI, which attempts to find a stable, context independent measure of empathy, may have 

less explanatory power than a wf estimated during a similar moral conflict.  

 

In our Online study, equal sized groups showed significantly considerate, lucrative and ambiguous 

preferences. In our fMRI study, most participants (13/27) showed a significant preference for the 

considerate option, with only 3/27 showing a significant preference for the lucrative option. Why this 

distribution differed from the Online experiment is unclear, but two factors may have played a role. 

First, in the fMRI experiment, conducted on site, participants were under the impression that all shocks 

were delivered in real time to the other person; while in the Online experiment, that only a subset 

would later be delivered, reducing the value of considerate choices. Second, the vicinity of the 

experimenter in the fMRI experiment may have increased the motivation to act in a socially desirable 

way. Finally age and sex distributions differed across the two studies (Table 1) but are unlikely to 

explain this difference because model selection did not depend on gender, and no significant 

correlation was observed between age and preference (Supplementary Materials §11). 

 

Our fMRI data further characterizes how preferences bias learning, by showing that earlier stages of 

processing such as the network associated with pain observation (Jauniaux et al., 2019; Lamm et al., 

2011; Timmers et al., 2018; Zhou et al., 2020), as quantified using the AVPS (Zhou et al., 2020)have 

signals associated with PES that do not depend on wf, while later stages of processing associated with 

valuation, particularly in the vmPFC (Bartra et al., 2013; Burke et al., 2010; Lengersdorff et al., 2020; 

Ruff and Fehr, 2014; Rushworth and Behrens, 2008) have PES signals that depend on wf. That the 

ventral but not the dorsal vmPFC had valuation signals that depend on wf dovetails with a finding of 

Nicolle et al. (Nicolle et al., 2012) that if participants have to switch from trial to trail between focusing 

on making a monetary decision according to their own values or those of someone else, more ventral 

mPFC voxels had valuation signals corresponding to the values of the current focus, while more dorsal 

clusters had valuation signals corresponding to those of the alternative focus.  

 

The AVPS has been traditionally characterized in tasks in which participants are unable to form 

predictions, as high- and low-pain trials are randomized (Jauniaux et al., 2019; Lamm et al., 2011; 

Timmers et al., 2018; Zhou et al., 2020), making it impossible to distinguish whether it purely 

represents outcomes or prediction errors. Our learning paradigm refines our understanding of this 

network by showing that it receives sufficient information about expectations to transform visual 

inputs into the prediction error signals thought critical for learning (Supplementary Materials §18). 

Theories that emphasize the motivational modulation of empathy predict that to maximize financial 

gains, less considerate participants suppress empathy related processes often ascribed to this network 

(Zaki, 2014). That the AVPS network was not measurably modulated by wf therefore invites us to 

reconsider where in the brain such empathy modulation occurs, with ventral prefrontal valuation 

regions revealed as a potential location in our data. 

 

Our study has several additional limitations. First, we limited our model comparison to a number of 

hypotheses driven by RLT models. We did not test ratio or logarithmic ratio models of valuational 

representation in this study. These valuational structures are known to occur but are less often indicated 
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in modeling gains and losses to the self (Talmi and Pine, 2012). Future experiments could be optimized 

to explore whether such alternative ways to combine these values may be more appropriate under 

certain moral conflicts. Second, our participants or at least some of them, may not use a RLT model at 

all. Instead, they may use rules such as ‘choose a symbol randomly, and only switch if you encounter 

x unfavorable outcomes in a row’. Future studies may benefit from studying how well such heuristics 

may perform. Third, we used wf to address quantitative individual differences within our specific 

Conflict task. Future experiments may wish to address whether (i) wf reflects stable moral preferences 

by acquiring evidence of long-term moral commitments and values, or is specific to a smaller class of 

similar situations such as our helping task, and (ii) whether different individuals may be best captured 

using qualitatively different models. This might be particularly relevant when including participants 

with independently demonstrated morally considerate commitments or psychiatric disorders affecting 

social functioning. Fourth, our evidence that choices are dominated by separable but biased 

representations hinges on drop-out trials in our Online experiment, and our request for probability 

reports. We introduced these trials to rigorously reveal the nature of the learning that participants 

deploy in conflict situations - and they indeed provided the data necessary to adjudicate across our 

models. However, we must consider the possibility that these very trials also influenced participants 

to separate their representations for self-money and other-shocks to enable more optimal decisions 

during drop-out trials, and more accurate probability reports. Performing a conflict task with only a 

single devaluation trial on a large number of participants may be a way to exclude this possibility. 

However, if participants were to have adapted their strategy to optimally fit the requirements of the 

task, M2Dec would have been even more adaptive.  

 

To summarize, our data sheds light onto the processes at play when adults have to learn that certain 

actions lead to favorable outcomes for us but harm others, while alternative actions are less favorable 

for us but avoid harm to others. We show that in our task, the choices of a majority of participants are 

best captured by a process based on separable but biased representations, in which some brain signals 

(e.g. in the pain observation network and our reward signature) covary with prediction errors for the 

harm to others in ways that do not depend on whether participants prefer to maximize gains for self or 

minimize harm to others, while others (e.g. in the vmPFC) do depend on this individual preference. 

We foresee that the mathematical formulation of learning under conflict we introduce and this task 

will be particularly useful to understand how neurocomputational processes may differ in atypical 

populations in the spirit of computational psychiatry (Montague et al., 2012), particularly in antisocial 

populations. 

Methods 
 

Experiments complied with all relevant ethical regulations, and were approved by the Ethics 

Committee of the University of Amsterdam, The Netherlands (2017-EXT-8201, 2018-EXT-8864, 

2020-EXT-12450). Two independent experiments were performed: an Online behavioral study and an 

fMRI study. Behavior was tested in a larger sample of participants, but this had to be done online, 

using the Online platform Gorilla (https://gorilla.sc/), due to COVID-19 restrictions in place at the 

time. Brain activity was measured in a smaller number of participants in our fMRI scanner. Table 1 

gives an overview of the number of participants and experimental conditions included in each study.  
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Participants 

 

fMRI sample: A total of 27 (37y±17SD; 27f; Table 1) volunteers with normal or corrected-to-normal 

vision, and no history of neurological, psychiatric, or other medical problems, or any contraindication 

to fMRI (for the fMRI experiment only) were recruited for the fMRI experiment through 

advertisements on social media. Two of the 27 participants were left handed. Because the stimuli 

showed movements of the actor's right hand, to reduce variability induced by lateralization of brain 

responses, these two participants only performed the tasks off-line (i.e. no fMRI data acquired). 

Sample size was based on a power calculation to have 80% power to detect a medium effect size for 

t-tests at ɑ=0.05, and was similar to that in related fMRI studies (Crockett et al., 2017; Lockwood et 

al., 2016). Participants were paid 10€/h for participating and received a bonus payment in accordance 

to their performance in the learning task. The bonus payment was calculated by dividing by 10 the 

total amount of earned money during the learning task. 

 

Online sample: 79 (25y±7SD, 39f) volunteers were recruited through the online platform Prolific 

(https://prolific.ac/). Sample size was based on a power calculation to have >80% power to detect a 

medium associations (|⍴|=0.3) between variables across participants at ɑ=0.05. Participants taking part 

in the Online experiment were significantly younger than the ones who took part in the fMRI study 

(Mann-Whitney test, BF10=8.022, p<0.001). Supplementary Material §11 however shows age and 

gender do not influence model selection. Participants of the online experiment were paid through 

Prolific the amount of 2.80€ every 30 min, plus the bonus. The Bonus was calculated summing the 

amount of money corresponding to 15 trials randomly extracted from the learning task plus two trials 

from the optimization task. The studies were approved by the Ethics Committee of the University of 

Amsterdam, The Netherlands (2017-EXT-8201, 2018-EXT-8864, 2020-EXT-12450). All participants 

provided informed consent and authorization for the publication of images have been obtained.  

Online experiment general procedure 

 

The study started with a general information page, including the informed consent and a description 

of all steps and tasks (Supplementary Materials §2). Participants were also informed that while they 

perform the experimental tasks online, a second participant is present in the lab. It was explained that 

the separation of the two participants allowed the experiment to be performed under COVID19 

restrictions. In reality, no second participant was invited to our lab, and this cover story served to create 

a situation in which participants believed their decisions had real implications for self and others, while 

at the same time minimizing discomfort to others (no shocks actually delivered to the other person). 

The text also informed them that 15 trials from the Learning task and 2 from the Optimization task 

(Supplementary Materials §4) would be randomly selected at the end of the experiment , and that the 

money of these trials would be added to their payment, while the electrical stimulation associated with 

these trials would be delivered on the hand of the other participant in the lab. Participants were 

informed they would have the choice to witness, via Zoom the other person receiving the stimulation. 

The experimental session then started with a Stress Tolerance questionnaire assessing participants’ 

susceptibility to stress, which generated the advice to continue or not with the experiment 

(Supplementary Materials §20). No participant received the advice to withdraw, and the session 
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continued with the Optimization Task, aimed at determining the amount of money necessary to create 

a true conflict for a given person between self-money and other-shocks (this value is referred to as 

indifference point). This was done by asking participants to choose between different predetermined 

combinations of money and stimulation intensity (Supplementary Materials §4). The experiment then 

continued with the core probabilistic Reinforcement Learning Task (see below) in which participants 

had to learn several symbol-outcome associations within the first 10 trials of a block. The experiment 

ended with a debriefing about the deception, asking how much they believed the cover story 

(Supplementary Materials §5) and with a series of questions to investigate participants’ motivations 

and their feelings toward the experiment (Supplementary Materials §6 and 21). Participants were 

aware that they could withdraw from the experiment at any time.  

Reinforcement Learning task  

 

Conflict condition (Figure 1b). Participants had to learn symbol-outcome associations under a moral 

conflict - i.e. in a context in which choices that are better for the self (high monetary gain) are usually 

worse for the other (painful shock), while those that are worse for the self (low monetary gain) are 

usually better for the other (non-painful shock). Two types of blocks included the conflict: 

ConflictNoDropout and ConflictDropout blocks. The first 10 trials were common to both block types, 

and served for participants to learn the symbol-outcome associations. The same symbol pair was 

presented in all trials of a block, but changed across blocks. In each block one of the symbols would 

most likely lead to higher monetary reward for the participant, and a noxious electrical stimulation to 

the dorsum of the actor’s hands (lucrative symbol or choice), and the other symbol to lower monetary 

reward and a non-noxious stimulation to the actor (considerate symbol or choice). Importantly, to 

partially de-correlate representations of shock and money, for each individual trial, the outcomes of 

high and low monetary reward and painful and no-painful shock to others were drawn independently, 

resulting in the four possible outcome combinations shown in Figure 1d,e. While the monetary reward 

was presented in the outcome screen as a numerical amount of euros, the outcome for the other was 

presented as a video recording of the author A.N. while receiving the stimulation (Supplementary 

Materials §1). Participants could therefore infer whether the stimulation was or not noxious only based 

on the facial reaction of the actor in the videos. Participants were aware that the person in the video 

and the other participant in the lab were not the same individual, and that the videos were pre-recorded 

to illustrate what responses to the electrical stimulations would look like. The ConflictNoDropout 

blocks only contained these first 10 trials, after which participants were asked to report the probability 

of each symbol to be associated with high money and high shock (Figure 1b-c). The ConflictDropout 

blocks, after these initial 10T, continued with 10 additional trials. Before the 11th trial is presented, a 

text informs participants that either the outcome money is removed (ConflictMoneyDropout) or the 

shock (ConflictShockDropout). Over the last 10 trials of the ConflictMoneyDropout, participants 

would therefore only see the videos of the actor receiving the stimulation, and no money would be 

rewarded, while over the last 10 trials of the ConflictShockDropout participants would only see the 

money outcome. Participants were informed that the probability of each symbol of being associated 

with high or low stimulation would remain the same over the 20 trials.  
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NoConflict condition (Figure 1c). This condition was identical to the Conflict condition with the 

exception that the symbol-outcome associations did not likely introduced a moral conflict because the 

symbol that was usually best for the self was also usually best for the other: one symbol was most 

likely associated with high monetary reward for the participants and non-noxious stimulation to the 

other participant, while the other symbol was usually associated with low monetary reward and a 

noxious stimulations (Figure 1e). There was therefore a clear incentive to choose for the symbol 

leading to the higher reward, as it was also the symbol that would be most beneficial for the other. As 

for the Conflict condition, two types of block were present: the NoConflictNoDropout in which only 

the first 10 trials were presented, followed by the probability report, and the NoConflictDropout which 

included 20 trials and after the 10th trial, either money or shock outcome were removed. The position 

of each symbol on the screen within a pair was randomized across trials. Symbols composing a pair 

were kept the same across individuals (i.e. the same two symbols formed the same pair throughout the 

experiment and across participants), but pairs were randomly distributed across conditions. Symbol-

outcome associations were determined based on the matrix in Figure 1d,c and were kept constant 

across participants. ConflictDropout, ConflictNoDropout, NoConflictDropout and 

NoConflictNoDropout blocks were presented in a randomized order within and across participants. 

 

Explicit recall questions: At the end of each of the four ConflictNoDropout and four 

NoCoflictNoDropout blocks only, participants were asked, for each symbol separately, to recall the 

probability of that symbol to be associated with higher monetary reward and with the noxious 

stimulation using a scale from 0 to 100% (Figure 1b-c). The order in which the two symbols were 

presented and the type of question (association with high shock or with high reward) was randomized 

between participants. The slider starting position was always at 50%.  

fMRI experiment general procedure  

 

The fMRI experiment included four sessions of the Helping task, following procedures similar to those 

used in combination with EEG in Gallo et al. (2018), and one session of the ConflictNoDropout 

condition of the reinforcement learning task used in the Online experiment (Supplementary Fig. 2), 

which was always collected after the first two sessions of Helping. fMRI results of the Helping task 

will be the object of a separate publication. In the current work we only report the fMRI data associated 

with the ConflictNoDropout condition, and the amount of money participants were willing to give up 

to reduce the intensity of the confederate’s stimulation in the Helping task in order to test the predictive 

power of the weighting factor.  

 

Helping task is a decision task, in which each trial starts by showing a video of another participant 

(author S.G.) receiving noxious stimulations of different intensities (Supplementary Materials §3). 

Participants were then endowed with 6 euros, which they could decide to keep for themselves or to 

give all or in part up to proportionally reduce the intensity of the next stimulation. A second video 

showing a second stimulation of intensity equal to the “intensity of the first video - donation”, was 

then presented. Videos were pre-recorded and have been rated on perceived pain intensity by an 

independent group of participants. We used these independent ratings to select which video to present. 

The intensity of the first video was selected randomly at the beginning of the experiment. Videos either 
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showed the facial reaction of the confederate or the hand reaction without facial expressions. Because 

the Learning experiment only showed facial reactions, only donations associated with the trials 

showing the facial reactions in the Helping task were included in the current manuscript (results would 

though not change when including the full donation dataset (Kendall’s Tau(wf,donation)=-0.54, 

BF10=13.19, p=0.004). Participants were led to believe that the videos they saw were a life-video-feed 

of another participant receiving these shocks in a closeby room, although in reality they were pre-

recorded movies. All participants were presented the same videos, albeit in randomized order, so that 

we can compare the average donation of the participants as a willingness to give up money to reduce 

the pain of others.  

 

As the participants of the fMRI experiment came in person to the lab, the cover story was slightly 

different from that adopted in the online version. For the fMRI we used the same cover story used and 

validated in Gallo et al. (2018). Each participant was paired with what they believed to be another 

participant like them, although in reality it was a confederate, author S.G. They drew lots to decide 

who plays the role of the learner (or the donor in the Helping task) and of the pain-taker. The lots were 

rigged so that the confederate would always be the pain-taker. The participant was then taken to the 

scanning room while the confederate was brought to an adjacent room, connected through a video 

camera. Participants were misled to think that electrical stimulations were delivered to the confederate 

in real-time, and that what the participants saw on the monitor was a live feed from the pain-taker's 

room. In reality, we presented pre-recorded videos of the confederate’s reactions. In contrast to the 

Online experiment, in which the high-money amount was selected for each participant using the 

Optimization task, in the fMRI Learning task, the high-money amount offered was fixed at 1.5€ for all 

participants, and corresponded to the average amount associated with the indifferent point in the 

Optimization task (1.53 ± 0.37SD; Supplementary Material 2). The low-money amount was the same 

as in the Online experiment, 0.5€. At the end of the fMRI tasks, participants were debriefed and asked 

to fill out the interpersonal reactivity index (IRI) empathy questionnaire (Davis, 1983), and the money 

attitude scale (MAS) (Yamauchi and Templer, 1982). To assess whether participants believed that the 

other participant really was receiving electrical shocks, at the end of the experiment, participants were 

asked ‘Do you think the experimental setup was realistic enough to believe it’ on a scale from 1 

(strongly disagree) to 7 (strongly agree). All participants reported that they at least somewhat agreed 

with the statement (i.e. 5 or higher). The fMRI task was programmed in Presentation (Version 22.1, 

www.neurobs.com), and presented under Windows 10 on a 32inch BOLD screen from Cambridge 

Research Systems visible to participants through a mirror (distance eye to mirror: ~10cm; from mirror 

to the screen: ~148cm).  

Statistical Approach to Behavioral Data 

 

Quantification of choices was performed in RStudio (Version 1.1.453) and Matlab 

(https://nl.mathworks.com/). Statistical analyses were then performed using JASP (https://jasp-

stats.org, version 0.11.1), to provide both Bayes factors and p values. Bayes factors were important 

because in many cases we are as interested in evidence of absence than in evidence of the presence of 

an effect, and p-values cannot quantify evidence for the absence of an effect (Christian Keysers et al., 

2020). For instance, we expect that removing money outcomes in considerate participants should not 
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alter choices, while removing shocks should. We used traditional bounds of BF10>3 to infer the 

presence of an effect and BF10<⅓ to infer the absence of an effect (Jeffreys, 1939; Christian Keysers 

et al., 2020). Two-tailed tests are indicated by BF10,i.e. p(Data|H1)/p(Data|H0) while one-tailed tests 

are indicated by BF+0. Where ANOVAs were used, we report BFincl which reports the probability of 

the data given a model including the factor divided by the average probability of the data given the 

models not including that factor. Normality was tested using Shapiro-Wilk’s. If this test rejected the 

null-hypothesis of a normal (or bi-variate normal for correlations) distribution, we used non-parametric 

tests such as the Wilcoxon signed rank or Kendall’s Tau test, while if the null-hypothesis was not 

rejected, we used parametric tests. We always used default priors for Bayesian statistics as used in 

JASP.  

Participant’s choices categorization 

 

We categorized participants’ preferences by determining whether their choices deviated from chance 

according to the cumulative binomial distribution. Specifically, for the Online experiment, we used a 

binomial considering 120 trials (10 trials x 4 ConflictNoDropout blocks + the 10 first trials x 8 

ConflictDropout blocks). If participants fell above the 97.5% tail of a binomial distribution (with 

N=120 choices, and p=0.5 probability of a considerate choice in the absence of a preference), i.e. if 

they chose the considerate option in more than 71/120 trials, we classified them as having demonstrated 

a ‘Considerate preference’; if they fell below the 2.5% tail, i.e. chose the considerate option in less 

than 49/120 trials, as having demonstrated a ‘Lucrative preference’. If they fell between these bounds, 

we considered them as failing to demonstrate a preference, and classified them as having ‘Ambiguous 

preference’. For the fMRI experiment, we applied the same logic on the choices in the 60 available 

trials (10 trials x 6 ConflictNoDropout blocks), and participants with fewer than 22 or more than 38 

considerate choices were then classified as demonstrating Lucrative or Considerate preferences.  

Computational Modeling of Behavioral Data 

 

Our experiment represents a variation of a classical two armed-bandit task and was modeled using a 

reinforcement learning (RL) algorithm with a Rescorla-Wagner updating rule (Rescorla and Wagner, 

1972). We compared 4 models explained in Figure 1E. Models were fitted in RStan (version 2.18.2, 

http://mc-stan.org/rstan/) using a hierarchical Bayesian approach, i.e. by estimating the actual posterior 

distribution through Bayes rule. Our models were adapted from the R package hBayesDM (for 

“hierarchical Bayesian modeling of Decision-Making tasks”) described in detail in Ahn et al., (2017). 

Model comparison was also performed in a fully Bayesian way. We first fit the data on the first 10 

trials of each Conflict block. NoConflict blocks were fitted separately for Supplementary Fig. 6a, and 

parameter estimates reported in this manuscript for wf, LR and 𝜏, are therefore not influenced by the 

NoConflict choices. To assess the ability of a model to fit data of these initial 10 trials that were 

included in the parameter-fitting, we use the leave-one-out informative criterion (LOOIC (Vehtari et 

al., 2017)), which computes a pointwise log-likelihood of the posterior distribution to calculate the 

model evidence, rather than using only point estimates as with the other methods, e.g. of Akaike 

information criterion (AIC (Akaike, 1987)) and the deviance information criterion (DIC (Spiegelhalter 

et al., 2002)). The LOOIC is on an information criterion scale: lower values indicate better out-of-

CHAPTER 4

139

https://www.zotero.org/google-docs/?Qc3sxY
https://www.zotero.org/google-docs/?Qc3sxY
https://www.zotero.org/google-docs/?294NxQ
https://www.zotero.org/google-docs/?294NxQ
http://mc-stan.org/rstan/
https://www.zotero.org/google-docs/?RTVbJe
https://www.zotero.org/google-docs/?RTVbJe
https://www.zotero.org/google-docs/?GdxiRm
https://www.zotero.org/google-docs/?lMIRQK
https://www.zotero.org/google-docs/?lMIRQK


 

sample prediction accuracy. For the ConflictDropout blocks, on the other hand, we aimed to assess the 

ability of a model fitted on the first 10 trials of a ConflictDropout block to predict behavior on the 

devaluation trial (trial 11). The model was then fitted using the first 10 trials of all the ConflictDropout 

blocks, and no leave-one-out procedure was necessary to assess the predictive performance on the 11th 

trial because it was not included in the parameter fitting. We thus directly used the log likelihoods of 

the 11th trial, which capture the probability of the choices on the 11th trial given the model fitted on the 

preceding 10 trials. Specifically, at the group level, we added the log likelihood of all the 11th trials of 

all the participants for each of the 4000 draws from the posterior distribution, and then examined the 

distribution of these values (Fig. 4C). To compare the ability of different models to predict this 11th 

trial at the single subject level, we then calculated a likelihood ratio (similar to a Bayes factor) for each 

participant: we summed the log-likelihood of the eight 11th trials available for each participant, and 

used the mean across the 4000 draws as our point estimate. We then calculated the ratio of the 

exponents of the log-likelihoods for the competing models. As priors on the hyperparameters LR and 

wf, we use the recommended Stan method of using a hidden variable distributed along N(0,1), that is 

then transformed using the cumulative normal distribution to map onto a space from 0 to 1. For 𝝉, we 

use the same method but then multiply the result by 5 to have the function map onto the interval [0,5]. 

For the Dropout blocks of the Online experiment, in which one of the two outcomes was removed after 

the 10th trials, the three models M1, M2Out, M2Dec were modified from the 11th trial to account for 

the fact that participants were told which quantity would be removed. For the M2 models, this was 

implemented by setting EV=0 for the removed quantity before decision-making on the 11th trial. In 

addition, wf is modified only to value the remaining EV (i.e. wf=1 if shocks are removed and wf=0 if 

money is removed). For M1, we cannot reset expectations for a specific quantity (shock or money) 

and EV has to remain unchanged. However, the wf is adapted (i.e. wf=1 if shocks are removed and 

wf=0 if money is removed), which maximizes what can be learned from the following trials. In all 

cases, the outcomes for the missing quantity are always set to zero after Dropout.  

MRI Data acquisition 

 

MRI images were acquired with a 3-Tesla Philips Ingenia CX system using a 32-channel head coil. 

One T1-weighted structural image (matrix = 240x222; 170 slices; voxel size = 1x1x1mm) was 

collected per participant together with an average of 775.83 EPI volumes ± 23.11 SD (matrix M x P: 

80 x 78; 32 transversal slices acquired in ascending order; TR = 1.7 seconds; TE = 27.6ms; flip angle: 

72.90°; voxel size = 3x3x3mm, including a .349mm slice gap).  

fMRI Data preprocessing  

 

MRI data were processed in SPM12 (Ashburner et al., 2014). EPI images were slice-time corrected to 

the acquisition time of the middle slice and realigned to the mean EPI. High quality T1 images were 

coregistered to the mean EPI image and segmented. The normalization parameters computed during 

the segmentation were used to normalize the gray matter segment (1mmx1mmx1mm) and the EPIs 

(2mmx2mmx2mm) to the MNI templates. Finally, EPIs images were smoothed with a 6mm kernel.  
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fMRI Data analysis 

 

The design matrix to analyze the fMRI data of the learning task included 13 regressors: (1) A decision 

regressor starting with the appearance of the two symbols and ending with the button press of the 

participant. (2) The outcome regressor was aligned with the presentation of the video and had a fixed 

duration of 2 seconds, corresponding to the duration of the stimulus. (3) A button-press regressor with 

zero duration was aligned to the moment of button-pressing. (4-5) The decision regressor had 2 

parametric modulators (EVM and EVS of the chosen option); and (6-7) the outcome regressor 2 

parametric modulators (PES and PEM). The modulators were derived from the winning M2Out, then 

mean- subtracted and wf-normalized before being entered into the design matrix (see wf-normalization 

below and Supplementary Materials §15). (8-13) Finally, 6 regressors of no interest were included to 

model head translations and rotations.   

 

Which parametric modulator to include was based on the results of parameter correlations and 

recovery. Prediction errors and actual outcomes could not be used within the same GLM as they were 

too highly correlated (r(PES,OutS)=0.741, ranging from 0.750 to 0.866 across our 27 participants; 

r(PEM,OutM=0.749, ranging from 0.781 to 0.862). We however examined if signals were associated 

with Out vs PE using the method suggested by Zhang and colleagues (Zhang et al., 2020). During the 

outcome phase, we therefore only included PES and PEM, which are only weakly correlated (average 

r=-0.26, ranging from -0.49 to -0.03 across the participants) and for which parameter recovery is robust 

(Supplementary Materials §17).  

 

wf-normalization: Because we are interested in whether PES or PEM representations depend on wf or 

not, we divided PES with (1-wf) and PEM with wf before entering them into the design matrix. As a 

result, the first PES value in the parametric modulator would always be PES=-1 if it was a high-shock 

outcome or PES=+1 for a low-shock outcome, independently of the participant's wf value. If signals 

covary with PES in a way that does not linearly depend on wf, the parameter estimate across participants 

(βPES) would violate H0:βPES=0, but not H0:r(βPES=0,wf)=0. If signals covary with PES in a way that 

does linearly depend on wf, it would violate both of these H0. Note that for outcomes, the coding was 

+1 for good outcomes (i.e. high money or low shock) and -1 for bad outcomes (i.e. low money or high 

shock). EV and PE follow that polarity. The same was applied to EVS and EVM, which were divided 

by (1-wf) and wf, respectively. This approach is illustrated with an example in Supplementary 

Materials §15. 

 

Results were then analyzed in two ways. First, to improve reverse inference, we used two multivariate 

signatures the affective vicarious pain signature (AVPS(Zhou et al., 2020)) and the reward signature 

(RS (Speer et al., 2022)). To explore if signals in this network covary with PES or PEM we then simply 

dot-multiplied the PES or PEM parameter estimate volume for each participant separately with the 

AVPS and RS, after having brought the AVPS and RS into our fMRI analysis space using ImageCalc. 

The result of the dot-multiplication indicates how much the covariance with PES or PEM loads on the 

AVPS or RS. We then brought these values into JASP, and compared them against zero and correlated 

them with wf. Because the loadings were normally distributed, we used parametric analyses. Second, 

we performed a similar analysis at the voxel level, by bringing the parameter estimate images for PES 
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and PEM into a second level linear regression using a constant and wf as the two predictors. A t-test on 

the constant then reveals regions in which signals covary with PES or PEM after removing variance 

explained by wf. A t-test on the wf parameter estimate then reveals regions where the signals covary 

with PES or PEM in ways that depend on wf. To test if signals covary with 1-wf, we simply used a 

negative contrast in the t-test. Results were familywise corrected at the cluster level using the 

established two-step procedure in SPM: (i) for cluster-cutting we visualized results at punc < .001 k=10, 

and identified the FWEc minimum cluster size for family wise error correction from the results table, 

(ii) we reloaded the results at punc < .001 k=FWEc, so that all displayed results survive FWE at cluster-

level. The same was done for EVS and EVM, but only reported in Supplementary Fig. 18. For contrasts 

not revealing significant clusters at that threshold, we also mention results that were cluster-cut at punc 

< 0.01, and then applied the FWEc that SPM calculates at that cluster-cutting threshold. However, it 

should be noted that cluster-extent corrections following such permissive cluster-cutting thresholds are 

more subject to false positives and should be interpreted with care (Eklund et al., 2016).  
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Supplementary Note 1. Stimuli creation and validation 

 

Videos 

 

Videos were generated in house. The authors SG and AN played the role of the actress during the fMRI 

and Online experiment respectively. All videos were recorded to start with an initial neutral facial 

expression, followed by the facial expression in response to the electrical stimulation delivered to the 

right-hand dorsum. The upper part of the actress’ body was clearly visible on a black background. The 

actresses were encouraged to produce realistic and clear facial expressions in response to the 

temporally unpredictable stimulations. The intensity of the stimulation was decided with the actresses, 

and the facial expressions were exaggerated to reflect a clear expression of pain. All original recordings 

were cut to last 2s and to have the frame showing the beginning of the facial expression in response to 

the stimulation exactly at 1s. All videos were validated by independent groups of subjects, who were 

asked to rate the intensity of the pain experienced by the confederate on a scale from 1 to 10, with ‘1’ 

being ‘just a simple touch sensation’ and ‘10’ being ‘most intense imaginable pain’. As low pain 

intensity videos we selected the ones with ratings of 1 and 2 and as high pain intensity videos we 

selected the ones with ratings of 4, 5 and 6 Videos were edited using Adobe Premiere Pro CS6 (Adobe, 

San Jose, CA, USA). 

 

The videos used for the Learning task in the fMRI experiment were selected from the Hand videos 

recorded for Gallo et al., (2018) (https://elifesciences.org/articles/32740, see also Supplementary 

Note§3 below, and https://doi.org/10.7554/eLife.32740.006, 

https://doi.org/10.7554/eLife.32740.009). Thirteen videos of value 1 and 14 of value 2 were used as 

low pain stimuli, while 9 videos of value 4, 13 of value 5 and 3 of value 6 were chosen for as high 

intensity stimuli. A full description of how these videos were created can be found in (Gallo et al., 

2018). A similar procedure was then used to generate the video of the Online experiment (for two 

examples see https://osf.io/rk8w4/?view_only=98b193a58aff48dda40b9d3d91ac5254 Figure1_Task). 

The main difference was that in the stimuli for the Online experiment both actress’s hands were shown 

(Figure 1a), instead of only the right hand. For the Online experiment, an initial pool of 300 videos 

showing a painful stimulation and 300 videos showing an innocuous stimulation were recorded. The 

final pool of stimuli was then selected based on an online validation (survey done through Gorilla, 

https://gorilla.sc/) performed by 191 participants (aged 18 – 35, 103 females). Participants were 

recruited through Prolific (https://prolific.ac/). From the initial pool, 140 high intensity and 130 low 

intensity stimuli were selected. Since for each condition we needed 140 trials (120 trials with both 

outcomes plus 40 trials with money dropout), 10 low videos were repeated twice in each condition. 

The exact same videos used in the Conflict blocks were repeated in the NoConflict blocks, this allowed 

us to rule-out any effect due to the difference in the displayed stimuli between conditions. The 

repetition did not have any negative impact on participants’ performance, since in the Online 

experiment participants were aware of the fact that these videos had been pre-recorded. 

 

The high intensity pain stimuli used in the fMRI Learning task had an average rating of 4.76 ± 0.66SD 

and the low intensity stimuli of 1.52 ± 0.51SD (Bayesian Mann-Whitney t-tests W=675, p<0.001, 

BF10=2710.5).  For the Online study, the high intensity pain stimuli had an average rating of 5.74 ± 
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0.47SD and the low intensity stimuli of 1.54 ± 0.18SD (Bayesian Mann-Whitney t-tests, W=18200, 

BF10=7.7*1011, p<0.001). There was no difference between the average rating of the low intensity pain 

stimuli used in the fMRI and in the Online experiment (Mann-Whitney t-test W=1750, BF10=0.24, 

p=0.983). On the other hand, the difference between the average rating of the high intensity pain 

stimuli used in the two experiments was significant (W=502.50, BF10=456.31, p<0.001). Having high 

intensity pain stimuli perceived as of lower intensity in the fMRI experiment might a priori predict 

more lucrative preferences in the fMRI compared to the Online experiment. In contrast, lucrative 

preferences were rarer in the fMRI than in the Online experiment (Table 1), suggesting that this 

difference in the high intensity stimuli did not impact behaviour substantially.  

 

Symbols 

 

All the symbols used in the learning task were created using Adobe Illustrator. For the creation of 

symbols we used simple geometrical shapes without obvious meaning. Each symbol was then paired 

with a second one created using the same shape elements organized in a different position. All the 

symbols covered the same area on the screen. Twenty-four pairs of symbols were used in the test: 12 

pairs were used in the Conflict, and 12 in the NoConflict condition. The absence of a priori preference 

for a symbols in each pair was assessed in an independent group of subjects (Bayesian Wilcoxon 

Signed-Rank test, W=31, BF10=0.31, p=0.547).  
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Supplementary Note 2. General overview of the experimental procedures 

 

 
 

Supplementary Fig. 1. Experimental procedures. For both the Online (a) and fMRI (b) experiments the schema details 

the sequence of procedures, tasks (with included conditions) and questionnaires each participant went through.  
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Supplementary Note 3. Helping Task 

In the fMRI experiment, participants performed the Helping Task presented in Gallo et al. (2018) as 

the main experimental task. Only the behavioral results (i.e., average donation per participant 

associated with the Face stimuli) of the Helping Task are included in the current publication. Briefly, 

participants performed 60 trials in which they watched a first (pre-recorded) video of the same 

confederate as in the Learning Task receiving a painful stimulation. The intensity of the stimulation 

could vary between 1 and 6 on a 10-point pain scale, and was chosen on each trial by the computer 

program. In each trial participants also receive 6 credits, and could decide to donate some of these 

credits to reduce the intensity of the second stimulation to the confederate. Each credit donated back 

to the experimenter reduced the next stimulation by 1 point on the 10-point pain scale. Participants 

then watched a second video showing the confederate’s response to the second stimulation. At the end 

of the task, participants were paid the sum of the amount of money that they had kept for themselves 

from all the trials divided by 10. We capture individual differences as the average number of credits 

given up per trials (“donation”). Two types of videos were presented. One showing the confederate 

receiving an electroshock on the hand and expressing the pain she felt by only reacting with facial 

expression. The other showed a belt hitting the dorsum of the confederate right hand, and the 

confederate expressing how much pain she felt by a reaction of the hand alone. The face was not visible 

in the latter stimuli. Hand and Face videos were presented in separate sessions. In total there were 2 

sessions of 15 trials each presenting the hand video and 2 presenting the face. The single session with 

6 blocks of Learning task was presented at the end, after the four Helping Task sessions. This was 

because the fMRI experiment was centered on the Helping task, and the Learning task was meant as a 

pilot data, which should have been followed by a second fMRI data acquisition centered to the 

Learning, which was however impossible due to COVID19 restrictions.  

Supplementary Fig. 2. Helping task structure. Top: two screen shots taken from one exemplar video showing the 

confederate receiving the slap on her right hand, and from a video showing the confederate receiving the shock on the hand 
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and manifesting its painfulness through facial reactions. Bottom: trial structure. For illustrative purposes, reaction times 

(RT). 

 

Supplementary Note 4. Optimization task 

In the Online experiment, before the learning tasks, we determined the amount of monetary reward 

that would have a subjective value equivalent to the painful shock received by the other participant. 

This task enabled us to personalize the amount of money participants were later offered as high reward 

in the learning tasks to create a meaningful conflict. Participants always had to choose between a 

considerate option combining 0.5€ for them with a low shock to the confederate, and a lucrative option 

combining a higher amount of money for themselves with a high shock to the confederate. The amount 

of money offered in the lucrative option varied in steps of 0.25€ across the 5 types of choices (see the 

table below). Before making the choice, the participant was able to see the intensity of the electrical 

stimulation for the confederate by playing pre-recorded videos. 

 

 Considerate option Lucrative option Nr participants 

1 0.5€ + Low Shock 1€ + High Shock 12 (6L, 3A, 3C) 

2 0.5€ + Low Shock 1.25€ + High Shock 22 (12L, 8A, 2C) 

3 0.5€ + Low Shock 1.5€ + High Shock 13 (3L, 7A, 3C) 

4 0.5€ + Low Shock 1.75€ + High Shock 7   (2L, 2A, 3C) 

5 0.5€ + Low Shock 2€ + High Shock 25 (1L, 6A, 18C) 

 

Supplementary Table 1. Optimization Task. The table lists the five possible options offered during the optimization 

task, with the number of participants to which each option was assigned during the Learning Task of the Online experiment. 

The numbers in brackets indicate the number of participants showing a Lucrative (L), Considerate (C) or Ambiguous (A) 

preference during the task.   

 

Each of the 5 types of choices were presented 6 times, for a total of 30 decisions. A sigmoid was then 

fitted to the choice data, and the indifference point was selected based on where the sigmoid crosses 

the 0.5 considerate proportion. To select the high reward to offer during the learning task, we picked 

the lowest value for which each participant chose half of the times the low-electrical stimulation option 

and half the high electrical stimulation option. In case there was not a value for which the number of 

considerate choices was equal to the number of lucrative choices, we picked the lowest value for which 

the number of lucrative choices was higher than the number of considerate choices. If a participant had 

always chosen the considerate option, we picked the highest value (2€) as the high reward for the 

learning experiment. Conversely, if a participant had always chosen the lucrative option, we picked 

the lowest value (1€) as the high reward for the learning experiment. Due to an error in programming 

the task, to 4 participants who had 1€ as real indifference, 1.25€ was offered as a high reward during 

learning. Another subject, whom should have been offered 1€ got offered 2€ as a high reward. This 

could have induced a more lucrative behavior in this subject; however this participant was still in the 

Considerate group, meaning that this didn’t have a strong impact on performance. In the Online 

experiment, the average indifference point was 1.53 ± 0.37SD, which matched the 1.5 € given as high 

reward to every participant in the fMRI experiment.   
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Supplementary Note 5. Participants’ belief that someone will get shocks  

At the end of the Online study, participants were asked to express the degree of agreement to the 

statement: “Before choosing whether or not to see the other person receiving the electrical stimulations, 

I believed that someone was really going to receive them” on a scale from 1 (strongly disagree) to 7 

(strongly agree). If they at least somewhat disagreed, they were additionally asked whether they 

nevertheless acted as if they believed someone would get shocks or not. An ANOVA with level of 

agreement as a nominal factor showed that average choices were not influenced by how much a 

participant believed in shock delivery (Main effect of belief in shocks, F(6,72)=0.739, p=0.62, 

BFincl=0.109). However, of the 28 Non-Believers (i.e. those who responded ‘somewhat disagree’, 

‘disagree’, or ‘strongly disagree’), 24 reported they nevertheless acted as if someone were to receive 

the shocks (Supplementary Table 2). This might explain why people that doubted anyone would get 

shocks would nevertheless give up money to reduce shocks. In contrast, the 4 participants reporting 

they acted as if no one were to get shocks (red in Supplementary Fig. 2) chose considerate options on 

average significantly less than the other 75 participants (Independent sample test t(77)=-2.97, p=0.004, 

BF10=8.75). In the fMRI study, all 27 participants reported that they believed that someone was getting 

a shock.  

 Total Nr of 

participants 

Believers Non-Believers 

Acting as if 

believing 

Non-acting as if 

believing 

Online participants 79 51 24 4 

fMRI participants 27 27 0 0 

 

Supplementary Table 2. Distribution of participants’ beliefs.  

The number in each cell is the participants count. Believers were considered those reporting values from 4 to 7 (neither 

agree to totally agree), non-believers those reporting 3 to 1 (somewhat disagree to totally disagree). Nr=number. Source 

data are provided as a Source Data file. 

 

Supplementary Fig. 3. Effect of belief in the fact that the victim will 

receive shocks on choice allocation in the Online study. The figure shows 

the proportion of pain-reducing choices across all the conflict trials of the 

Online experiment (including No-Dropout and the 10 first trial of Dropout 

blocks) as a function of the answer provided. Violin plots represent the value 

distribution, the box-plot within, the median and quartiles, the whiskers, the 

range of datapoints between Q1-1.5IQR and Q3+1.5IQR, and red dots 

participants reporting that they did not act as if someone were getting shocks. 

Participants responding that they at least somewhat disagree are considered 

Non-Believers for the purpose of Supplementary Fig. 5. N=79. Believers in 

dark blue and Non-Believers in light blue.  Source data are provided as a 

Source Data file. 
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Supplementary Note 6. Participants’ motivation  

To better understand what drove participants’ choices in the Online learning task, at the end of the 

Online task, participants were asked the question “What motivated your choices?”. Five options were 

proposed to the participant and they could choose to select 1 or more. In the case they selected more 

than 1, they were asked to select them in order of importance, starting from the most important. The 

options presented to participants were the following:  

A) Gaining as much money as possible 

B) Giving a good impression 

C) Being in line with my moral beliefs 

D) Avoiding to see the other person receiving the shocks 

E) Preventing harm to others  

Supplementary Fig. 4a below reports how often a particular motivation was chosen as the primary 

motivation in each group. 

 

 
Supplementary Fig. 4. 

Motivation as a function of preference. a for each of the preference groups, the color indicates the proportion of participants 

that have chosen a particular motivation as their primary motivation, and the white numbers represent the actual number 

of participants in that cell. N=79. b The value of the pain-avoidance index, calculated as (D+E)/9-A/5, as a function of 

group preference. Violin plots represent the value distribution, the box-plot within, the median and quartiles, the whiskers, 

the range of datapoints between Q1-1.5IQR and Q3+1.5IQR. This index has the value of +1 if participants select pain 

avoiding motivations as their first two motivations (i.e. preventing harm to others and avoiding to see the video of the other 

person receiving the shocks) and do not select ‘gaining as much money as possible’, and -1 if they select ‘gaining as much 

money as possible’ and not the two pain avoiding motivations. N=29 Considerate (Con, green), N=24 Lucrative (Luc, 

blue), N=26 Ambiguous (Amb, orange). Source data are provided as a Source Data file. 

 

Since there were 5 alternatives, to quantify motivation, values from 0 to 5 were assigned to A-E 

according to its position in the list of motivations (0 if it had not been selected, 5 if it had been indicated 

as first motivation, 4 as second, 3 as third, 2 as forth and 1 as fifth). To assess whether the motivation 

overall was more lucrative or considerate, we then derived a secondary measure of ‘Pain-Avoidance’ 

that would be negative if the motivation was mainly ‘gaining as much money as possible’ and positive 

if the motivation was ‘preventing harm to others’ or ‘avoiding to see the other person receiving the 

shocks’. Specifically, this was calculated as (D+E)/9-A/5. We divided D+E by 9 and A by 5, because 

a person with maximum pain reducing motivation could choose D and E as their first motivations and 
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thus obtain 5+4=9, and one maximally lucrative would choose A as their first motivation. We decided 

on this contrast of D+E and A, because we found D+E to correlate highly negatively with A (tau=-

0.38, p<0.001, BF10=29232.57). Supplementary Table 3 below gives an overview of the average pain 

avoidance score calculator for the Lucrative, Considerate and Ambiguous group preferences separately 

(see also Supplementary Fig. 4b).  

 

 Pain-Avoidance score ((D+E)/9-A/5) 

  Lucrative Ambiguous Considerate 

Participants  24  26  29  

Mean  -0.519  0.120  0.506  

Std. Deviation  0.447  0.509  0.440  

Shapiro-Wilk  0.903  0.960  0.887  

P-value of Shapiro-Wilk  0.025  0.384  0.005  

Minimum  -1.000  -1.000  -0.800  

Maximum  0.556  1.000  1.000  

 

Supplementary Table 3. 

Descriptive statistics for the Pain-Avoidance score. As can be seen, the score indeed varies all the way from -1 to 1 amongst 

our participants, but is not normally distributed, and is thus analyzed non-parametrically. Source data are provided as a 

Source Data file. 
 

To test whether participants that chose the considerate options during the task, within or below chance 

(i.e. considerate, neutral and lucrative) differed in their pain avoidance score, we performed a Bayesian 

ANOVA with group as factor. This analysis revealed a significant main effect of group (Kruskal Wallis 

tests, H(2)=35.18, p<0.001,) and post-hoc Bayesian Mann-Whitney t-tests confirmed differences 

between all the 3 groups (Considerate-Ambiguous: W=196.50, p=0.002, BF10=9.31; Lucrative-

Ambiguous: W=111.50, p<0.001, BF10=38.14; Lucrative-Considerate: W=47.50, p<0.001, 

BF10=397.01). 

 

Testing each value against zero using a Wilcoxon signed rank test showed that for the considerate 

preference group values were significantly above zero (W=380, p<0.001, BF10=714.32), for the 

lucrative preference group they were below zero (W=13.5, p<0.001, BF10=748.88) but for the 

ambiguous preference group, they were close to zero (W=227.5, p=0.19, BF10=0.48). This suggests 

that participants in the Considerate and Lucrative group could and decided to consciously report 

motivations that were in line with their choices, while the Ambiguous group appeared to have less 

clearly polarized monetary or pain-avoiding motivations.   
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Supplementary Note 7. Choices allocation across conditions 

 

 
 

Supplementary Fig. 5. Choice allocation in Dropout and NoDropout Conflict Online conditions. a Average choices 

allocation per participant (N=29 Considerate in green, N=24 Lucrative in blue, N=26 Ambiguous in orange) during the 

first 10 trials of the 8 blocks that will later lead to Dropout (x-axis) and the 4 conflict NoDropout blocks (y-axis). Pearson’s 

correlation= 0.89, two-tail p<3.848e-28, BF10>1000; mean NoDropout=0.501±0.025s.e.m.; mean 

Dropout=0.512±0.023s.e.m.; Paired sample two-tail test t(78)= 1.04, p=0.302; BF10=0.208. Color code represents the 

subgroup classification including all trials. The dashed lines represent the critical values for the binomial distribution 

p<0.05 separately for the Dropout and NoDropout blocks. Regression line in black with shaded the 95% confidence 

interval. b As in a for the first 10 trials of the 4 Dropout blocks in which money will later be removed (x-axis), and the 4 

Dropout blocks in which shock will later be removed (y-axis). Pearson’s correlation=0.78, two-tail p=1.434e-17, 

BF10>1000; mean MoneyDropout=0.52±0.024s.e.m.; mean ShockDropout=0.503±0.025s.e.m.; Paired sample two-tail test 

t(78)=1.21, p=0.23, BF10=0.25. Source data are provided as a Source Data file.  
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Supplementary Note 8. Choices across all 20 trials 
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Supplementary Fig. 6. Participant’s choices in the Dropout blocks. a For the NoConflict condition, the average ± sem 

considerate choices as a function of trial, separately for the three preference groups. Note that preference grouping is based 

on all NoConflict trials, i.e. including the NoDropout blocks, while the averages of proportion of considerate choices only 

include choices on the Dropout trials. Here we also show choices on trials 12-20 after Dropout. These choices are less 

relevant to the main paper, because they capture what is probably a different form of learning, when symbols are only 

associated with 1 outcome rather than 2 outcomes that can conflict. b NoConflict choices at the 10th and 11th trials, 

separately for condition and group. Dots are participants’ proportions of considerate choices, Box-plot show the median 

and quartiles, with whiskers showing the range of datapoints between Q1-1.5IQR and Q3+1.5IQR. Points outside that 

range are shown as outliers. Numbers on top of box plots indicate the two-tail Wilcoxon signed-rank values from comparing 

choices at the 10th and 11th trials, BF10 and p-values. BF10>3, evidence for the presence of a difference, and BF10<⅓ 

evidence against. c Proportion of favorable choices (i.e. choosing the symbol most likely to lead to high-money and low-

shock) for the first 10 trials of the NoConflictDropout condition, separately for the three groups. Violin plots represent the 

value distribution, the box-plot within, the median and quartiles, the whiskers, the range of datapoints between Q1-1.5IQR 

and Q3+1.5IQR. One way ANOVA, F(2,76)=15.6, p<0.001; BFincl group=8284.52. Red dotted line: learning threshold 

determined using binomial distribution (71/120 correct choices). 54% of the ambiguous preference subjects fell below this 

learning threshold, while just 7% of those with considerate and 4% of those with lucrative preference were below this 

threshold. d Same as in a  and in Figure 4a, but for the Conflict condition, with the purpose to illustrate choices up to trial 

20. N=79 (29 Considerate in green, 24 Lucrative in blue, 26 Ambiguous in orange) for all panels. Source data are provided 

as a Source Data file. 

 

Supplementary Note 9. Explicit Report 

 

 One Sample T-Test 

 
 Average±SD 

Median [25% 75%] 
Test Stat df p BF10 

Cohen 

’s d 

C
o
n

si
d

er
a
te

 

Conflict Money -20.78±19.21 Student -5.83 28 2.93E-06 6556.565 -2.20 

 -20 [-34 -2.25] Wilcoxon 29.5  5.02E-05 194.196  

Conflict Shock -38.97±19.31 Student -10.87 28 1.48E-11 6.09E+08 -4.11 

 -39.25 [-52.50 -24.75] Wilcoxon 0  4.00E-06 1.12E+08  

NoConflict Money 27.36±23.52 Student 6.27 28 8.97E-07 19559.464 2.37 

 24.25 [16.5 44] Wilcoxon 415  1.38E-06 403.178  

NoConflict Shock -44.98±16.55 Student -14.64 28 1.20E-14 5.38E+11 -5.53 

 -48.00 [-54.25 -35.75] Wilcoxon 0  2.70E-06 1498.691  

L
u

cr
a

ti
v

e 

Conflict Money -36.79±19.62 Student -9.18 23 3.71E-09 3.24E+06 -3.83 

 -40.25 [-51.62 -21.69] Wilcoxon 3  2.84E-05 1529.834  

Conflict Shock -27.60±21.79 Student -6.21 23 2.47E-06 7783.492 -2.59 

 -23.75 [-38.69 -11.31] Wilcoxon 4  8.35E-07 992.344  

NoConflict Money 41.17±17.80 Student 11.34 23 6.83E-11 1.38E+08 4.73 

 43.38 [28.125 56.81] Wilcoxon 300  1.94E-05 2264.991  

NoConflict Shock -14.25±27.90 Student -2.50 23 0.02 2.733 -1.04 

 -22.13 [-30.75 -2.69] Wilcoxon 75  0.033 2.699  

A
m

b
ig

u
o
u

s 

Conflict Money -23.80±19.16 Student -6.33 25 1.25E-06 14497.856 -2.53 

 -25.5 [-38.25 -8.25] Wilcoxon 17  5.99E-05 6407.894  

Conflict Shock -24.78±23.66 Student -5.34 25 1.55E-05 1447.137 -2.14 

 -21.50 [-43.75 -8.63] Wilcoxon 28.5  1.99E-04 274.725  

NoConflict Money 32.25±27.92 Student 5.89 25 3.81E-06 5203.687 2.36 

 40.75 [15.56 49.63] Wilcoxon 327  2.27E-05 983.748  

NoConflict Shock -26.20±20.92 Student -6.39 25 1.10E-06 16313.969 -2.56 

  -28.00 [-44.06 -17 75] Wilcoxon 19  7.41E-05 1055.828  
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Supplementary Table 4.  

Differences in Reported Probabilities. Result of the two-tailed one-sample t-test vs zero on the difference between reported 

probabilities for the low-shock minus high-shock symbol, separately for the Considerate (green, N=29), Lucrative (blue; 

N=24) and Ambiguous (orange, N=26) preference group, and for the Conflict and NoConflict condition, as in Figure 3c,d. 

The first column indicates for which outcome and condition (Conflict, NoConflict) the difference was computed, followed 

by the average (± Standard Deviation) and median [25% 75%] difference over individuals belonging to each groups, the 

test performed, its statistical value, the df, p-values and Bayes Factors. Please note that the parametric tests are justified in 

this case, as the differences were normally distributed. The non-parametric test was added for consistency with the majority 

of the analyses reported in the main manuscript, which needed a non-parametric testing due to violation of normality. 

Cohen’s d was calculated with the formula: 2t/√df . Considerate participants in green, Lucrative in blue and Ambiguous in 

orange. Source data are provided as a Source Data file. 

 

Paired Samples T-Test 

 

  Test Stat z df p BF10 
Cohen 

’s d 

C
o
n

si
d

er
a

te
 

Conflict Money- Shock Student 4.08  28 3.37E-04 87.816 1.54 

 Wilcoxon 377.5 3.46  5.62E-04 104.789  

NoConflict Money- Shock Student 12.16  28 1.04E-12 7.63E+09 4.60 

 Wilcoxon 435 4.70  3.73E-09 14156.46  

Conflict (Money – Shock)-

NoConflict (Money- Shock) 

Student -7.81  28 1.66E-08 806111.8 -2.95 

Wilcoxon 5 -4.6  4.55E-06 23750.99  

L
u

cr
a
ti

v
e 

Conflict Money- Shock Student -2.82  23 0.01 4.979 -1.18 

 Wilcoxon 67 -2.37  0.018 7.97  

NoConflict Money- Shock Student 7.70  23 8.14E-08 182100.1 3.21 

 Wilcoxon 295 4.14  1.19E-06 10884.46  

Conflict (Money – Shock)-

NoConflict (Money- Shock) 

Student -11.3  23 7.29E-11 1.30E+08 -4.71 

Wilcoxon 1 -4.26  2.38E-07 5497.203  

A
m

b
ig

u
o
u

s 

Conflict Money- Shock Student 0.33  25 0.745 0.218 0.13 

 Wilcoxon 178.5 0.08  0.949 0.212  

NoConflict Money- Shock Student 7.29  25 1.22E-07 125484.9 2.92 

 Wilcoxon 318 4.18  3.04E-05 82587.56  

Conflict (Money – Shock)-

NoConflict (Money- Shock) 

Student -8.15  25 1.67E-08 801108.4 -3.26 

Wilcoxon 5 -4.33  1.58E-05 1013.15  

 

Supplementary Table 5. Comparison in Reported Probabilities. Result of the two-tailed matched paired t-test 

comparing the differences in Supplementary Table 4 between money and shock (dotted colored lines under the violins in 

Figure 3c), and between Conflict and NoConflict conditions for money (solid colored lines below the violins in Figure 3c-

d). Background colors indicate the group of interest: Considerate (green, N=29), Lucrative (blue, N=24) and Ambiguous 

(orange, N=26). The first column indicates for which outcome and condition (Conflict, NoConflict) the difference was 

computed, followed by the average (± Standard Deviation) and median [25% 75%] difference over individuals belonging 

to each groups, the test performed, its statistical value, the df, p-values and Bayes Factors. Please note that the parametric 

tests are justified in this case, as the differences were normally distributed. The non-parametric test was added for 

consistency with the majority of the analyses reported in the main manuscript, which needed a non-parametric testing due 

to violation of normality. Cohen’s d was calculated with the formula: 2t/√df. Considerate participants in green, Lucrative 

in blue and Ambiguous in orange. Source data are provided as a Source Data file. 
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Supplementary Note 10. Model comparison in Conflict Dropout blocks 

 
Supplementary Fig. 7. Model Comparison. a Mean LOOIC over trials 1-10 and the likelihood of the choices during 

devaluation at the 11th trial (as in Figure 5d,f), but excluding participants with ambiguous preferences. Error bars: standard 

error of the estimated LOOIC. b As in b but excluding participants that expressed doubts. c Observed (in green, orange and 

dark blue) and predicted (in gray, light and dark violet) choices over the 10 trials of the Conflict condition for the fMRI 

data. Error bars: standard error of the mean across participants.  d Mean LOOIC for all fMRI participants. Error bars: 
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standard error of the estimated LOOIC. e The distribution of likelihood ratio (K) across participants in favor of M2Out 

relative to the competing models. For each Online participant, we summed the log-likelihood of the 11th trials of all 

ConflictDropout blocks, and calculated K=exp(log_lik_M2Out)/exp(log_lik_OtherModel). Using traditional bounds for 

log-likelihood ratios used for Bayes factors, K>3 represents subjects with at least modest evidence to have been more likely 

to use M2Out than the alternative, and K<⅓, more likely to have used the alternative model. Note that participants with 

K>3 (shown in indigo) always outnumber those for K<⅓, showing that also at the single subject level, M2Out is the model 

most favored by the data during devaluation. Source data are provided as a Source Data file.  

 

 

Supplementary Fig. 8. M2 with weighting at both Decision and Outcome (M2DO). a Model formalization for a model 

that distributes the effect of preference across the decision and outcome phase. Same as in Figure 5, except that an exponent 

ɑ (shown in green) distributes how much of the weighting occurs during outcome and decision phase. The models M2Out 

and M2Dec represent special cases of this model with ɑ=1 and ɑ=0, respectively. Using ɑ=0.5 distributes weighting equally 

across the outcome and decision phase. τ=inverse temperature, LR=learning rate, EV=Expected Value, PE=Prediction 

Error, Out=Outcome. Subscript M=money and S=shocks. Outcomes are coded by value: high-shock OutS=-1, low-shock 
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OutS=+1, high-Money OutM=+1, low-money OutM=-1. b Distribution over 4000 posterior draws of the summed log 

likelihood of the 11th trial over all participants multiplied by -2 to place values on the information scale as for LOOIC, with 

lower values indicating better predictions, and zero, perfect predictions. M2DO with ɑ=0.5 and M2Out performed similarly 

well and outperformed all other models. Note, that in principle, ɑ could be fit to each participants data. However, we know 

that M2Out and M2Dec make identical behavioral predictions for the first 10 trials, and only start to make distinguishable 

predictions on the 11th trial, when dropout occurs. Accordingly, the first 10 trials cannot constrain the estimate of ɑ, as 

ɑ=1 and ɑ=0 make identical prediction, and fitting would thus only depend on 8 trials per participants in our design. We 

therefore did not attempt such fitting, and simply compared the likelihood of 3 possible values (ɑ=1, i.e. M2Out, ɑ=0.5, 

i.e. M2DO, and ɑ=0, i.e. M2Dec). M0 in red, M1 in grey, M2Dec in light blue, M2Out in purple and M2DO in lavender. 

c Thicker green, orange and dark-blue lines indicated participant’s choices at trial 11. Thinner gray, light magenta, light 

and dark violet lines indicate model predictions at trial 11. Gray and yellow backgrounds highlight whether money (gray) 

or shock (yellow) were removed at trial 11. Trial 11 is not included in model fitting. Black arrowheads indicate our M2Out 

is still closer to actual choices in the most interesting conditions, when a shift in decision is expected: moving toward the 

considerate option when the money is removed for the Lucrative group, and moving toward the lucrative option when 

shock is removed for the Considerate group. Error bars: standard error of the mean across participants (N=29 Considerate 

in green, N=24 Lucrative in blue, N=26 Ambiguous in orange).  d Same as Supplementary Fig. 7e, but for M2DO with 

ɑ=0.5. Source data are provided as a Source Data file.  
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Supplementary Note 11. Age and gender differences across studies 

As can be seen from Table 1, there is a significant age difference across the Online and fMRI study 

(Mann-Whitney t-test, BF10=8.022, p<0.001). Additionally, the fMRI study only includes female 

participants, while a mixed sample is included in the Online experiment. In order to understand 

whether such differences are a problem for combining the two datasets, we need to consider the aims 

of our study. Generally we were mainly interested in understanding (i) whether people that maximize 

their gains suppress their empathy failing to learn that their choices also harm others, or learn to 

represent both action-outcome contingencies equally well and nevertheless decide to maximize their 

own gains; and (ii) how the brain updates values based on shocks to others.   

It is therefore important to note, that the premise for our combination of more extensive 

behavioral testing in the online study with the fMRI study is not that the participants in the two studies 

have the same distribution of preferences between self-

money and other-shocks, but rather, that the same 

computational model can describe their choices. This is 

because the fMRI study does not include the Dropout trials 

that allow us to determine which of the models best describe 

their learning strategy, and we must thus use a model chosen 

in the online study to extract the hidden variables used in the 

fMRI analysis. To justify the combination of the two dataset, 

it is thus important  

 

Supplementary Fig. 9. Gender and age differences across studies. a 

Distribution of participants’ age in the different subgroups. Lightest 

green represents the newly acquired online older female participants 

(N=22); darkest green the online female group presented in the main text 

(N=39), and intermediate shade of green, the whole sample (N=61). 

Box-plot show the median and quartiles, with whiskers showing the 

range of datapoints between Q1-1.5IQR and Q3+1.5IQR. b Log-

Likelihood at trial 11 estimated for the three models of interests. N=61. 

Box-plot show the median and quartiles, with whiskers showing the 

range of datapoints between Q1-1.5IQR and Q3+1.5IQR. M1 IN grey, 

M2Dec in light blue and M2Out in purple. c Correlation between age 

(full Online female, N=61) and Log-Likelihood at trial 11 for M2Out. 

Statistical significance is reported in each panel for the relevant non-

parametric test (independent sample t-test in a, paired t-test and b and 

correlation in c), and for both the frequentist and Bayesian approach. 

BF>3 = evidence in favor of a difference, BF<⅓= evidence in favor of a 

lack of difference. All tests are two-tailed. Source data are provided as a 

Source Data file.  

 

to determine whether (i) M2Out remains the winning model 

even when only considering the female sub-sample of our 

Online study, and (ii) a sample of female participants with 

an age composition that does not differ significantly from 

that in the fMRI study would still yield evidence in favor of 

M2Out outperforming M2Dec and M1.  

NEURO-COMPUTATIONAL MECHANISMS OF ACTION-OUTCOME LEARNING UNDER MORAL CONFLICT

164



 

Given that our initial online sample differed in age from the fMRI sample, during the manuscript 

revision we collected an additional online sample of women (N=22; lighter green dots in 

Supplementary Fig. 9a), so that by combining them with the females from the online study originally 

acquired, we now have a group of online female participants that no longer differs in age from that in 

the fMRI sample (Mann-Whitney t-test, BF10=0.244, p<0.625; Supplementary Fig. 9a). We then 

compared the log likelihood of the 11th trial for the three models in this combined online sample that 

is gender and age-matched, and found evidence that M2Out still outperforms M2Dec and M1 

(Supplementary Fig. 9b). M2Out outperforms the other models, even when only considering the online 

females originally collected (Nfemale=39; M2Out vs M1: Wilcoxon W=123, BF10=269.565, 

p=9.093*10-5; M2Out vs M2Dec: Wilcoxon W=65, BF10=976.468, p=6.247*10-7). We finally ran a 

correlation between the log likelihood of the 11th trial estimated with M2Out and age including all 

online females (N=61), and found evidence in favor of a lack of correlation (Supplementary Fig. 9c). 

From these control analyses we can therefore conclude that using M2Out to estimate the learning 

parameters in the fMRI study is justified.  

 

 

Supplementary Note 12. Ambiguous group characterization 

 

To gain deeper insights into the behavior of the ambiguous participants, we ran some explorative 

additional analyses to address the following questions. 

1. Do Ambiguous individuals alternate their preference across blocks? 

 

To understand whether individuals of the Ambiguous group choose to alternate their preference 

between blocks, we first plotted the average of the proportion of pain-reducing choices per block for 

each participant and all the blocks of the Ambiguous group. Only the first 10T are included, and we 

combined both the Dropout and NoDropout blocks (total number of blocks = 12: 4 ConflictNoDropout, 

4 ConflictShockDropout, 4 ConflictMoneyDropout). From this graph it is hard to see whether 

participants choose totally randomly (therefore staying around 0.5 for each block), or whether they use 

a strategy in which within a block they have a preference, but voluntarily switch preference from block 

to block (going from a clearly considerate choice for one block to a clearly lucrative choice in another 

block, i.e. being above chance considerate, or lucrative, but only within blocks). The graph includes 

some participants that have relatively extreme scores in certain blocks, suggesting that some 

participants may have had per-block-preferences. The problem is that doing a binomial per block with 

only 10 trials to see if there was a significant preference per block lacks sensitivity - one needs 9/10 

choices in one direction to have a significant binomial, and that can hardly be expected given that 

participants need to learn within a block. 

 

To investigate whether ambiguous participants display significant preference within certain blocks, 

but may switch preference between blocks, we therefore reasoned as follows. If participants have a 

preference in a block, the probability to choose the considerate option should deviate from 0.5. If they 

switch their preference between blocks, sometimes the deviation might be upwards (when expressing 

a considerate preference) and sometimes downwards (when expressing a lucrative preference). Hence, 

evidence of - albeit alternating - preference would be captured by the sum of the squared deviations 
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from 0.5 (SSD) across the 12 blocks. To assess how surprising a given summed square deviation would 

be, we can compare it against simulated choices of a random chooser (possibly as a consequence of 

not having learned the task). We therefore estimated this SSD across blocks for each participant, and 

ran a simulation to estimate how a distribution of random choices would look like. We then estimated 

the critical value (i.e. 95th or 99th percentile of the null distribution SSD) and compared our subjects to 

it. Three (blue lines in Supplementary Fig. 10) out of 26 participants show SSD values in excess of the 

99th percentile of the null distribution (Supplementary Fig. 11). This suggests that there is evidence 

that in the Ambiguous group at least 3 out of 26 ambiguous participants do not choose randomly, but 

do show a preference in some of the blocks, albeit with different preferences across different blocks. 

Note that 3/26 at alpha=0.01 is larger than what we would expect based on a 1% false positive rate 

alone (binomial, p=8.8E-5). However, for the vast majority of the ambiguous group (23/26=88%) we 

have no evidence that their choices are non-random at alpha=0.01, and for 20/26 (77%), that they are 

non-random at alpha=0.05.   

 

 

Supplementary Fig. 10. Choices over 

blocks. Gray and blue lines (one for each 

ambiguous participant of the Online dataset) 

indicate the average choice over the 10 trials 

of ConflictNoDropout and ConflictDropout 

for each of the 12 blocks. Blue highlighted 

participants are those that show evidence of 

having significant, albeit changing, preference 

over blocks, as evidenced by an SSD above the 

99th percentile of the null distribution SSD as 

shown in Supplementary Fig. 11. Red 

represents the overall average across 

participants. Source data are provided as a 

Source Data file.   

 

 

 

2. Do Ambiguous individuals lack a clear preference (i.e. choose more randomly)? 

 

We also examined whether the group of Ambiguous participants overall shows higher SSD than would 

be expected by chance, by summing the SSD of the 26 participants, and comparing it against a null 

distribution obtained via 10000 simulations of a group of 26 random choosers, and found the real group 

SSD to be in the 98.1th percentile of the null distribution of group SSD, showing that as a group, the 

ambiguous participants also showed more extreme choices than expected if they were not to have any 

preference at all.  
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Supplementary Fig. 11. Real vs. Simulated Sum of Squared Deviation from 0.5. We simulated 100000 random choosers 

performing 10 trials per block for 12 blocks. For each block and simulated participant, we calculated the proportion of 

considerate choices, and then, for each participant a sum of the squared deviations (SSD) by summing the squared deviation 

from 0.5 across the 12 blocks. The blue histogram shows the distribution of the SSD across these 100000 simulated random 

choosers. The SSD of the 26 ambiguous participants is shown as open orange circles above the histogram. The solid and 

dotted vertical lines represent the 99th and 95th percentile of the simulated random choosers. Real participants with values 

above those lines thus are unlikely to have chosen entirely randomly, as their preference per block fluctuated more than 

random choices would predict.  

3. Do Ambiguous individuals have poorer implicit learning? 

 

During the Conflict condition, because of the presence of a conflictual decision, participants’ flatter 

learning curves could be explained by a poorer learning, but also by other factors, such indecision or 

different strategies in performing the task. Looking at the NoConflict condition is therefore the most 

appropriate test to investigate whether the Ambiguous group learns similarly to the other groups, as it 

represents the win-win situation in which participants can learn to increase their chances to add a 

financial bonus without causing any pain to the confederate.  Importantly, in the NoConflict condition, 

whether participants value reducing shocks to others and/or increasing their own financial gains, one 

option is clearly better than the other, and the percentage favorable choices can be interpreted as a 

measure of performance. Along that reasoning, when looking at Ambiguous participants’ choices, we 

can clearly see that on average their choices remain worse than the other groups also in the NoConflict 

conditions (Supplementary Fig. 5a,b and c). Even at the 10th trial - i.e. at the moment in which 

participants should have learned the symbol-outcome association for each block - the Ambiguous 

group remains the lowest in % favorable choices (main effect of group Kruskal-Wallis 

ANOVA=10.924, p=0.004; Mann-Whitney U independent sample t-tests: WAmbiguous vs Lucrative=197, 

p=0.023, BF10=1.516; WAmbiguous vs Considerate =192, p=0.001, BF10=8.235) confirming that overall the 

Ambiguous group learns more slowly than the other groups. Interestingly, this 10th trial is also the one 

after which participant’s explicit reports are collected in the NoDropout blocks.   
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We then, as suggested by the reviewer, looked at individual parameters derived from our learning 

model, LR and Tau in particular. We ran two one-way non-parametric ANOVAs, one on the LR for 

money and one on the LR for shock, with group (Ambiguous, Considerate and Lucrative) as between-

subjects factor. The Kruskal-Wallis test indicates a significant effect of group for both the LR for 

money (H=18.842, p=8.099*10^-5) and shock (H=6.049, p=0.049) in the NoConflict condition. Post-

hoc non-parametric frequentists and Bayesian t-tests show that the LR for shock differs from that of 

the Considerate group, and the LR for money differs from that of the Lucrative group. The figure below 

illustrates the result and indicates the statistical values of this analysis (Supplementary Fig. 12a,b) and 

the same analysis performed on the Conflict condition (Supplementary Fig. 12d,e). Overall, these 

results suggest that despite the LR of the Ambiguous group remaining within the range of the other 

two groups - therefore supporting that some learning occurs - their average is lower than that of the 

groups that values a particular outcome (as revealed by their choices under Conflict). That is to say, 

for Money, the Lucrative participants are known to value maximizing Money, and their LR for Money 

is significantly higher than that of the Ambiguous participants. For Shocks, a similar trend occurs: the 

considerate participants value avoiding shocks, and their LR for Shocks is higher than that of the 

Ambiguous participants. On the other hand, the LR of the Ambiguous group resembles that of the 

groups that seem to value that outcome little, and hence the Ambiguous LR for shocks resembles that 

of the Lucrative participants that do not particularly value shocks, and their LR for money resembles 

that of the Considerate participants that do not particularly value money. A limitation of this analysis 

is the fact that LR is less accurately estimated for the non-preferred outcome. As Ambiguous 

participants show a less clear preference, their LR may also be less accurately estimated. 

 

The non-parametric ANOVA on the parameter Tau, also indicates a significant main effect of group 

(Kruskal-Wallis main effect of group, H=17.105, p=1.93*10-4). Non-parametric post-hoc t-tests 

indicate the parameter Tau is significantly the lowest for the Ambiguous group compared to the others 

(Supplementary Fig. 12c), suggesting the Ambiguous group makes more random decisions than the 

other groups even when the model suggests that they have learned a similar difference in expected 

values across the alternative options. The exact same patterns of results was observed for the Conflict 

condition (Supplementary Fig. 12f).  
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Supplementary Fig. 12. Learning parameters across groups. a-c LRM, LRS and 𝛕 values for the Ambiguous (orange, 

N=26), Considerate (green, N=29) and Lucrative (dark blue, N=24) online participants, estimated by M2Out for the first 

10 trials of the NoConflict condition. Note that these NoConflict trials were not included in the model fits presented 

elsewhere, which only include the Conflict trials. d-f same as in a-c but estimated for the Conflict condition. Statistical 

significance is reported in each panel for the non-parametric independent samples planned two-tail post-hoc testing, both 

for the frequentist and Bayesian approach. BF>3 = evidence in favor of a difference, BF<⅓= evidence in favor of a lack 

of difference. All box-plot show the median and quartiles, with whiskers showing the range of datapoints between Q1-

1.5IQR and Q3+1.5IQR. Source data are provided as a Source Data file. Source data are provided as a Source Data file.  

 

Finally, we looked at whether Ambiguous participants were overall slower in making their choices in 

terms of reaction times (Supplementary Fig. 13). The Kruskal-Wallis ANOVA shows a main effect of 

group (8.166, p=0.017). Non-parametric independent samples t-tests on reaction time (RT) data from 
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the NoConflict condition, indicate a trend for the Ambiguous participants to be slower than the 

Considerate group, but there is evidence for a lack of a difference in RT with the Lucrative group. The 

same ANOVA on the RT during the Conflict condition does not reveal a main effect of group (4.657, 

p=0.097). Overall, the evidence suggesting the Ambiguous group takes longer to choose is very small, 

and the RT analysis supports more the idea that the Ambiguous responds with a comparable RT than 

the other groups.  

 

 

Supplementary Fig. 13. Reaction time across groups. RT 

values for the Ambiguous (orange, N=26), Considerate 

(green, N=29) and Lucrative (dark blue, N=24) online 

participants, for the first 10 trials of the NoConflict 

condition. Box-plot show the median and quartiles, with 

whiskers showing the range of datapoints between Q1-

1.5IQR and Q3+1.5IQR. Statistical significance is reported 

in each panel for the non-parametric independent samples 

planned post-hoc two-tail testing, both for the frequentist 

and Bayesian approach. BF>3 = evidence in favor of a 

difference, BF<⅓= evidence in favor of a lack of difference. 

Source data are provided as a Source Data file. 

 

4. Do Ambiguous individuals have poorer explicit learning? 

 

When looking at the graphs of Figure 3c,d, even Ambiguous participants report the association 

probabilities with above-chance accuracy. However, it is also noticeable that the Ambiguous group’s 

accuracy in recalling the difference between the two symbols for a particular outcome seems closer to 

the accuracy of the group that values this particular outcome less: they report this difference for money 

less accurately than the Lucrative group and only as well as the considerate group, and they report this 

difference for shocks less accurately than the Considerate participants and only as well as the Lucrative 

participants. In other words, while the Considerate groups tends to recall more accurately the 

difference between the two symbols when reporting the probabilities of shock, and the Lucrative recall 

better the difference when reporting the probabilities of money, the Ambiguous group accuracy is 

comparable to the probabilities the Considerate group reports for the money and the Lucrative for the 

shock. 

 

Supplementary Fig. 14 illustrates this effect more clearly and reports the statistical values of the non-

parametric independent t-tests we ran. While in the NoConflict condition the accuracy in recalling the 

probabilities of the two symbols associated with money seems not to clearly differ across group 

(Kruskal-Wallis ANOVA main effect of group=1.146, p=0.284), a difference in accuracy becomes 

visible when recalling the probabilities associated with shock (Kruskal-Wallis ANOVA main effect of 

group=10.371, p=0.001). In particular, the Ambiguous group recalls the probabilities of the symbol-

shock association worse than the Considerate group. When repeating the same analyses on the Conflict 

condition, this effect accentuates and the accuracy of the Ambiguous group worsens also for the 

symbol-money associations, for which the Ambiguous becomes worse than the Lucrative group.  
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These analyses, again support the idea that although the Ambiguous group explicitly learns something 

about the difference between the two symbols, their accuracy tends to be lower than the accuracy of 

the Considerate and Lucrative groups for their outcome of value. If the choices of Ambiguous 

participants were to have been the result of excellent learning combined with a strategy to balance the 

two outcomes, one may have expected them to recall both outcomes as well as the group prioritizing 

that outcome, rather than as poorly as the group not prioritizing that outcome in their decisions.  

 

 

 

Supplementary Fig. 14. Explicit recall comparison across groups. a-b Difference between Money a and Schock b 

reported probabilities for the low-shock minus high-shock symbol (Symbol1-2), separately for the Considerate (green, 

N=29), Lucrative (blue, N=24) and Ambiguous (orange, N=26) preference group, for the NoConflict condition (same as 

in Figure 3d). c-d same as in a-b (and Figure 3c) but for the Conflict Condition. Statistical significance is reported in each 

panel for the non-parametric independent samples planned two-tail post-hoc testing, both for the frequentist and Bayesian 

approach. BF>3 = evidence in favor of a difference, BF<⅓= evidence in favor of a lack of difference. Box-plot show the 

median and quartiles, with whiskers showing the range of datapoints between Q1-1.5IQR and Q3+1.5IQR. Source data are 

provided as a Source Data file  
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To summarize, evidence that the ambiguous group does learn comes from: 

● The fact that the in the explicit report the ambiguous group reports differences between the 

probabilities associated with the two symbol that are significantly different from zero, both for 

the Conflict and NoConflict condition and for both the money and shock probabilities (Figure 

3a,c) 

● The fact that choices in the NoConflict conditions are above chance level, and in the same 

directions of the other groups 

● The fact that at the 11th trial of the Dropout blocks participants significantly discriminate 

between MoneyDropout and ShockDropout blocks (i.e. Figure 4a, 11th trial)  

● The fact that on average their choices are more extreme than expected by chance 

(Supplementary Fig. 11) 

● Reaction time mostly remains within the range of the other two groups (Supplementary Note 

§13).  

 

Evidence that the ambiguous learn more slowly than the other groups comes from: 

● The proportion of favorable choices is on average lower than in the other groups in the 

NoConflict condition (Supplementary Fig. 6b). Even at the 10th trial - i.e. at the moment in 

which participants should have learned the symbol-outcome association for each block - the 

Ambiguous group remains the lowest in % favorable choices, suggesting that overall the 

Ambiguous group learns more slowly than the other groups. 

● For ambiguous participants the LR for money is lower than the Lucrative group, and the LR for 

shock lower than the Considerate group (Supplementary Fig. 12a,b).  

● Tau indicates that the Ambiguous group performs more random decisions compared to the 

other groups (Supplementary Fig. 12c). 

● Accuracy in explicit recall remains lower for the Ambiguous group compared to the preferred 

outcomes of the other groups (Supplementary Fig. 14a,b). 

 

 

Supplementary Note 13. M2Out Parameter Distributions and Recovery 

 

The distribution of the parameters that were estimated for 𝝉, LRS and 𝝉, LRM can be found in 

Supplementary Fig. 15a,b. We also performed a parameter recovery assessment on the M2Out model 

to assess the robustness of inferences on the parameter values estimated from this model. Generating 

values for the parameters wf, LRS and LRM were all drawn from a uniform distribution between 0 and 

1, and 𝝉 from an exponential distribution between 0.2 and 5 (i.e., the natural logarithm of 𝝉 was drawn 

from a uniform distribution between -1.61 and 1.61). Parameter sets were sampled using a Latin 

hypercube sampling design (Evans et al., 2020; Mckay et al., 2000) to ensure an adequate coverage of 

the joint parameter space. The simulated data were generated using the full process of the M2Out 

model (i.e., simulated trial 1 informs simulated trial 2, etc.), with the amount of data matching the 

fMRI experiment (i.e., 6 blocks, each with 10 trials). Parameter values were estimated using 

Differential Evolution Markov Chain Monte Carlo (Turner et al., 2013), with 12 chains run in parallel 

for 2000 iterations and the first 1000 iterations discarded as burn-in. The priors on the wf, LRS and LRM 
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parameters were all truncated normal distribution (between 0 and 1) with mean 0.5 and standard 

deviation 0.2, while the prior for the 𝝉 parameter was a truncated normal distribution (between 0 and 

infinity) with mean 1 and standard deviation 3. The estimates plotted in Figure 6c display the estimated 

posterior means from each simulated data set.  

 

In the main manuscript, we use a hierarchical Bayesian model to estimate these parameters under the 

assumption that we sampled multiple individuals from the same underlying population. In particular 

for LRS and LRM, it is likely that different participants may gravitate onto similar LRS and LRM given 

the similarity in volatility experienced by them. For the parameter recovery we perform here, this 

assumption is not true: we deliberately sampled the entire space of possible LRS and LRM using a 

uniform distribution. Accordingly, for the parameter recovery, each simulated behavior was analyzed 

individually using a non-hierarchical model. The priors for this individual implementation were not 

informed by the hyper-parameters of the final study, and were simply aimed at informing us about the 

proportion of all possible variance in these parameters that can be retrieved from analyzing participants 

one at a time.   

 

The inverse temperature (𝝉) parameter had a relatively broad distribution across our participants in our 

two experiments (Supplementary Fig. 6A), and parameter recovery shows that when simulating 

participants with different 𝝉, the 𝝉 estimates recovered by fitting M2Out correlated quite highly with 

the simulated 𝝉 values (Kendall’s Tau (𝝉 simulated, 𝝉 estimate)=0.53, p<0.001, BF10>1000). As reported in 

the main text, the same was true for wf. In contrast, parameter recovery shows that although the 

learning rates can be significantly recovered by M2Out, t,he correlation values are more modest than 

for wf and τ (Kendall’s Tau (LRSsimulated, LRSestimate)=0.25, Kendall’s Tau (LRMsimulated, LRMestimate)=0.24, 

both p<0.001, BF10>1000), and the 𝝉 values obtained from our model-fitting should thus be interpreted 

more tentatively. 

 

In particular, we find that 𝝉 is difficult to estimate for the outcome that participants consider less in 

their choices: for simulated participants with wf<0.1 (i.e. that minimize shocks to others), Kendall’s 

Tau between simulated and estimated values drops to 0.03 for LRM but is 0.36 for LRS, while for 

simulated participants with wf>0.9 (i.e. that maximize gains to the self), it is 0.32 for LRM but drops to 

0.06 for LRS. Accordingly, we did not include these parameter estimates in the main manuscript due 

to their reduced robustness.  

 

It might also be noted, that the median learning rates estimated by the hierarchical Bayesian model for 

the Online experiment (Supplementary Fig. 6B) was close to 0.25, and was very different from the 

medial of the parameters recovered by the non-hierarchical model with a prior with mean 0.5. 

Adjusting the prior of the parameter recovery to match the hyper-parameter obtained in the Online 

experiment fixes this anomaly. 
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 Supplementary Fig. 15. 

a,b Distribution of parameter estimates 

for M2Out in the Online (purple, only 

including the first 10 trials of the 

ConflictDropout blocks, N=79) or fMRI 

(lavender, including all trials, N=27) 

across participants. Violin plots 

represent the value distribution, the box-

plot within, the median and quartiles, the 

whiskers, the range of datapoints 

between Q1-1.5IQR and Q3+1.5IQR. c-

f Parameter Recovery Performance of a 

non-hierarchical implementation of 

M2Out. The figure shows the result of 

simulating the choices of 4000 

participants that use M2Out for their 

decision, with a range of wf, 𝝉, LRS and 

LRM values, then estimating the 

parameters using M2Out. Note that this 

was done non-hierarchically to avoid 

influence from one simulation on the 

other, using priors that were not 

informed by the findings of our actual 

study. We performed a Shapiro-Wilk 

test for bivariate normality that 

considered for each of the four 

parameters both the simulated and 

estimated values. For wf, p=0.048, and 

we thus report both Pearson’s r and 

Kendall’s 𝝉. For the other three 

parameters, the Shapiro-Wilk p was 

always below 0.001, and we thus only 

report Kendall’s 𝝉. The p and BF values 

always refer to one-tailed tests with H1: 

𝝉 >0, as this test does not require bi-

variate normality. Note how for wf and 

𝝉, the estimated values capture the simulated values fairly well, although the slope of the regression line is <1. For 𝝉, 

however, the prior distribution (truncated normal distribution, between 0 and 1, with mean 0.5 and standard deviation 0.2) 

appears to have a stronger influence on the estimated values than the simulated data, which strongly compresses the 

estimated values towards the peak of the prior and reduces the coupling between simulated and estimated values. g-h 

Adapting the priors for LRS and LRM to 0.2, closer to the values observed in the Online study, shifts the recovered 

parameters to a range closer to what was observed in the online study. Source data are provided as a Source Data file.   

 

To investigate whether the current design and modeling approach can differentiate the learning rate 

and the weighting factor we run non-parametric correlations between the two parameters, separately 

for money and shock. Overall, results indicate a lack of significant correlations between LR and wf. 

BF additionally indicates clear evidence of a lack of correlation between LRS and wf, and a similar 

trend for LRM and wf (Supplementary Fig. xx). We can therefore conclude that there is sufficient unique 

variance for the model to differentiate between LR and wf.   
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What we do observe in our data and in simulations, is that, somewhat unsurprisingly, the LR parameter 

estimates in our Bayesian framework are more influenced by the data for the quantity that is more 

valued: participants with very low wf, that mainly chooses to reduce shocks, have estimates for LR for 

shock that are more constrained by the data while participants with very high wf, that mainly choose 

to maximize gains, have estimates for LR for money that are more constrained by the data.  

 

 

Supplementary Fig. 16: Correlations 

between LR and wf.  a Online 

participants' (N=79) learning rate values 

for money (LR money) plotted against 

participant’s wf. b Same as in (a) but for 

the learning rate for shock (LR shock). c.  

Correlation between learning rate for 

money (LR money) and wf. c As LR and 

wf were not normally distributed 

(Saphiro-Wilk p<0.01), the graph plots 

the rank LR money against wf  to directly 

reflect the fact that Kendall’s Tau is 

calculated on ranks, rather than actual 

values as shown in (a). d Same as in (c) 

but for the LR shock against wf. All tests 

were two-tail. Source data are provided as 

a Source Data file. 

 

 

 

Supplementary Note 14. Predicting helping based on wf but not IRI or MAS 
 

  Bayesian Frequentist 
Kendall's 

Tau with wf 
 Coefficient P(incl) P(incl|data) BFincl Mean SD t p 

 Intercept 1 1 1 2.643 0.197 2.069 0.058 
 

 wf 0.5 0.922 11.74 -1.669 0.732 -3.009 0.009 

IRI 

Fantasizing 0.5 0.277 0.383 -0.006 0.031 -0.433 0.671 -0.070 

Perspective Taking 0.5 0.261 0.354 -0.003 0.027 -0.575 0.574 -0.249 

Empathic Concern 0.5 0.284 0.396 0.008 0.029 0.899 0.384 -0.153 

Personal Distress 0.5 0.262 0.356 -0.002 0.024 -0.190 0.852 0.053 

MAS 

Power-Prestige 0.5 0.269 0.367 -0.001 0.025 0.170 0.868 0.019 

Retention-time 0.5 0.282 0.393 -0.007 0.029 -1.042 0.315 0.120 

Distrust 0.5 0.405 0.682 0.024 0.039 1.820 0.090 0.109 

Anxiety 0.5 0.311 0.451 -0.014 0.036 -1.137 0.274 0.243 
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Supplementary Table 6. Bayesian linear regression posterior summary of coefficients.  

The table summarizes the Bayesian linear regression model comparison for models explaining the donation in the Helping 

task using the wf of the Learning task (estimated by fitting M2Out on the first 10 trials of the Conflict conditions), the 

subscales of the IRI (Davis and Association, 1980) (FS, PT, EC and PD) and MAS (Yamauchi and Templer, 1982) (Power-

Prestige, Retention-time, Distrust and Anxiety). The first column indicates the variable under consideration, followed by 

the prior probability of inclusion (P(incl)), the posterior probability of inclusion (P(incl|data)), the BF incl indicating how 

much more likely models including a variable are compared to the average of those not including this variable. BF incl>3 is 

considered moderate, and BFincl>10 strong, evidence that a variable explains donation. BFincl<⅓ indicates moderate 

evidence against a variable explaining donation. While wf shows a BFincl>11, all other variables have a  BFincl<0.7. The 

most likely model given the data is therefore the one including the intercept and the wf alone (Christian Keysers et al., 

2020). Mean and SD represent the estimates of the weight of the parameter in the regression. The negative weight for wf 

indicates that people with higher wf (i.e. with more lucrative preferences) donate less to help others.  A frequentist analysis 

(with its relevant t and p value) reaches the same conclusions, with p=0.009 for wf but all other p>0.05. Significant p values 

and BF>3 are highlighted in bold and green. The final column indicates the correlation between the psychological tests and 

the wf. None of these correlations were significant (all p>0.05). Source data are provided as a Source Data file.  

 

Supplementary Note 15. How to generate fMRI parameter estimates that can be 

easily interpreted 

In our winning model, M2Out, the magnitude of prediction errors and expected values depends on a 

participant's wf value. Let us consider two participants, A and B, with wfA=0.1 and wfB=0.9. Now let 

us focus on a hypothetical first trial in which both try a symbol and witness a high-money high-shock 

outcome. Because it is their first trial, their expected values were still set at 0, EVS=EVM=0, and 

because it is a high-shock, high-money outcome, OutS=-1 (high-shock) and OutM=+1 (high-money). 

Their prediction errors, according to M2Out will be different, despite starting from the same EV and 

witnessing the same outcome, due to their difference in wf. Let us focus on the shocks, where M2Out 

specifies that PES=OutS*(1-wf)-EVS. For participant A: PESA=-1*(1-0.1)-0=-0.9; for B, PESB=-1*(1-

0.9)-0=-0.1. Now let us also consider two hypothetical BOLD responses. Response pattern 1 

(BOLD1), assumes that in this voxel witnessing the same shock intensity triggers a similar BOLD 

response across all participants, independently of wf, so that BOLD1A=BOLD1B=1. In contrast, 

response pattern 2 (BOLD2), assumes that in this different voxel, participants that care more about 

shocks (like participant A) have a stronger response to witnessing the high-shock than participants 

(like participant B) that care less about shocks, with a magnitude that linearly depends on wf, e.g.  

BOLD2A=0.9, BOLD2B=0.1. The core question for our fMRI analysis is now to build a design matrix 

at the first level of the fMRI analysis that yield parameter estimates for PES that can be easily 

interpreted across participants to identify voxels in which response magnitude does or does not depend 

on personal preferences. If we directly enter the PES values from M2Out in our fMRI model (after 

mean-subtraction but without dividing by standard deviation), the parameter estimate b for the PES 

predictor for each participant in our one-trial example would simply be BOLD/PES. In the case of 

BOLD1, where the BOLD response is the same across participants, b1A=1/-0.9=-1.11, and b1B=1/-

0.1=-10. Hence, despite the same BOLD response across participants, the parameter estimates are very 

different across participants. To use the parameter estimates as a measure of individual differences, 

this is not desirable. How can we avoid that effect? If we divide PES by (1-wf), to reverse the effect of 

(1-wf) in the formula to calculate PES, and we use PES/(1-wf) as the predictor, this issue is remedied 

— PESA/(1-wf)=-0.9/0.9=-1, PESB/(1-wf)=-0.1/0.1=-1 — and the parameter estimates now reflect the 
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equality of BOLD response magnitude as b1A=1/-1=-1, and b1B=1/-1=-1. How do the two methods 

compare in case BOLD2, where the response did depend on personal preference? When using the 

actual PES values from M2Out as predictors, b2A=0.9/-0.9=1 and b2B=0.1/-0.1=1. So here, BOLD 

response magnitude actually differed across the participants, but the parameter estimates do not 

(b2A=b2B). Again, this is not desirable. If using PES/(1-wf), b2A=0.9/-1=-0.9, and b2B=0.1/-1=-0.1. 

Here, by looking at the parameter estimates, we can directly observe that the responses of A were 

stronger than those of B for the same outcome. Hence, dividing the PES by (1-wf), ensures that 

participants with similar response magnitudes in the brain get similar parameter estimates, and 

participants with different response magnitudes in the brain have different parameter estimates. 

In reality, our experiments involved more than one trial, and PES becomes a vector of values across 

trials. Dividing this vector with (1-wf) will not alter what voxels have significant parameter estimates 

(i.e. b≠0), i.e. significant associations with PES, but the magnitude of the parameter estimate now 

becomes more easily interpretable across participants.  

The same logic of course applies to PEM. Because PEM=OutM*wf-EVM, here we need to divide 

PEM by wf to make parameter estimates interpretable across individuals. The same logic also applies 

to EVS and EVM, that need to be scaled by (1-wf) and wf, respectively, to make their parameter 

estimates suited for an analysis regarding the dependence on wf.  

Supplementary Table 7 shows a numerical example across our 25 participants considering the first 

shock trial for PES. In this example we took the actual wf estimate of our 25 participants, again only 

considering the first trial of a block with OutS=-1. BOLD1 is, as above, a hypothetical BOLD response 

in a voxel where it is constant across participants witnessing the same difference between outcome and 

expected value, and BOLD2 is, as above, a response in a voxel where the response linearly depends 

on wf, with BOLD2=(1-wf). We then added noise to the BOLD response (uniform random noise 

between 0 and 0.2), and calculated the parameter estimates b1 (for BOLD1) and b2 (for BOLD2), 

either given PES or PES/(1-wf). Finally, we calculated the correlation between wf and the parameter 

estimates, as we will in the fMRI analysis at the second level, to infer whether the BOLD response in 

a network or voxel does, or does not, depend linearly on the participants' preferences as captured by 

wf. As can be seen, using PES/(1-wf), the correlation is close to zero for BOLD1 (r=0.06) and very 

high for BOLD2 (r=0.98), and a Bayesian test provides evidence of absence for b1 (BF10<⅓) and 

evidence of presence of an association for b2 (BF10=1.6E14). When using PES directly, however, we 

find significant, but intermediate associations for b1 and b2, despite the very different BOLD 

situations. This illustrates that using the PES values from M2Out directly does not provide parameter 

estimate values in fMRI that lend themselves to be easily interpreted with respect to the relationship 

between BOLD activity magnitude and wf.  

An alternative approach may have been to standardize the PES vector prior to entering it into the 

model, as that would also tend to bring the PES predictors to be similar in scale across participants. 

However, in our research we favored the division by (1-wf) and wf for PES/EVS and PEM/EVM, 

respectively, as this ensures that the transformed predictors uses the same units as we used for 

outcomes (with a PES value of -1 on the first high-shock) rather than depending on the overall variance 

of the prediction errors. 

CHAPTER 4

177



 

Subj wf OutS PES 

PES/ 

(1-wf) 

BOLD

1 

BOLD

2 noise 

b1| 

PES 

b1| 

PES/(1-wf) 

b2| 

PES 

b2| 

PES/(1-wf) 

1 0.03 -1 -0.97 -1 1 0.97 0.17 -1.21 -1.17 -1.18 -1.14 

2 0.95 -1 -0.05 -1 1 0.05 0.16 -24.78 -1.16 -4.46 -0.21 

3 0.56 -1 -0.44 -1 1 0.44 0.05 -2.41 -1.05 -1.12 -0.49 

4 0.88 -1 -0.12 -1 1 0.12 0.00 -8.06 -1.00 -1.00 -0.12 

5 0.05 -1 -0.95 -1 1 0.95 0.12 -1.19 -1.12 -1.13 -1.07 

6 0.29 -1 -0.71 -1 1 0.71 0.02 -1.45 -1.02 -1.03 -0.73 

7 0.78 -1 -0.22 -1 1 0.22 0.12 -4.98 -1.12 -1.53 -0.34 

8 0.11 -1 -0.89 -1 1 0.89 0.06 -1.20 -1.06 -1.07 -0.95 

9 0.42 -1 -0.58 -1 1 0.58 0.00 -1.73 -1.00 -1.01 -0.58 

10 0.08 -1 -0.92 -1 1 0.92 0.07 -1.17 -1.07 -1.08 -0.99 

11 0.48 -1 -0.52 -1 1 0.52 0.14 -2.20 -1.14 -1.27 -0.65 

12 0.02 -1 -0.98 -1 1 0.98 0.07 -1.08 -1.07 -1.07 -1.05 

13 0.64 -1 -0.36 -1 1 0.36 0.18 -3.30 -1.18 -1.51 -0.54 

14 0.68 -1 -0.32 -1 1 0.32 0.18 -3.67 -1.18 -1.57 -0.51 

15 0.11 -1 -0.89 -1 1 0.89 0.07 -1.19 -1.07 -1.08 -0.96 

16 0.25 -1 -0.75 -1 1 0.75 0.17 -1.56 -1.17 -1.23 -0.93 

17 0.97 -1 -0.03 -1 1 0.03 0.07 -37.86 -1.07 -3.59 -0.10 

18 0.51 -1 -0.49 -1 1 0.49 0.11 -2.25 -1.11 -1.21 -0.60 

19 0.98 -1 -0.02 -1 1 0.02 0.11 -49.32 -1.11 -6.05 -0.14 

20 0.07 -1 -0.93 -1 1 0.93 0.19 -1.28 -1.19 -1.21 -1.12 

21 0.03 -1 -0.97 -1 1 0.97 0.11 -1.14 -1.11 -1.11 -1.08 

22 0.03 -1 -0.97 -1 1 0.97 0.17 -1.21 -1.17 -1.18 -1.14 

23 0.08 -1 -0.92 -1 1 0.92 0.19 -1.29 -1.19 -1.21 -1.11 

24 0.08 -1 -0.92 -1 1 0.92 0.04 -1.12 -1.04 -1.04 -0.96 

25 0.51 -1 -0.49 -1 1 0.49 0.17 -2.38 -1.17 -1.34 -0.66 

            

r(wf,b)        -0.7 0.06 -0.66 0.98 

BF10        239 0.26 85 1.60E+14 

p        1.40E-04 0.78 2.00E-04 1.30E-17 

Supplementary Table 7: Impact of dividing PES by (1-wf) on the interpretability of parameter estimates.  

For each of our 25 participant, from left to right: an arbitrary subject number; the wf value estimated using M2Out; the 

OutS value on the first trial, that we assume to be -1 (high-shock); the PES value as calculated using the equation of M2Out 

(PES=OutS*(1-wf)-EVS), knowing that EVS=0 on the first trial of a block; the PES/(1-wf) value; BOLD1 response 

considered to be fixed at 1 across all participants, BOLD2 response calculated as (1-wf), noise to be added to the BOLD 

response, the parameter estimates calculated for BOLD1 (b1) or BOLD2 (b2) given the predictor PES or PES/(1-wf). The 

bottom of the table indicates the correlation between wf and the above parameter estimates together with the BF10 and p 

value obtained using JASP.    
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Supplementary Note 16. Additional fMRI results 

 
Cluster 

size 

Voxels 

in cyto 

% 

Cluster 

Hem Cyto or Anatomical 

description 

% 

Area 

Peak 

t-value 

 

MNI coordinates 

x y z 

Main effect of Outcome (Outcome>0; 5% FWE correction . t=3.47 . p<.001 . k=903) 

35282 953.5 2.7 left Lobule VIIa crusI (Hem) 31.4     

 812 2.3 left Lobule VI (Hem) 43.3     

 688.1 2 right Lobule VI (Hem) 38.2     

 557 1.6 right Area 45 53.9     

 502.3 1.4 right Area hOc4la 56.6     

 

496.1 1.4 left 

Area hOc4la 

Middle Occipital Gyrus 58 12.17 -44 -80 -2 

 484.5 1.4 right Lobule VIIa crusI (Hem) 14.9     

 482.4 1.4 right Area PFm (IPL) 68.4     

 443.6 1.3 left Thal: Prefrontal 70.3     

 430.1 1.2 right Thal: Prefrontal 76.9     

 389.1 1.1 left Area hOc4lp 45.5     

 361.6 1 right Area hIP3 (IPS) 79.3     

 352.3 1 left Lobule VIIa crusII (Hem) 21.6     

 342.8 1 right Area FG4 70     

 

328.1 0.9 left 

Area FG3 

Fusiform Gyrus 39.7 5.16 -42 -52 -20 

 323.1 0.9 left Area hOc4v [V4(v)] 44.5     

 314.3 0.9 right Area 44 52.4     

 311.6 0.9 right Area hOc4v [V4(v)] 50.1     

 282.9 0.8 right Area hOc4lp 50.5     

 271.1 0.8 right Area hOc1 [V1] 13.1     

 270.1 0.8 right Area hIP1 (IPS) 93.3     

 261.4 0.7 left Area FG2 51.3 12.9 -42 -68 -18 

 251.8 0.7 right Area hOc3v [V3v] 29.5     

 232.1 0.7 right Area PGa (IPL) 31.3     

 

221.6 0.6 right 

Area FG3 

Fusiform Gyrus 33.8 12.73 44 -54 -20 

 214.9 0.6 left Area FG4 36.4     

 205 0.6 right Area FG2 63     

 200.5 0.6 right Area FG1 80.6     

 199 0.6 right Thal: Temporal 36.4     

 192.1 0.5 left Area hOc3v [V3v] 20.7     

 177.9 0.5 right Area hIP2 (IPS) 84.4     

 176.1 0.5 left Area FG1 69.1     

 172.8 0.5 right Area PF (IPL) 25.6     

 166.6 0.5 left Lobule IX (Hem) 26.8     

 161.5 0.5 right Thal: Parietal 48.5     

 160.1 0.5 left Area 44 18.3     

 153.9 0.4 left Lobule VI (Verm) 73.5     
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 138.9 0.4 right Lobule VI (Verm) 59.8     

 138.1 0.4 left Area hOc1 [V1] 6.8     

 132.9 0.4 left Thal: Parietal 41.8 14.44 -18 -28 -4 

 132.1 0.4 left Lobule VIIIa (Verm) 89.3     

 125.1 0.4 left Thal: Temporal 23.5 14.17 -24 -26 -6 

 122.9 0.3 right Lobule VIIIa (Verm) 58.6     

 119.5 0.3 right Lobule IX (Hem) 17     

 110.4 0.3 right Lobule VIIa crusII (Hem) 7.8     

 94.1 0.3 left Lobule IX (Verm) 105     

 91.6 0.3 right Area hOc2 [V2] 9     

 90.8 0.3 right Lobule IX (Verm) 86.5     

 90.1 0.3 left Lobule VIIb (Hem) 13.3     

 87.3 0.2 left Area 45 12.5     

 80.8 0.2 left Area hOc5 [V5/MT] 100.5     

 76.4 0.2 right Area hOc3d [V3d] 13.9     

 72.5 0.2 right Area Fp1 4.3     

 67.5 0.2 right Amygdala (LB) 31.6     

 67.1 0.2 left Area hOc3d [V3d] 6.8     

 62.5 0.2 right Area 7A (SPL) 8     

 61.6 0.2 right Lobule VIIb (Hem) 9.4     

 58.3 0.2 right Area hOc5 [V5/MT] 100     

 56.6 0.2 right Lobule V (Hem) 7.1     

 53 0.2 left Thal: Visual 59.1     

 48.1 0.1 right Area PFcm (IPL) 14.8     

 47.1 0.1 right Area PFt (IPL) 11.3     

 45.9 0.1 right Area 7PC (SPL) 10.1     

 43.9 0.1 right Thal: Visual 105.4 12.91 24 -28 -4 

 

42.8 0.1 left 

Area hOc2 [V2] 

Middle Occipital Gyrus 4.5 12.81 -18 -102 0 

 42 0.1 left Area PFm (IPL) 7.2     

 39.3 0.1 right Subiculum 10.3     

 38.9 0.1 left Area PGa (IPL) 6.1     

 37.9 0.1 left Lobule VIIIa (Hem) 5     

 37.6 0.1 right Area PGp (IPL) 3.8     

 36 0.1 left Lobule VIIb (Verm) 117.6     

 35.1 0.1 left Lobule V (Hem) 4.8     

 34 0.1 right Area 2 5.2     

 

33.9 0.1 right 

Lobule VIIa crusII 

(Verm) 59.7     

 32.1 0.1 right Lobule I IV (Hem) 6.4     

 32 0.1 right Lobule VIIb (Verm) 97.7     

 

26.8 0.1 left 

Lobule VIIa crusII 

(Verm) 59.9     

 26.6 0.1 right Thal: Premotor 20     

 26.5 0.1 right Area hOc4d [V3A] 6.3     
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 24.9 0.1 right Lobule VIIIa (Hem) 3.4     

 23.3 0.1 right Area Id1 14.2     

 22.4 0.1 right Area Fo2 2     

 20.5 0.1 right Amygdala (CM) 74.9     

 20.4 0.1 left Subiculum 5.3     

 19.6 0.1 left Thal: Premotor 16.5     

 19.5 0.1 right Amygdala (SF) 40.9     

 18.1 0.1 left Area PF (IPL) 3.5     

 16 0 left Lobule VIIIb (Verm) 25.9     

 15.4 0 right Lobule VIIIb (Hem) 2.1     

 14.8 0 left Area PFcm (IPL) 4.6     

 14.8 0 left Amygdala (LB) 6.1     

 13.3 0 left Lobule I IV (Hem) 2.8     

 13.1 0 left Amygdala (CM) 30.3     

 12.9 0 right Lobule VIIIb (Verm) 17.9     

 12.5 0 right Thal: Somatosensory 15.4     

 12.1 0 right BF (Ch 4) 29.1     

 10.9 0 right DG (Hippocampus) 8.4     

 8.8 0 left Area PGp (IPL) 1.1     

 8.4 0 right Area TE 3 0.8     

 8.1 0 left Thal: Somatosensory 26.1     

 7.6 0 right Lobule X (Verm) 43.6     

 7.1 0 right Area 1 1     

 6 0 left Area hOc4d [V3A] 1.1     

 5.9 0 right HATA Region 26.9     

 5.8 0 left Area Id1 4.9     

 5.8 0 left Lobule X (Verm) 43     

 4.9 0 right CA1 (Hippocampus) 1.7     

 4.6 0 left Amygdala (SF) 12.7     

 4.5 0 left Thal: Motor 9.1     

   right Insula  13.72 42 20 -2 

          

2380   right Superior Medial Gyrus 11.41 4 32 52 11.41 

   left Superior Medial Gyrus 09.06 2 32 42 9.06 

   right MCC 8.62 4 30 38 8.62 

   right Posterior-Medial Frontal 6.68 12 26 56 6.68 

   right ACC 6.38 4 36 26 6.38 

          

2345 389.8 16.6 left 

Area hIP3 (IPS) 

Inferior Parietal Lobule 85.1 11.63 -30 -52 46 

 279.1 11.9 left Area hIP1 (IPS) 76.7     

 142.1 6.1 left 

Area hIP2 (IPS) 

Inferior Parietal Lobule 63.2 5.58 -50 -42 46 

 104 4.4 left Area 7A (SPL) 8.3     

 53 2.3 left 

Area 7P (SPL) 

Precuneus 15.2 4.46 8 -76 50 
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 27.6 1.2 left Area PFt (IPL) 4.7     

 24.5 1 left Area 7M (SPL) 15.9     

 21 0.9 right 

Area 7P (SPL) 

Precuneus 4.5 04.01 8 -76 50 

 19.8 0.8 right Area 7M (SPL) 19.3     

 12.1 0.5 left Area PF (IPL) 2.3     

 12 0.5 left Area 2 2.3     

 7 0.3 left Area PFm (IPL) 1.2     

 6.5 0.3 left Area 7PC (SPL) 3.8     

 6.5 0.3 right Area 7A (SPL) 0.8     

 0.3 0 left Area 5L (SPL) 0     

          

903 42.9 4.7 right 

Area 33 

ACC 19.8 10.89 6 4 28 

 24.9 2.8 left 

Area 33 

ACC 11.7 09.03 -4 2 28 

 

Supplementary Table 8. BOLD activity associated with the main effect of Outcome.  

Only clusters surviving a 5% FWE correction at the cluster size are reported (t=3.47, p<.001, cluster size 903; resampled 

voxel size: 2x2x2mm; Supplementary Fig. 7a). Brain regions are identified using the Anatomy Toolbox30. The columns 

refer to the size in voxels of each cluster; the number of voxels of that cluster falling within a specific cytoarchitectonic 

region; the percentage of voxels in that region; hemisphere; cytoarchitectonic region (if available) or macro-anatomical 

description of the region; percentage of cytoarchitectonic region activated by cluster; peak t-value within a particular 

region; and MNI coordinates of the peak. If more peaks were identified within the same cyto-architectonic or anatomical 

region only the peak with the highest t-value was included in the table. Peaks falling outside the gray matter are not included 

in the table. Cyto architectonic description is only reported when a voxel has a probability over 40% to fall in that area and 

only for cyto-architectonic areas available in the anatomy toolbox; anatomical description is otherwise reported. The ‘*.txt’ 

file generated by the Anatomy toolbox can be found at: 

https://osf.io/rk8w4/?view_only=98b193a58aff48dda40b9d3d91ac5254   

 

 

  normality versus zero correlation with wf 

 test Shapiro p t w df p(t) p(w) BF10(t) BF10(w) Tau p(Tau) BF10(Tau) 

AVPS 

PESxAVPS 0.967 0.567 -5.461 19 24 0.00001 0.00002 1702.94 416.25 0.01 0.944 0.257 

PEMxAVPS 0.964 0.505 1.041 197 24 0.308 0.367 0.34 0.37 -0.03 0.833 0.262 

EVSxAVPS 0.961 0.441 0.899 199 24 0.377 0.339 0.3 0.31 -0.29 0.042 1.855 

EVMxAVPS 0.904 0.022 2.806 248 24 0.01 0.02 4.86 6.21 -0.043 0.761 0.268 

RS 

PESxRS 0.984 0.955 3.278 267 24 0.003 0.004 12.71 51.29 -0.19 0.183 0.601 

PEMxRS 0.987 0.981 2.816 258 24 0.01 0.009 4.96 13.38 0.15 0.293 0.436 

EVSxRS 0.938 0.134 -2.052 100 24 0.051 0.096 1.26 1.12 -0.037 0.797 0.265 

EVMxRS 0.897 0.016 -0.581 130 24 0.567 0.396 0.25 0.32 0.157 0.272 0.458 
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Supplementary Table 9: Supplementary Signature Analyses.  

For both the AVPS (top) and RS (bottom) signature, the table details for each loading the result of a shapiro normality test, 

including the test value and associated p value, followed by a two-tailed test of the loading against zero, where t indicates 

a student t-test and W a wilcoxon test with the latter particularly relevant for cases where normality is violated. A (t) 

following p or BF10 specifies that these values come from the student t-test, a (w), from the Wilcoxon test. The final 3 

columns reflect a Kendall’s 𝝉 test of the correlation between wf and the loading. Kendall’s 𝝉 was used because of the non-

normal distribution of wf. Green numbers highlight significant results (p values below 0.05 or BF10 values above 3), red 

values indicate evidence of absence (BF10<⅓).  

 

 

Cluster 

size 
Voxels 

in cyto 
% 

Cluster 
Hem Cyto or Anatomical 

description 
% 

Area 
Peak 
t-value 
 

MNI coordinates 

x y z 

Linear regression of PES and 1-wf (5% FWE correction t=3.47 p<.001 k=181) 

 

219 28 12.8 right 

Area s32 

Mid Orbital Gyrus 19.2 4.07 6 36 -14 

 5.8 2.6 right Area Fo2 0.5     

 4.6 2.1 right Area s24 3.2     

 2.4 1.1 right Area Fo2 0.6     

 1.6 0.7 right Area 33 0.8     

   right Insula  4.58 28 14 -18 

   right Rectal Gyrus  5.03 20 18 -12 

   right Mid Orbital Gyrus  4.07 6 36 -14 

          

181 

52.1 28.8 left 
Area 4a 

Precentral Gyrus 5.6 4.74 -36 -28 66 
 

45.9 25.3 left 
Area 4p 

Postcentral Gyrus 14.1 4.52 -38 -22 52 
 

27.5 15.2 left Area 3b 4.9     
 

2 1.1 left 
Area 1 

Postcentral Gyrus 0.4 3.71 -44 -26 60 
          

          

Supplementary Table 10. BOLD activity covarying with PES in a way that depends linearly on wf.  

Note that because the PES values from M2Out have been divided by 1-wf prior to entering them into the first level 

parametric regressor, the PES parameter estimates would no longer depend on 1-wf if PES signals were similarly strong 

across participants. Only clusters surviving a 5% FWE correction at the cluster size are reported (t=3.47, p<.001, cluster 

size 181; resampled voxel size: 2x2x2mm; Supplementary Fig. 7b). Brain regions are identified using the Anatomy 

Toolbox30. The columns refer to the size in voxels of each cluster; the number of voxels of that cluster falling within a 

specific cytoarchitectonic region; the percentage of voxels in that region; hemisphere; cytoarchitectonic region (if 

available) or macro-anatomical description of the region; percentage of cytoarchitectonic region activated by cluster; peak 

t-value within a particular region; and MNI coordinates of the peak. If more peaks were identified within the same cyto-

architectonic or anatomical region only the peak with the highest t-value was included in the table. Peaks falling outside 

the gray matter are not included in the table. Cyto architectonic description is only reported when a voxel has a probability 

over 40% to fall in that area and only for cyto-architectonic areas available in the anatomy toolbox; anatomical description 

is otherwise reported. The ‘*.txt’ file generated by the Anatomy toolbox can be found at: 

https://osf.io/rk8w4/?view_only=98b193a58aff48dda40b9d3d91ac5254   
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Cluster 

size 

Voxels 

in cyto 

% 

Cluster 

Hem Cyto or Anatomical 

description 

% 

Area 

Peak 

t-value 

 

MNI coordinates 

x y z 

Linear regression of PES (5% FWE correction t=3.47 p<.001 k=167) 

 

503  28.3 5.6 right 

Area Fp1 

Middle Frontal Gyrus 1.7 4.90 26 50 4 

 

10.4 2.1 left 

Area Fp2 

ACC 1.4 4.14 -4 50 -2 

 3.6 0.7 left Area Fp2 0.3     

 3.3 0.6 right Area 33 1.5     

 0.1 0 right Area s32 0.1     

   right ACC  4.63 10 38 -2 

   left ACC  4.49 -6 46 -4 

   left  Mid Orbital Gyrus  4.35 0 42 -8 

          

167   left IFG (p. Triangularis)  4.41 -34 40 0 

   left Middle Frontal Gyrus  5.62 -36 52 4 

          

Linear regression of PES (5% FWE correction t=2.5 p<.01 k=950) 

19882  418.9 2.1 right Lobule VI (Hem) 23.2     

 353.9 1.8 left Lobule VI (Hem) 18.9     

 349.8 1.8 right Lobule VIIa crusI (Hem) 10.8     

 326.3 1.6 right Area 2 50.2     

 307.4 1.5 right Area 4a 28.2     

 301.4 1.5 left Area hOc1 [V1] 14.9     

 289.6 1.5 left Area 4a 31     

 264.9 1.3 right Area 3b Postcentral Gyrus 42.1 4.88 18 -38 60 

 250.9 1.3 left Area hOc3d [V3d] 25.3     

 244 1.2 left Area 3b 43.3     

 215.9 1.1 left Area 2 Postcentral Gyrus 41 5.76 -40 -34 48 

 215.1 1.1 left Lobule VIIa crusI (Hem) 7.1     

 176.9 0.9 right Lobule V (Hem) 22.2     

 173.5 0.9 right Area hOc1 [V1] 8.4     

 163.8 0.8 left Area hOc3v [V3v] 17.7     

 155.5 0.8 left Area hOc4v [V4(v)] 21.4     

 139.1 0.7 right Area 4p 44.7     

 

132.8 0.7 right 

Area Fp1 Middle Frontal 

Gyrus 7.8 4.90 26 50 4 

 125.1 0.6 left Area 4p 38.6     

 

115.1 0.6 right 

Area PGp (IPL) Angular 

Gyrus 11.7 4.84 42 -72 36 

 111.3 0.6 right Area hIP2 (IPS) 52.8     

 111.3 0.6 left Area s32 53.1     

 110.4 0.6 left Area hOc4d [V3A] 19.3     

 110.4 0.6 right Area hIP3 (IPS) 24.2     

 106.8 0.5 right Area hOc4d [V3A] 25.4     

 102.8 0.5 left Lobule VIIa crusII (Hem) 6.3     

 102.3 0.5 right Area 5M (SPL) 34.9     

 96.5 0.5 left Lobule V (Hem) 13.2     

 95.6 0.5 right Area 3a 47.5     

 94.6 0.5 left Area 3a 32.9     

 92.6 0.5 left Area hOc2 [V2] 9.8     

 90.6 0.5 right Area OP4 [PV] 29     

 80.6 0.4 right Area 5L (SPL) 11     

 79.4 0.4 left Area OP3 [VS] 56.6     

 77.8 0.4 left Area 7A (SPL) 6.2     

 76.6 0.4 right Area hOc3d [V3d] 13.9     

 74.1 0.4 right Area s32 50.9     

 72.4 0.4 right Area TE 1.2 69.4     

 70.5 0.4 left Area 5M (SPL) 14.5     

 70.4 0.4 right Area PGa (IPL) 9.5     

 70.1 0.4 left Lobule VIIIa (Verm) 47.4     
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 69.9 0.4 left Area FG4 11.8     

 69.6 0.4 right Area PFt (IPL) 16.7     

 68 0.3 right Area hOc2 [V2] 6.7     

 64.3 0.3 left Lobule I IV (Hem) 13.3     

 62.6 0.3 left Area Fp2 8.6     

 61.1 0.3 right Lobule VIIIa (Verm) 29.2     

 60.3 0.3 left Area 44 6.9     

 57.5 0.3 right Area hOc3v [V3v] 6.7     

 56.9 0.3 right Area 1 8.1     

 56.6 0.3 left Area PFt (IPL) 9.7     

 51.3 0.3 left Area Fp1 2.8     

 51 0.3 right Area Fo2 4.6     

 50.3 0.3 right Area TE 3 4.8     

 48.6 0.2 left Area OP4 [PV] 13.5     

 45.6 0.2 right Area 5Ci (SPL) 23.1     

 45 0.2 right Lobule VIIa crusII (Hem) 3.2     

 44.5 0.2 left Area TE 3 5     

 43 0.2 left Lobule VI (Verm) 20.5     

 39.5 0.2 right Lobule VIIIb (Verm) 54.8     

 36.4 0.2 right Lobule VI (Verm) 15.7     

 36.3 0.2 left Area TE 1.0 29.3     

 35.4 0.2 left Area 7P (SPL) 10.2     

 34.9 0.2 right Area hIP1 (IPS) 12     

 33.6 0.2 left Area 5L (SPL) 4.8     

 32.6 0.2 right Area 33 15.1     

 31.4 0.2 right Area FG4 6.4     

 30 0.2 right Lobule I IV (Hem) 6     

 28.6 0.1 left Area hOc4lp 3.3     

 27.1 0.1 right Area TE 1.0 17.9     

 26.6 0.1 left Area TE 1.1 16.5     

 25.1 0.1 left Area OP2 [PIVC] 43.2     

 23.4 0.1 left Area TE 1.2 16.7     

 23.1 0.1 left Thal: Parietal 7.3     

 22.3 0.1 left Area PFcm (IPL) 6.9     

 21.1 0.1 right Area 7A (SPL) 2.7     

 21 0.1 left Area FG1 8.2     

 19 0.1 left Lobule IX (Verm) 21.2     

 16 0.1 right Area 7M (SPL) 15.7     

 15.9 0.1 left Area Fo2 1.5     

 15.6 0.1 left Area Ig1 22.7     

 15.6 0.1 left Area Ig2 11.5     

 15.6 0.1 left Lobule VIIIb (Verm) 25.3     

 15.5 0.1 left Area 1 2.7     

 15.4 0.1 right Area 7PC (SPL) 3.4     

 12.4 0.1 right Lobule IX (Verm) 11.8     

 11.5 0.1 right Area PFm (IPL) 1.6     

 11.4 0.1 right Area Fp2 1.9     

 9.5 0 left Area 7PC (SPL) 5.6     

 9.1 0 left Area 33 4.3     

 8.8 0 right Area hOc4v [V4(v)] 1.4     

 7.5 0 left Area OP1 [SII] 2     

 6 0 left Area PGp (IPL) 0.7     

 5.4 0 right Area s24 3.7     

 5.3 0 left Lobule VIIb (Verm) 17.1     

 4.6 0 left Lobule IX (Hem) 0.7     

 4.3 0 right Lobule VIIb (Verm) 13     

 3.5 0 right Area OP1 [SII] 0.9     

 3.4 0 right Lobule IX (Hem) 0.5     

 3.1 0 right BF (Ch 4) 7.5     

 3.1 0 left Area s24 1.8     

 2.9 0 right Lobule VIIIa (Hem) 0.4     

 2.9 0 right Area OP3 [VS] 1.4     

   right MCC  4.78 14 -14 50 
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950 110.1 11.6 right 

Area TE 1.1 Superior 

Temporal Gyrus 54.5 3.07 40 -32 14 

 94.3 9.9 right Area OP3 [VS] 44.9     

 66.4 7 right Area Ig1 Insula 87 3.57 38 -20 4 

 54.1 5.7 right Area OP2 [PIVC] 61.1     

 35.1 3.7 right Area Ig2 22.1     

 22.3 2.3 right Area OP1 [SII] 5.7     

 22 2.3 right Thal: Somatosensory 27.1     

 19.1 2 right Thal: Motor 43.2     

 18.4 1.9 right Thal: Parietal 5.5     

 8.8 0.9 right Thal: Premotor 6.6     

 5 0.5 right Area PFcm (IPL) 1.5     

 3.8 0.4 right Area Id1 2.3     

 2.6 0.3 right Thal: Prefrontal 0.5     

 1 0.1 right Area TE 1.0 0.7     

 
         

Supplementary Table 11. BOLD activity covarying positively with PES after removing variance explained by wf.  

Results of the constant in the linear regression of PES and 1-wf, capturing voxels where the parametric modulator for PES 

is above zero after removing variance explained by 1-wf. Note that because the PES values from M2Out have been divided 

by 1-wf prior to entering them into the first level parametric regressor, the PES parameter estimates used in this analysis 

would survive this contrast particularly well if all participants had similarly positive prediction errors. Clusters surviving a 

5% FWE correction at the cluster size are reported (above, t=3.47. p<.01, cluster size 950; resampled voxel size: 2x2x2mm;  

Figure 7c) and clusters surviving a 5% FWE correction at the cluster size are reported (below, t=3.47. p<.001, cluster size 

167; resampled voxel size: 2x2x2mm;  Figure 7b). Brain regions are identified using the Anatomy Toolbox30. The columns 

refer to the size in voxels of each cluster; the number of voxels of that cluster falling within a specific cytoarchitectonic 

region; the percentage of voxels in that region; hemisphere; cytoarchitectonic region (if available) or macro-anatomical 

description of the region; percentage of cytoarchitectonic region activated by cluster; peak t-value within a particular 

region; and MNI coordinates of the peak. If more peaks were identified within the same cyto-architectonic or anatomical 

region only the peak with the highest t-value was included in the table. Peaks falling outside the gray matter are not included 

in the table. Cyto architectonic description is only reported when a voxel has a probability over 40% to fall in that area and 

only for cyto-architectonic areas available in the anatomy toolbox; anatomical description is otherwise reported. The ‘*.txt’ 

file generated by the Anatomy toolbox can be found at: 

https://osf.io/rk8w4/?view_only=98b193a58aff48dda40b9d3d91ac5254   

 

 
Cluster 

size 

Voxels 

in cyto 

% 

Cluster 

Hem Cyto or Anatomical 

description 

% 

Area 

Peak 

t-value 

 

MNI coordinates 

x y z 

Linear regression of PEM (5% FWE correction t=2.5 p<.01 k=542) 

2093 266.6 12.7 left Thal: Temporal 50.1 4.44 -12 -32 6 

 228.6 10.9 right Thal: Temporal 41.9 4.60 8 -20 14 

 142.6 6.8 left Thal: Prefrontal 22.6 3.93 -18 -8 12 

 136.3 6.5 right Thal: Prefrontal 24.3     

 66 3.2 right Lobule I IV (Hem) 13.2     

 39.9 1.9 right Lobule IX (Hem) 5.7     

 39.3 1.9 right Thal: Parietal 11.8     

 30.6 1.5 left Subiculum 8     

 23.1 1.1 right Thal: Somatosensory 28.5 4.53 22 -20 4 

 16.5 0.8 left Lobule I IV (Hem) 3.4     

 15.3 0.7 right Thal: Premotor 11.5     

 14.4 0.7 left Thal: Visual 16     

 13.5 0.6 right Lobule IX (Verm) 12.9     

 11.1 0.5 right Thal: Motor 25.1     

 8.9 0.4 left Thal: Parietal 2.8     

 3.3 0.2 right Thal: Visual 7.8     

 1.6 0.1 left CA3 (Hippocampus) 4     

 1.6 0.1 right Lobule V (Hem) 0.2     
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 1.6 0.1 left Thal: Premotor 1.4     

 1.3  left CA1 (Hippocampus) 0.6     

 1  right Subiculum 0.3     

 

  left 

ParaHippocampal 

Gyrus  3.66 -16 -20 -20 

          

 

1226 375 30.6 left Lobule VIIa crusI (Hem) 12.3 4.42 -14 -72 -32 

 232.6 19 left Lobule VIIa crusII (Hem) 14.2 4.61 -16 -76 -38 

 204.4 16.7 right Lobule VIIa crusI (Hem) 6.3     

 95.1 7.8 left Lobule VI (Hem) 5.1 4.07 -20 -66 -34 

 67.4 5.5 right Lobule VI (Hem) 3.7 3.36 30 -64 -28 

 28.4 2.3 right Lobule VIIa crusII (Hem) 2     

 

17.3 1.4 left 

Lobule VIIa crusII 

(Verm) 38.7     

 

14.5 1.2 right 

Lobule VIIa crusII 

(Verm) 25.6     

 5.3 0.4 left Lobule VI (Verm) 2.5     

 5 0.4 right Lobule VIIb (Hem) 0.8     

 4.4 0.4 right Lobule VI (Verm) 1.9     

 3.6 0.3 right Lobule VIIb (Verm) 11.1     

 2.3 0.2 left Lobule VIIb (Hem) 0.3     

 0.5 0 left Lobule VIIb (Verm) 1.6     

 0.5 0 right Lobule VIIIa (Verm) 0.2     

 0.3 0 right Lobule VIIIa (Hem) 0     

 0.1 0 left Lobule VIIIa (Verm) 0.1     

          

564 33 5.9 right Area Fo2 3     

 

6.9 1.2 right 

Area Fp1  

Middle Orbital Gyrus 0.4 2.82 30 52 -6 

 6.6 1.2 right BF (Ch 4) 15.9 2.96 24 -2 -10 

 6.6 1.2 right Area 45 0.6     

 3.5 0.6 right Amygdala (CM) 12.8     

 0.6 0.1 right Amygdala (AStr) 4.1     

   right IFG (p. Orbitalis)  4.31 32 38 -10 

   right Putamen  4.29 30 6 -6 

   right IFG (p. Triangularis)  3.27 48 28 0 

   right Insula Lobe  2.99 38 16 -4 

          

542 
4.3 0.8 right Area 33 2     

 
3.5 0.6 right Area 5Ci (SPL) 1.8     

 
  left MCC  4.07 0 -4 34 

 
  right MCC  3.89 4 -18 34 

 
  left PCC  3.58 0 -34 32 

 

Supplementary Table 12. BOLD activity covarying positively with PEM after removing variance explained by wf.  

Results of the constant in the linear regression of PEM and 1-wf. capturing voxels where the parametric modulator for PEM 

is above zero after removing variance explained by 1-wf. Note that because the PEM values from M2Out have been divided 

by 1-wf prior to entering them into the first level parametric regressor. the PEM parameter estimates used in this analysis 

would survive this contrast particularly well if all participants had similarly positive prediction errors. Only clusters 

surviving a 5% FWE correction at the cluster size are reported (t=3.47. p<.01, cluster size 542; resampled voxel size: 

2x2x2mm;  Figure 7c). Brain regions are identified using the Anatomy Toolbox30. The columns refer to the size in voxels 

of each cluster; the number of voxels of that cluster falling within a specific cytoarchitectonic region; the percentage of 

voxels in that region; hemisphere; cytoarchitectonic region (if available) or macro-anatomical description of the region; 

percentage of cytoarchitectonic region activated by cluster; peak t-value within a particular region; and MNI coordinates 

of the peak. If more peaks were identified within the same cyto-architectonic or anatomical region only the peak with the 

highest t-value was included in the table. Peaks falling outside the gray matter are not included in the table. Cyto 

architectonic description is only reported when a voxel has a probability over 40% to fall in that area and only for cyto-
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architectonic areas available in the anatomy toolbox; anatomical description is otherwise reported. The ‘*.txt’ file generated 

by the Anatomy toolbox can be found at: https://osf.io/rk8w4/?view_only=98b193a58aff48dda40b9d3d91ac5254   

 

 

Cluster 

size 
Voxels 

in cyto 
% 

Cluster 
Hem Cyto or Anatomical 

description 
% 

Area 
Peak 
t-value 
 

MNI coordinates 

x y z 

Linear regression of PEM and 1-wf (5% FWE correction  t=2.5 p<.01 k=1642) 

1642 

252,9 15,4 right 

Lobule VI (Hem) 

Cerebelum (VI) 14 4.26 8 -68 -16 

 

169 10,3 right 

Lobule V (Hem) 

Cerebellar Vermis  21.2 4.11 4 -62 -12 

 128,1 7,8 left Lobule VI (Hem) 6.8     

 118,8 7,2 right Area FG4 24.3     

 

59,9 3,6 right 

Area FG3 Fusiform 

Gyrus 9.1 3.80 40 -48 -22 

 59,6 3,6 left Lobule V (Hem) 8.1     

 

54,9 3,3 right 

Lobule I IV (Hem) 

Cereb 11 4.11 2 -46 -6 

 52 3,2 left Lobule VI (Verm) 24.8     

 

37,4 2,3 right 

Lobule VI (Verm) 

Cerebellar Vermis 16.1 4.32 2 -70 -20 

 34,1 2,1 right DG (Hippocampus) 26.5     

 32,9 2 left Lobule I IV (Hem) 6.8     

 28 1,7 right CA1 (Hippocampus) 9.7     

 

23,4 1,4 right 

Thal: Temporal 

Hippocampus 4.3 3.98 20 -34 2 

 21,5 1,3 right CA3 (Hippocampus) 36.3     

 18,9 1,1 right Subiculum 5     

 17,8 1,1 right Area FG1 7.1     

 11,5 0,7 right CA2 (Hippocampus) 19.1 3.71 30 -30 -10 

 5,4 0,3 right Area FG2 1.7     

 1,3 0,1 right Lobule VIIa crusI (Hem) 0     

 1 0,1 right Thal: Parietal 0.3     

 0,9 0,1 right Area hOc3v [V3v] 0.1     

 0,4 0 left Lobule VIIa crusI (Hem) 0     

 

Supplementary Table 13. BOLD activity covarying with PEM in a way that depends linearly on wf. Results of the 

linear regression of PEM and 1-wf.  

Note that because the PEM values from M2Out have been divided by 1-wf prior to entering them into the first level 

parametric regressor. the PEM parameter estimates would no longer depend on 1-wf if PEM signals were similarly strong 

across participants. Only clusters surviving a 5% FWE correction at the cluster size are reported (t=3.47. p<.01, cluster 

size 1642; resampled voxel size: 2x2x2mm;  Figure 7d). Brain regions are identified using the Anatomy Toolbox30. The 

columns refer to the size in voxels of each cluster; the number of voxels of that cluster falling within a specific 

cytoarchitectonic region; the percentage of voxels in that region; hemisphere; cytoarchitectonic region (if available) or 

macro-anatomical description of the region; percentage of cytoarchitectonic region activated by cluster; peak t-value within 

a particular region; and MNI coordinates of the peak. If more peaks were identified within the same cyto-architectonic or 

anatomical region only the peak with the highest t-value was included in the table. Peaks falling outside the gray matter 

are not included in the table. Cyto architectonic description is only reported when a voxel has a probability over 40% to 

fall in that area and only for cyto-architectonic areas available in the anatomy toolbox; anatomical description is otherwise 

reported. The ‘*.txt’ file generated by the Anatomy toolbox can be found at: 

https://osf.io/rk8w4/?view_only=98b193a58aff48dda40b9d3d91ac5254   
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Cluster 

size 

Voxels 

in cyto 

% 

Cluster 

Hem Cyto or Anatomical 

description 

% 

Area 

Peak 

t-value 

 

MNI coordinates 

x y z 

Linear regression of PES and LRS (5% FWE correction t=3.47 p<.001 k=121) 

1946 37.5 1.9 left Area 4a 4     

 6.5 0.3 left Area 5M (SPL) 1.3     

 1.3 0.1 right Area 33 0.6     

   left Posterior-Medial Frontal 6.97 -6 -12 72 6.97 

   right Superior Frontal Gyrus 5.72 14 22 48 5.72 

   right Posterior-Medial Frontal 5.22 10 4 66 5.22 

   left Superior Frontal Gyrus 5.11 -14 -6 70 5.11 

          

394   right Superior Frontal Gyrus  7.62 24 38 36 

   right Middle Frontal Gyrus  6.60 28 36 38 

          

389 

61.4 15.8 right 

Area 45 IFG (p. 

Triangularis) 5.9 4.77 56 30 16 

   right Middle Frontal Gyrus  6.68 44 36 22 

          

194 
0.8 0.4 left Area Fp2 0.1 7.28 -12 52 26 

 
  left Superior Frontal Gyrus  3.79 -10 44 14 

 
  left ACC  7.28 -12 52 26 

 
     

 
   

137 
15.1 11 right Area 44 2.5 3.78 62 8 22 

 
     

 
   

121 
  left Middle Frontal Gyrus  5.98 -22 34 40 

 
  left Superior Frontal Gyrus  4.65 -16 26 44 

 

 

Supplementary Table 14. BOLD activity covarying with PES in a way that depends linearly on LRS.  

Only clusters surviving a 5% FWE correction at the cluster size are reported (t=3.47. p<.001, cluster size 121; resampled 

voxel size: 2x2x2mm;  Figure 7e). Brain regions are identified using the Anatomy Toolbox30. The columns refer to the size 

in voxels of each cluster; the number of voxels of that cluster falling within a specific cytoarchitectonic region; the 

percentage of voxels in that region; hemisphere; cytoarchitectonic region (if available) or macro-anatomical description of 

the region; percentage of cytoarchitectonic region activated by cluster; peak t-value within a particular region; and MNI 

coordinates of the peak. If more peaks were identified within the same cyto-architectonic or anatomical region only the 

peak with the highest t-value was included in the table. Peaks falling outside the gray matter are not included in the table. 

Cyto architectonic description is only reported when a voxel has a probability over 40% to fall in that area and only for 

cyto-architectonic areas available in the anatomy toolbox; anatomical description is otherwise reported. The ‘*.txt’ file 

generated by the Anatomy toolbox can be found at: 

https://osf.io/rk8w4/?view_only=98b193a58aff48dda40b9d3d91ac5254 
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Supplementary Fig. 17. Overlap between PEM and PES.  

Cluster of activity obtained by inclusively masking PEM (after the variance explained by wf is removed) with PES (after the 

variance explained by (1-wf) is removed). T-values and coordinates in each image correspond to the peak of the cluster 

indicated by the blue cross-line. Cluster size indicated on top right for each image. Minimum t-threshold corresponding to 

a one-tailed t-test at punc<0.01 was 2.5. No FWEc was applied. The PEs mask was taken from Figure 7c (purple; punc<0.01, 

t=2.5, k=FWEc=950 voxels). Slices are taken from the average T1 anatomical scan from our participants and visualized 

with SPM12.The ‘*.nii’ file can be found at: https://osf.io/rk8w4/  
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Supplementary Fig. 18. Decision phase and EV. a Results of the second level one-tail t-test Decision>0, indicating 

voxels where BOLD signals during the decision phase (independently of prediction errors) are increased, punc<0.001, 

t=3.47, k=FWEc=235 voxels. See also supplementary Table 15 b BOLD signal negatively correlating with the expected 

value for shock, one-tail punc<0.01, t=2.5, k=FWEc=420 voxels (Supplementary Table 16). The white circle indicates the 

cluster also surviving at punc<0.001, t=3.48, k=FWEc=137 voxels, with the peak at the indicated coordinates. c The renders 

and slices visually compare activity correlating with -EVS (purple) and PES (yellow), both shown at one-tail punc<0.01, 

t=2.5, with each relative FWEc. The images clearly show that -EVS and PES can be dissociated, with several clusters 

independently correlating with -EV and PES, and only four clusters (not surviving an FWEc correction at punc<0.01) 

overlapping between PES and -EVS. Note that -EVS is modeled as a parametric modulator of the decision phase, while PES 

as a modulator of the outcome phase. Expected values computed during PES cannot be isolated. d Overlapping clusters 

between -EVS and PES at one-tail punc<0.01, t=2.5, without any cluster correction. T-values and coordinates in each image 

correspond to the peak of the cluster indicated by the blue cross-line. Cluster size indicated on top right for each image. 

The PEs mask was taken from Figure 7c (purple; one-tail punc<0.01, t=2.5, k=FWEc=950 voxels). Description based on 

the Anatomy toolbox for SPM, and the statistical whole brain tables from SPM12. As in Figure 7, all results are FWE 

cluster corrected at punc<0.05, following cluster cutting at punc<0.001 or punc<0.01, specified using the critical FWE cluster 

size FWEc as indicated in figure panels. Renders were created in SPM12, based on the cortex_20484 surface from the 

SPM12 templates; slices are taken from the average T1 anatomical scan from our participants and visualized with SPM12. 

The ‘*.nii’ files can be found at: https://osf.io/rk8w4/  

 
 

Cluster 

size 

Voxels 

in cyto 

% 

Cluster 

Hem Cyto or Anatomical 

description 

% 

Area 

Peak 

t-value 

 

MNI coordinates 

x y z 

Main effect of Decision (5% FWE correction t=3.47 p<.001 k=235) 

50325  

1551.9 3.1 right 

Area hOc1 [V1] Lingual 

Gyrus 75.2 13.16 -12 -90 -4 

 

1449.8 2.9 left 

Area hOc1 [V1] 

Calcarine Gyrus 71.7 13.28 -12 -90 -4 

 1086.5 2.2 left Lobule VI (Hem) 58     

 910.3 1.8 right Lobule VI (Hem) 50.5     

 594.8 1.2 right Area hOc3v [V3v] 69.8     

 587 1.2 left Area hOc3v [V3v] 63.4     

 570.8 1.1 left Area hOc4v [V4(v)] 78.5     

 570.1 1.1 right Area hOc2 [V2] 55.9     

 508.6 1 left Area 7A (SPL) 40.6     

 502.3 1 left Area hOc2 [V2] 53.1     

 

499.9 1 left 

Area FG4 Fusiform 

Gyrus 84.7 12.96 -28 -54 -14 

 496.4 1 left Area hOc4la 58.1     

 496 1 right Area hOc4la 55.9     

 495.9 1 left Lobule V (Hem) 67.7     

 484 1 right Area 2 74.4     

 

478.6 1 left 

Area hOc4lp Middle 

Occipital Gyrus 55.9 13.16 -28 -88 2 

 448.4 0.9 right Area FG4 91.6     

 418.8 0.8 right Area hOc4v [V4(v)] 67.4     

 403.8 0.8 left Area PFt (IPL) 69.3     

 394.9 0.8 left Thal: Prefrontal 62.6     

 381 0.8 left Area 2 72.3     

 359.5 0.7 right Thal: Prefrontal 64.2     

 359.1 0.7 left Area 44 41     

 345 0.7 left Area hIP3 (IPS) 75.3     

 328.4 0.7 right Area hIP3 (IPS) 72     

 

323 0.6 left 

Area FG3 Fusiform 

Gyrus 39.1 12.85 -42 -60 -14 

 322 0.6 left Area hOc3d [V3d] 32.5     

 295.5 0.6 left Area hOc4d [V3A] 51.8     

 287.9 0.6 right Area 3b 45.8     
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 286.8 0.6 right Area hOc4lp 51.2     

 283.6 0.6 right Area 1 40.4     

 253.9 0.5 left Area FG1 99.6     

 247 0.5 right Area 44 41.2     

 245.9 0.5 right Area hOc3d [V3d] 44.7     

 244.1 0.5 right Area FG1 98.2     

 

243.5 0.5 left 

Area FG2 Fusiform 

Gyrus 47.8 13.32 -40 -66 -12 

 241.5 0.5 right Area PFt (IPL) 57.9     

 224.3 0.4 right Area 7A (SPL) 28.8     

 221.6 0.4 right Area FG3 33.8     

 210.5 0.4 right Thal: Parietal 63.2     

 205.1 0.4 right Area 4p 66     

 200.1 0.4 right Lobule VIIa crusI (Hem) 6.2     

 198.6 0.4 right Area 7PC (SPL) 43.7     

 

194.8 0.4 right 

Area FG2 Inferior 

Occipital Gyrus 59.9 14.03 46 -62 -14 

 194 0.4 left Area 3b 34.4     

 191.8 0.4 right Lobule V (Hem) 24     

 169.9 0.3 left Area hIP1 (IPS) 46.7     

 164.8 0.3 left Thal: Parietal 51.8     

 158.8 0.3 right Area hOc4d [V3A] 37.8     

 140.9 0.3 left Thal: Temporal 26.5     

 140.9 0.3 right Area 45 13.6     

 121.1 0.2 left Area 7PC (SPL) 71     

 120.4 0.2 left Area hIP2 (IPS) 53.6     

 119.3 0.2 left Area 45 17.1     

 114.6 0.2 left Lobule VIIIa (Verm) 77.4     

 111.6 0.2 left Lobule VI (Verm) 53.3     

 99.8 0.2 left Lobule VIIa crusI (Hem) 3.3     

 98.9 0.2 right Area hIP2 (IPS) 46.9     

 98.9 0.2 right Lobule VI (Verm) 42.6     

 96.3 0.2 right Thal: Temporal 17.6     

 90.4 0.2 right Area 3a 44.9     

 84.9 0.2 right Thal: Premotor 63.8     

 81.5 0.2 left Area hOc5 [V5/MT] 101.4     

 80.1 0.2 right Subiculum 21.1     

 78.8 0.2 left Area 1 13.8     

 78.1 0.2 left Area 7P (SPL) 22.4     

 75.9 0.2 left Area 5L (SPL) 10.9     

 60.9 0.1 right Lobule IX (Verm) 58     

 58.4 0.1 left Lobule IX (Verm) 65.1     

 56.6 0.1 right Area hIP1 (IPS) 19.6     

 55.4 0.1 left Area 33 26.1     

 54 0.1 right Lobule VIIIa (Verm) 25.8     

 52.8 0.1 left Lobule I IV (Hem) 11     

 47.6 0.1 left Thal: Premotor 40.1     

 47 0.1 left Thal: Visual 52.4 12.69 -24 -28 -4 

 45.4 0.1 right Area hOc5 [V5/MT] 77.9     

 45.3 0.1 right Thal: Somatosensory 55.7     

 44.4 0.1 right Area 33 20.5     

 38.3 0.1 right Area 4a 3.5     

 36.6 0.1 left Area 3a 12.7     

 34.8 0.1 right Area 7P (SPL) 7.4     

 32.6 0.1 right Lobule VIIb (Hem) 5     

 32.5 0.1 right Thal: Visual 78.1     

 31.6 0.1 left Subiculum 8.3     

 30 0.1 left Lobule VIIb (Hem) 4.4     

 29.3 0.1 right Lobule VIIa crusII (Hem) 2.1     

 28.9 0.1 left Lobule VIIb (Verm) 94.3     
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 28.1 0.1 left Area 7M (SPL) 18.2     

 27.5 0.1 right Lobule IX (Hem) 3.9     

 27.1 0.1 right Area PGp (IPL) 2.7     

 26.8 0.1 left Lobule VIIIa (Hem) 3.5     

 26.5 0.1 left Area PFop (IPL) 11.9     

 25.1 0 right Area 5L (SPL) 3.4     

 22.3 0 left Thal: Motor 44.8     

 20.3 0 left Lobule VIIIb (Verm) 32.8     

 19.4 0 right Lobule VIIb (Verm) 59.2     

 18.6 0 left Area PGp (IPL) 2.2     

 17.4 0 left Thal: Somatosensory 55.8     

 17.3 0 right Area 7M (SPL) 16.9     

 14.1 0 right Lobule I IV (Hem) 2.8     

 13.4 0 right Thal: Motor 30.2     

 8.5 0 right DG (Hippocampus) 6.6     

 8.1 0 right Lobule VIIIa (Hem) 1.1     

 6.5 0 left Area PF (IPL) 1.2     

 

5.9 0 right 

Lobule VIIa crusII 

(Verm) 10.4     

 5.8 0 left Lobule VIIIb (Hem) 0.9     

 5.1 0 right CA1 (Hippocampus) 1.8     

          

235     Middle Frontal Gyrus  4.92 38 42 28 
 

         

Supplementary Table 15. BOLD activity associated with the main effect of Decision.  

Only clusters surviving a 5% FWE correction at the cluster size are reported (t=3.47. p<.001, cluster size 235; resampled 

voxel size: 2x2x2mm; Figure 18a). Brain regions are identified using the Anatomy Toolbox30. The columns refer to the 

size in voxels of each cluster; the number of voxels of that cluster falling within a specific cytoarchitectonic region; the 

percentage of voxels in that region; hemisphere; cytoarchitectonic region (if available) or macro-anatomical description of 

the region; percentage of cytoarchitectonic region activated by cluster; peak t-value within a particular region; and MNI 

coordinates of the peak. If more peaks were identified within the same cyto-architectonic or anatomical region only the 

peak with the highest t-value was included in the table. Peaks falling outside the gray matter are not included in the table. 

Cyto architectonic description is only reported when a voxel has a probability over 40% to fall in that area and only for 

cyto-architectonic areas available in the anatomy toolbox; anatomical description is otherwise reported. The ‘*.txt’ file 

generated by the Anatomy toolbox can be found at: 

https://osf.io/rk8w4/?view_only=98b193a58aff48dda40b9d3d91ac5254 

 

 
Cluster 

size 

Voxels 

in cyto 

% 

Cluster 

Hem Cyto or Anatomical 

description 

% 

Area 

Peak 

t-value 

 

MNI coordinates 

x y z 

Linear regression of -EVs (5% FWE correction t=2.5 p<.01 k=420) 

3158 

80.8 2.6 left 
Area Fp2 Superior Orbital 

Gyrus 11.1 5.42 -24 42 -14 
 

79.8 2.5 left Area 44 9.1     
 

69.1 2.2 left Area s32 33     
 

36.5 1.2 left Area Fp1 2     
 

22.9 0.7 left Area Fo2 2.2     
 

13.5 0.4 right Area Fp2 2.2     
 

11.8 0.4 left Area Fo1 2.5     
 

7.3 0.2 right Area s32 5     
 

6.4 0.2 left Area s24 3.8     
 

5.3 0.2 left Area 33 2.5     
 

3.3 0.1 left Area 45 0.5     
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0.5 0 right Area 33 0.2     

 
0.4 0 right Area s24 0.3     

   left Posterior-Medial Frontal  5.15 -14 16 66 
   left Middle Frontal Gyrus  4.56 -6 12 62 
          

1454 94.6 6.5 left Thal: Temporal 17.8 4.78 -2 -12 10 
 72.9 5 right Thal: Temporal 13.3 4.90 2 -10 12 
 27.5 1.9 right Thal: Prefrontal 4.9 4.33 6 -24 8 
 

20.1 1.4 left Thal: Prefrontal 3.2     
 

0.3 0 left Thal: Parietal 0.1     
   left MCC  4.33 0 -18 36 
   right Caudate Nucleus  3.99 10 12 6 
          

1114 

197.5 17.7 left 
Area hIP1 (IPS) Inferior 

Parietal Lobule 54.2 3.99 -40 -46 36 
 

144.9 13 left Area hIP3 (IPS) 31.6     
 

124 11.1 left 
Area hIP2 (IPS) Inferior 

Parietal Lobule 55.2 4.15 -48 -48 42 
 

93 8.3 left 
Area PGa (IPL) Angular 

Gyrus 14.6 3.40 -42 -62 46 
 

91 8.2 left 
Area PFm (IPL) Inferior 

Parietal Lobule 15.7 3.50 -40 -62 52 
 

45.3 4.1 left Area 7A (SPL) 3.6     
 

41.4 3.7 left 
Area PGp (IPL) Angular 

Gyrus 5 3.40 -34 -62 38 
 

6.4 0.6 left Area PF (IPL) 1.2     
 

3.9 0.3 left Area PFt (IPL) 0.7     
 

3 0.3 left Area 2 0.6     
 

0.3 0 left Area PFcm (IPL) 0.1     
 

0.1 0 left Area 7P (SPL) 0     
   left Superior Parietal Lobule  3.50 -26 -72 52 
          

459 

338.1 73.7 right 
Lobule VIIa crusI (Hem) 

Cerebelum (Crus 1) 10.4 3.69 14 -86 -28 
 

80.8 17.6 right 
Lobule VI (Hem) 

Cerebelum (VI) 4.5 3.64 40 -60 -26 
 

20.5 4.5 right Lobule VIIa crusII (Hem) 1.4     
 

14.6 3.2 right Area FG2 4.5     
 

1.5 0.3 right Area hOc3v [V3v] 0.2     
 

1 0.2 right Area FG1 0.4     
 

0.5 0.1 right Area hOc2 [V2] 0     
 

0.1 0 right Area FG3 0     
 

0.1 0 right Lobule VI (Verm) 0.1     
 

0.1 0 right Area hOc4v [V4(v)] 0     

 

Supplementary Table 16. BOLD activity covarying positively with -EVS after removing variance explained by wf.   

Only clusters surviving a 5% FWE correction at the cluster size are reported (t=2.5. p<.01, cluster size 420; resampled 

voxel size: 2x2x2mm; Figure 18b). Brain regions are identified using the Anatomy Toolbox30. The columns refer to the 

size in voxels of each cluster; the number of voxels of that cluster falling within a specific cytoarchitectonic region; the 

percentage of voxels in that region; hemisphere; cytoarchitectonic region (if available) or macro-anatomical description of 

the region; percentage of cytoarchitectonic region activated by cluster; peak t-value within a particular region; and MNI 
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coordinates of the peak. If more peaks were identified within the same cyto-architectonic or anatomical region only the 

peak with the highest t-value was included in the table. Peaks falling outside the gray matter are not included in the table. 

Cyto architectonic description is only reported when a voxel has a probability over 40% to fall in that area and only for 

cyto-architectonic areas available in the anatomy toolbox; anatomical description is otherwise reported. The ‘*.txt’ file 

generated by the Anatomy toolbox can be found at: 

https://osf.io/rk8w4/?view_only=98b193a58aff48dda40b9d3d91ac5254   

 

Supplementary Note 17. PEM and PES separability 

The average correlation between the time courses of the parametric modulators for PES and PEM was 

-0.26, ranging from -0.49 to -0.03.  Due to this correlation, we explored whether our experimental 

design and GLM approach can disentangle voxels that represent PES from those representing PEM, and 

whether they can differentiate voxels linearly dependent on wf from those that are not. Our GLM 

included, during the outcome period, a boxcar for the duration of the movie with two parametric 

modulators, one for PES and one for PEM. Both have been normalized by dividing them with 1-wf and 

wf respectively. This was done, as described in the Methods and Materials section of the main 

manuscript, to ensure that PES and PEM predictors become independent of preference and wf per se. 

When used in the GLM, the parameter estimates for these normalized PES values can then be compared 

across participants to identify if the brains of participants with higher weight on shocks (i.e. larger 

value for 1-wf) show larger signals for a given outcome than participants with lower weight on shocks. 

Using the original PES values would make that interpretation difficult, because they are already 

dependent on wf.  

 

For this parameter recovery, we ran 1000 simulations. In each, we simulated 25 participants. For each 

participant, we used their own design matrices (the same used for the actual GLM first level analysis 

of the fMRI activity after convolution with the haemodynamic response function) to mix signals in 

each subject using three mixings (i) -1*PES+0*PEM+noise; (ii) 0*PES+1*PEM+noise, and (iii) -

1*PES+1*PEM+noise. Noise was a random gaussian set at 1std of the mixed signal. Next, we ran a 

GLM using the same design matrix, and saved the parameter estimates for PES (we will call βPES) and 

PEM (we will call βPEM) for each participant. We then perform a t-test for βPES and one for βPEM to 

see if across the 25 parameter estimates (one per participant) there is evidence against the null 

hypothesis H0:βPES=0 or H0:βPEM=0. Of course, if PES was mixed into the voxels activity (case i or 

iii), a significant t-test would be a hit, while a non-significant t-test would be a miss, and the same 

applies to PEM for case ii. After repeating this procedure 1000 times, we count the proportion of the 

1000 simulations where a t-test was significant against H0:βPES=0 or βPEM=0. Additionally, to see 

how often the analysis falsely detects a dependence on wf although wf was not included in the mixing, 

we also look at r(wf, βPES)=0 and r(wf, βPEM)=0. Initially, we use p<0.05 as a criterion, to look at the 

specificity and sensitivity for the case in which we explore responses in the AVPS, which is univariate. 

We also indicate proportions at p<0.001, but this time for a one-tailed test, in parenthesis, to provide 

results relevant for an explorative whole brain analysis where the cluster-cutting threshold was set at 

0.001. The proportion of significant results was as follows: 
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H0                     mixing -1⋅PES+0⋅PEM 0⋅PES+1⋅PEM -1⋅PES+1⋅PEM 

βPES=0 99.8(92.4) 4.4(0) 99.8(90.6) 

βPEM=0 5.5(0.1) 99.8(90.8) 99.5(91.9) 

r(wf, βPES)=0 5.2(0.7) 5.3(0.1) 5.4(0.4) 

r(wf, βPEM)=0 4.5(0.2) 5.1(0.1) 3.8(0.0) 

Supplementary Table 17. Frequentist tests for simulations without wf dependence. 

Percentage of two-tailed t-tests significant at p<0.05 from the 1000 simulations using signals generated without 

multiplications with wf or (1-wf), and in brackets, the percentage of one tailed p1-tailed<0.001. The top row specifies how the 

signals were generated before adding 1sd of noise, the leftmost column, the null hypothesis that was tested in the hypothesis 

testing. 

  

We then repeated the same analysis, but this time multiplying the signals with (1-wf) and wf as 

indicated in Supplementary Table 13 to simulate cases of voxels where signal strength depends on 

preference.  

  

H0                     mixing -1⋅(1-wf)⋅PES+0⋅wf⋅PEM 0⋅(1-wf)⋅PES+1⋅wf⋅PEM -1⋅(1-wf)⋅PES+1⋅wf⋅PEM 

βPES=0 99.3(81.1) 3.5(0.3) 99(80.5) 

βPEM=0 3.8(0.2) 98.5(64.8) 98.7(62.3) 

r(wf, βPES)=0 75.9(26.4) 5.1(0.0) 74.6(26.5) 

r(wf, βPEM)=0 5(0.0) 98.3(77.3) 98.5(79.3) 

Supplementary Table 18. Frequentist tests with or without wf dependence.  

Percentage of two-tailed t-tests significant at p<0.05 from the 1000 simulations using signals generated with multiplications 

with wf or (1-wf), and in brackets, the percentage of p1-tailed<0.001. The top row specifies how the signals were generated 

before adding 1sd of noise, the leftmost column, the null hypothesis that was tested in the hypothesis testing. 

 

The above tables explore evidence against the null hypothesis, but for univariate analysis we also ask 

whether we can actually provide evidence for voxels mixed without a certain factor that the GLM 

provides evidence for the null hypothesis using Bayesian statistics (Keysers et al., 2020), using a bound 

of BF10<1/3. Using a Bayesian test, with n=25, we know that |t|<1 provides evidence in favour of H0: 

βPES=0 over H1: βPES≠0,  and |r|<0.17 for H0: r(wf, βPES)=0 over H1: r(wf, βPES)≠0 (BF10<1/3, using 

default priors in JASP). We thus counted the proportion with evidence in favour of H0 over H1 in all 

cases using these bounds.  

  

H0                     mixing -1⋅PES+0⋅PEM 0⋅PES+1⋅PEM -1⋅PES+1⋅PEM 

βPES=0 0 69.6 0 

βPEM=0 66 0 0 

r(wf, βPES)=0 57.1 58.5 59.3 
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r(wf, βPEM)=0 58.0 56.8 58.4 

Supplementary Table 19. Bayesian tests for simulations without wf dependence 

Percentage of BF10<1/3 from the 1000 simulations using signals generated without multiplications with wf or (1-wf). The 

top row specifies how the signals were generated before adding 1sd of noise, the leftmost column, the null hypothesis that 

was tested in the hypothesis testing. 

 

H0                     mixing -1⋅(1-wf)⋅PES+0⋅wf⋅PEM 0⋅(1-wf)⋅PES+1⋅wf⋅PEM -1⋅(1-wf)⋅PES+1⋅wf⋅PEM 

βPES=0 0 70.1 0 

βPEM=0 68.1 0.1 0 

r(wf, βPES)=0 2.0 57.5 3.6 

r(wf, βPEM)=0 57.5 0.0 0.0 

Supplementary Table 20. Bayesian tests with or without wf dependence.  

Percentage of BF10<1/3 from the 1000 simulations using signals generated with multiplications with wf or (1-wf). The top 

row specifies how the signals were generated before adding 1sd of noise, the leftmost column, the null hypothesis that was 

tested in the hypothesis testing. 

 

Summary: In our simulations, with 1sd of noise, we can detect voxels with signals linearly dependent 

on PES and/or PEM accurately: If we use alpha=0.05, as we would for the AVPS analysis, signals 

generated by including PES but not PEM are detected as representing PES in ~99% of cases, and only 

in ~5% of cases as representing PEM, and vice versa for voxels generated to include PEM but not PES. 

Using Bayesian statistics, we can even provide evidence in favor of the H0 for the former (βPES=0) in 

~70% of cases, and the latter H0 (βPEM=0) in 66% of cases. Within our sample size, we thus have 

power to arrive at conclusions that match the way we generated the signals in the majority of 

simulations. Even when p<0.001 is used, as it would for our exploratory whole brain analysis, power 

remains decent.  

  

With regard to linear dependence on wf, we find that for voxels generated with PES but not PEM signals, 

if the signal was generated using (1-wf) as a multiplier, a significant correlation is detected in 76% of 

cases, and when not used in the generation, a significant correlation is found in 5% of cases, while 

evidence for H0:r(wf, βPES)=0 is found 57% of cases.   

NEURO-COMPUTATIONAL MECHANISMS OF ACTION-OUTCOME LEARNING UNDER MORAL CONFLICT

198



 

Supplementary Note 18. Two-steps procedure 

In learning paradigms like the one we use, that PE=Out-EV causes outcomes (Out) and predictor errors 

(PE) to be highly correlated, as a positive Out trial (high-money or low-shock) will always be 

associated with positive PE, and negative Out trial with negative PE (see the formulae connecting Out 

and PE in Figure 5a). In our fMRI study, PES and OutS had an average correlation of 0.741 (ranging 

0.750 to 0.866 across our 27 participants), and the PEM and OutM had an average correlation of 0.749 

(ranging 0.781 to 0.862 across our 27 participants). To disentangle whether a region or network with 

signals correlating with PE really encodes PE or simply encodes Out, Zhang and colleagues (2020) 

proposed a simple analysis: if the signal correlates with Out but not EV, they propose to consider it to 

encode Out not PE; if the signal correlates with Out and, in the opposite direction, with EV, they 

propose to consider it to encode PE (Zhang et al., 2020).  For the signals in our two signatures and in 

the frontal clusters associated with PES we applied this logic. We extracted raw blood-oxygen-level 

dependent (BOLD) time series from the two signatures (i.e. by multiplying each volume with the 

signatures to create a scalar time-series for each signature) and the average signal from the two 

prefrontal ROIs that had signals correlating with PES (yellow in Figure 7b). These time series of each 

participant were then time-locked to 2s before onset of the video clip to 12s after the end of the video. 

Time series were up-sampled to a resolution of 200 ms using 2D cubic-spline interpolation, resulting 

in a data matrix of size m-by-n, where m is the number of trials, and n is the number of the up-sampled 

time points (i.e., 14s/200ms = 70 time points). A multiple regression model containing OutS, OutM, 

EVS and EVM was then estimated at each time point (across trials) for each participant. It should be 

noted that, although the linear regression here took a similar formulation as the first-level general linear 

model (GLM), it did not model any specific onset; instead, this regression was fitted at each time point 

in the entire trial across all the trials. 

 

To test group-level significance of the above time series analysis, we employed a permutation 

procedure. We defined a time window of 4–8 s after the corresponding event onset, during which the 

BOLD response was expected to peak. In this time window, we randomly flipped the signs of the time 

courses of effect sizes for 5,000 repetitions to generate a null distribution, and tested whether the mean 

of the generated data from the permutation procedure was smaller or larger than 97.5% of the mean of 

the empirical data. 

 

For the AVPS, we found an expected negative correlation with OutS (i.e. higher AVPS signals for 

high-shock than low-shock trials, which is what the signature was designed to do (Zhou et al., 2020)) 

and a positive correlation with EVS. To our knowledge, this may be the first evidence that the facial 

pain-witnessing network that had only been developed to discriminate the sight of high- vs low-pain 

facial expressions actually encodes predictor errors in a learning context - at least in our paradigm 

(Zhou et al., 2020).  

 

For the RS, we found the expected positive correlation with positive outcomes (i.e. with OutS and 

OutM) and a negative correlation with EVS and EVM. In agreement with a substantial literature 

associating this striato-prefrontal network with predictor error coding (Bartra et al., 2013; Schultz, 

2013), we therefore may conclude that it encodes PE in our paradigm, both for Shocks and Money. 
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For the two prefrontal regions emerging from our PES analysis after removing variance explained by 

wf, we find both to show the pattern that would be expected if they encoded PES: correlating positively 

with OutS and negatively with EVS. Somewhat less surprisingly, both also seem to show some positive 

correlation with EVM,  in line with the notion that the vmPFC could generate a common currency 

combining the values in terms of Shocks and Money to later enable a decision that combines these two 

measures (Bartra et al., 2013; Rushworth and Behrens, 2008).  

 

 
 

Supplementary Fig. 19: Dissociating Outcome vs Prediction Error coding.  

a Results of a multiple regression analysis performed within the two ventral prefrontal cortex clusters of Figure 7b (left 

and right vPFC) that showed significant PES correlation after removing variance explained by wf (PES>0, one-tail, 

punc<0.001, t=3.48, FWEc 167). Beta-weights that are significantly different from zero based on permutation statistics in 

the time interval indicated by the gray box are marked by stars (**: p<0.01, ***: p<0.001). Shading indicates the s.e.m. 

across participants. Time=0 indicates the onset of the movie showing the outcome of a trial. The location of the clusters is 

shown in yellow in the renders. b Same for the AVPS and RS neural signatures. OutM in green, OutS in dark blue, EVM in 

red and EVS in yellow. Source data are provided as a Source Data file. 
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Supplementary Note 19. Psychological description of the difference between our 

learning models 

 

All our learning models had in common that they learned by updating expected values for the two 

symbols using prediction errors, and additively combined self-money and other-shock. All of them 

captured individual variability in preference using a weighting factor (wf). What varied was when the 

two outcomes were combined. In M1, the outcomes themselves are combined into a single composite 

outcome value, which is already biased by the participants preference (Figure 5a). Translated in 

psychological terms, this model would capture a learning in which each symbol is associated with a 

value that captures how good or bad the outcomes for those symbols have felt in the past. In case of 

devaluation, a learner using this algorithm wouldn’t switch their preference to the symbol that has the 

highest expected value on the remaining quantity because they wouldn’t have an internal model that 

separates expectations for self-money and other-shock. In contrast, in our unbiased and separable 

version (M2Dec), participants track expectations separately for self-money and other-shock - 

independently of preference - and preference only plays out during the decision-phase. In 

psychological terms, this captures a form of learning in which participants separately know how likely 

each symbol will lead to self-money or other-shock, respectively. Only when a decision must be taken, 

will they combine these predictions with the relative value that self-money and other-shocks have for 

them personally in this specific context, to come to a decision under conflict (Figure 5b). In this 

version, the variable ‘expected value’ represents expectation in the objective units in which the 

outcome is coded, independently of whether this particular outcome is more or less valued by the 

participant in this specific conflict situation. Accordingly, in case of devaluation, the participant can 

base their decision on accurate predictions for the remaining quantity, and should have ~80% 

preference for the symbol with the highest expected value for the remaining quantity. Finally, in our 

biased but separable version (M2Out), participants also track separate expectations for both symbols 

in terms of self-money and other-shock, but they do so in ways that depend on their individual 

preference. Specifically, when self-money and other-shock outcomes are revealed, they are multiplied 

with their subjective weight (wf for self-money and 1-wf for other-shock), and expectations are updated 

using these weighted values. At the decision-stage, the comparison between the two symbols is then 

done based on a simple sum of these already weighted expected values. Psychologically, this means 

that people have separate models for self-money and other-shock, but that the models predict the 

subjective value of each choice rather than the objective outcomes they are associated with. As a result, 

in case of devaluation, participants will have weaker preferences for the symbol that leads to more 

favorable outcomes if the outcome that remains was the outcome they valued less, than if the outcome 

that remained was the outcome they valued more.   
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Supplementary Note 20. Stress Tolerance short questionnaire (STSQ), and 

association with wf 

The Stress Tolerance Short Questionnaire is designed to measure the stress tolerance quotient and the 

participants’ anxiety level. In the first part participants have to rate each item from 1 (always) to 5 

(never), according to how much of the time the statement is true for them. In the second part 

participants have to rate each item from 0 (not at all sure) to 3 (nearly every day), according to how 

often they have been bothered by the following problems over the last 2 weeks. 

 

Please, rate each items from 1 (always) to 5 (never), according to how much of the time the statement applies to 

you 

  

A
lw

ay
s 

F
re

q
u

en
tl

y
 

N
eu
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al

 

S
o
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N
ev
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1.  I eat at least one balanced meal a day. 1 2 3 4 5 

2.  I exercise to the point of perspiration at least twice a week. 1 2 3 4 5 

3.  I limit myself to less than half a pack of cigarettes a day 1 2 3 4 5 

4.  I take fewer than five cups of tea a week. 1 2 3 4 5 

5.  I regularly attend social activities. 1 2 3 4 5 

6. I am in good health (including eye-sight, hearing, teeth). 1 2 3 4 5 

7.  do something for fun at least once a week. 1 2 3 4 5 

8.  I am able to organize my time effectively. 1 2 3 4 5 

9.  I drink fewer than three cups of coffee a day. 1 2 3 4 5 

10.  I take some quite time for myself during the day. 1 2 3 4 5 

Over the last 2 weeks, how often have you been bothered by the following problems? 

 Not at 

all sure 

Several 

days 

Over half 

the days 

Nearly 

every day 

11. Feeling nervous, anxious, or on edge 0 1 2 3 
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12. Not being able to stop or control worrying  0 1 2 3 

13. Becoming easily annoyed or irritable 0 1 2 3 

14.  Feeling afraid as if something awful might  happen   0 1 2 3 

Supplementary Table 21. Stress Tolerance Short Questionnaire. 

 

If participants obtained a score higher than 50 in the STSQ we would advise them not to continue with 

the experiment. This is because during the experiment they would be confronted with a number of 

possibly stressful videos, and put in a position in which their own benefit is detrimental to another 

individual. However, in case participants obtained a score higher than 50, we still gave them the 

possibility to continue with the task, after witnessing a sample video displaying a high intensity 

electrical stimulation to the confederate. None of our participants obtained a score higher than 50 in 

the STSQ. A correlation between the STSQ score and wf remains inconclusive (Kendall’s Tau=-0.124; 

BF10=0.529; p=0.113). 

 

Supplementary Note 21. Pain rating, pre- and post-disclosure feedback 

questionnaires and associations with wf 

Soon after the learning task, participants were shown two randomly chosen videos from the pool used 

during the learning task (“Short pain rating” in Supplementary Fig. 1). One was an example from the 

no-shock outcome and one was from the shock outcome. Participants were asked to rate how much 

pain they thought the person in the video felt (“How much pain do you think the person felt?”), using 

a scale from 0 to 10 in which 0=no pain: no sensation on the hand and 10=excruciating painful 

sensation. We then correlated the difference between the rating for the painful shock and non-painful 

shock videos with wf, and found evidence against the existence of such a correlation: Kendall’s 

tau=0.010, BF10=0.149, p=0.906. The same is true when correlating wf with the difference in reaction 

time between rating the painful shock and non-painful shock videos: Kendall’s tau=0.018, BF10=0.152, 

p=0.812.  

 

At the end of the experiment we collected two feedback questionnaires, one before disclosing the cover 

story (“Participant feedback questionnaire” in Supplementary Fig. 1) and one after (“Post disclosure 

feedback questionnaire” in Supplementary Fig. 1). As the two feedback questionnaires do not produce 

a single summary score, we ran two linear regression with wf as dependent variable and all the answers 

to the questionnaires as covariates (forward method, note that QQ plot confirms that the requirements 

for a multiple regression are met). For the feedback questionnaire prior to disclosing the cover story, 

the linear regression revealed that only Q4 and Q8 contribute significantly to explaining wf 

(Supplementary Fig. 20, ANOVA containing intercept, Q4 and Q8, F(2,76)=10.948, p=6.636*10-5, 

BF10=360 relative to intercept only). For the feedback questionnaire after disclosure, the first 3 

questions relative to whether participants had believed the cover story are analyzed and reported in 

Supplementary Note §5. The remaining 8 questions (Q4-Q11) were entered into a multiple regression 

that was not outperforming an intercept only model (F(8,70)=0.693, p=0.697. All BFincl<0.150). 
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Participant feedback questionnaire (before disclosing the cover story) 

 Please indicate how much you agree with the following statements 
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1. I felt uncomfortable when I saw the person in the videos getting the 

painful stimulation 

              

2. I am concerned about the welfare of the person who will receive the 

electrical stimulations 

              

3. I very quickly understood the different outcomes associated with each 

symbol 

              

4. Once I discovered the outcome-symbol association, I voluntarily 

chose the most financially rewarding symbol for myself  

              

5. I always felt guilty when I saw a video depicting a high intensity 

electrical stimulation 

              

6. I felt responsible for my choices                

7. I felt uncomfortable when not knowing the consequences of each 

symbol 

              

8. Before the experiment started I felt distressed               

9. During the experiment I felt distressed because of the conflictual 

situation  

              

10. I now feel distressed because of the experience               

11. It was easy to understand the task                

12. I was motivated throughout the task               

13. I participated to earn money               

14. I participated to contribute to scientific knowledge               

15. I participated out of curiosity               

16. I felt I could help the person who will receive the electrical 

stimulations by choosing one symbol instead of the other 

              

17. I feel that conflicts of this type are part of my daily life               

Supplementary Table 22. Pre-disclosure feedback questionnaire. 
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Post disclosure feedback questionnaire (after disclosing the cover story) 

1. Before choosing whether or not to see the other person receiving the electrical stimulations, I believed that someone 

was really going to receive them. 

 Strongly disagree 

 Disagree 

 Somewhat disagree 

 Neither agree nor disagree 

 Somewhat agree 

 Agree 

 Totally agree 

2. In case you didn’t believe it, what made you suspicious about the cover story? 

Open field 

3. In case you didn’t believe the cover story, did you run the task as if you believed that someone would receive part of 

the electrical stimulations at the end of the task? 

 Yes 

 No 

 4. I am upset for having been lied to regarding the other participant. 

 Strongly disagree 

 Disagree 

 Somewhat disagree 

 Neither agree nor disagree 

 Somewhat agree 

 Agree 

 Totally agree 

 5. I feel relieved to know that another person was not hurt during the experiment. 

 Strongly disagree 

 Disagree 

 Somewhat disagree 

 Neither agree nor disagree 

 Somewhat agree 

 Agree 

 Totally agree 

6. I find that the distress I felt during the experiment is acceptable given how important it is to understand how we learn 

how actions influence the welfare of others (if you were never distressed, please select "Not Distressed"). 

 Strongly disagree 

 Disagree 

 Somewhat disagree 

 Neither agree nor disagree 

 Somewhat agree 

 Agree 

 Totally agree 

 Not distressed 

  

7. The facial expressions in the learning task realistically expressed pain. 
 Strongly disagree 

 Disagree 

 Somewhat disagree 

 Neither agree nor disagree 

 Somewhat agree 

 Agree 

 Totally agree 

CHAPTER 4

205



 

 

8. I understand the reasons for the deception used in the study. 
 Strongly disagree 

 Disagree 

 Somewhat disagree 

 Neither agree nor disagree 

 Somewhat agree 

 Agree 

 Totally agree 

 9. I feel upset about the study. 

 Strongly disagree 

 Disagree 

 Somewhat disagree 

 Neither agree nor disagree 

 Somewhat agree 

 Agree 

 Totally agree 

 10. I would recommend the study to a friend. 

 Strongly disagree 

 Disagree 

 Somewhat disagree 

 Neither agree nor disagree 

 Somewhat agree 

 Agree 

 Totally agree 

11. I feel angry about the study. 

 Strongly disagree 

 Disagree 

 Somewhat disagree 

 Neither agree nor disagree 

 Somewhat agree 

 Agree 

 Totally agree 

12. Have you participated in study with deception before? 

 Yes 

 No 

 If you answered yes, what was the purpose of the study in question? 

Open field 

Supplementary Table 23. Post-disclosure feedback questionnaire. 
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Supplementary Fig. 20: Multiple regression explaining wf using Q4 and Q8 of the pre-disclosure feedback 

questionnaire. a. Regression explaining the residuals of wf given the residuals of Question 4 of the Feedback questionnaire. 

b Regression explaining the residuals of wf given the residuals of Question 8 of the Feedback questionnaire. Residuals are 

plotted because these are the results of a multiple regression including Q4 and Q8, and the figure thus shows the unique 

variance explained by each variable after removing what can be explained by the others. T and p refer to the parameter 

estimate for that particular variable, BFincl, how much more likely the wf data is given a model including that variable 

compared to one excluding this variable. All tests are two-tailed. Source data are provided as a Source Data file. 

 

Supplementary Note 22. Eye gaze analysis 

In an independent group of participants (N=41) we tested whether participants maximizing self-money 

would look away from the facial expressions of pain (compared to participants minimizing the pain to 

others), to reduce their moral conflict. We collected eye gaze data through Gorilla.sc. Specifically, we 

correlated the percentage of time spent by participants fixating the facial expression of pain videos in 

the Conflict condition, with the percent of considerate choices they made. As the percentage of fixation 

on the videos was not normally distributed (Shapiro-Wilk= 0.914, p=0.004) we calculated the 

Kendall’s 𝝉. Supplementary Fig. 8 shows the results of this correlation: despite a tendency in the 

expected direction, the relation was not significant and the Bayes factor leaned in favour of the null 

hypotheses. This preliminary data speaks against the idea that participants with more lucrative 

preference strongly avoided to look at the facial expressions of pain compared to participants with 

more considerate preference. This also dovetails with the observation that activity in the vicarious 

affective pain signature did not depend on wf.  
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Supplementary Fig. 21. Correlation between time spent looking at the video and considerate choices in the Conflict 

condition. Blu line and gray shading represent the regression line and the 95% confidence interval. N=41. Two-tail testing 

was used. Source data are provided as a Source Data file. 
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Adapted from: 

Caspar, E. A*., & Ioumpa, K*., Keysers, C., & Gazzola, V. (2020). 
Obeying orders reduces vicarious brain activation towards victims' 
pain. Neuroimage, 222, 117251-117251. 

 

* equal contribution 

More details in the author’s contribution section 
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Past historical events and experimental research have shown complying with 
the orders from an authority has a strong impact on people's behaviour. 
However, the mechanisms underlying how obeying orders influences moral 
behaviours remain largely unknown. Here, we test the hypothesis that when 
male and female humans inflict a painful stimulation to another individual, 
their empathic response is reduced when this action complied with the order 
of an experimenter (coerced condition) in comparison with being free to 
decide to inflict that pain (free condition). We observed that even if 
participants knew that the shock intensity delivered to the ‘victim’ was 
exactly the same during coerced and free conditions, they rated the shocks 
as less painful in the coerced condition. MRI results further indicated that 
obeying orders reduced activity associated with witnessing the shocks to the 
victim in the ACC, insula/IFG, TPJ, MTG and dorsal striatum (including the 
caudate and the putamen) as well as neural signatures of vicarious pain in 
comparison with being free to decide. We also observed that participants felt 
less responsible and showed reduced activity in a multivariate neural guilt 
signature in the coerced than in the free condition, suggesting that this 
reduction of neural response associated with empathy could be linked to a 
reduction of felt responsibility and guilt. These results highlight that obeying 
orders has a measurable influence on how people perceive and process 
others’ pain. This may help explain how people's willingness to perform moral 
transgressions is altered in coerced situations. 

Obeying orders reduces vicarious brain 

activation towards victims’ pain 

 



Introduction 

Many examples in the history of Mankind show that when people obey the orders from an authority, 

they are able to perform highly immoral acts towards others (e.g. Arendt, 1951, 1963, Herman & 

Chomsky, 1988). Even past experimental research, mainly by the work of Stanley Milgram (1963, 

1974), showed that many people comply with coercive orders to inflict unbearable electric shock on a 

person for the sake of the experiment in which they were involved. However, the mechanisms 

underlying such drastic change in human behaviour during obedience acts remain largely unknown.  

Humans, as other mammals, have the capacity to feel what others feel, namely, they have empathy. 

An extensive literature has shown that seeing another individual in pain triggers an empathic response 

in the observer (e.g. Keysers & Gazzola, 2014; Decety, 2011; Singer & Lamm, 2009). The seminal 

study of Singer et al. (2004) shows that experiencing painful stimulations and empathizing with the 

same pain delivered to others evoke an overlapping brain activity in the anterior insula (AI) and in the 

anterior cingulate cortex (ACC). These results, largely replicated (Fan et al., 2011; Lamm et al., 2011 

for an overview), suggest that we are able to understand and imagine what others feel since we can 

process that pain with our own pain system (see Lamm & Majdandzic, 2015 for a critical review). The 

most widespread explanation for this phenomenon has been related to mirror neurons, which were 

initially shown to fire both when monkeys execute and observe an action (Gallese, Fadiga, Fogassi & 

Rizzolati, 1996; Keysers, 2011), but which have recently been demonstrated to also exist in the ACC 

(Carillo et al., 2019). It has been argued that we generally do not inflict pain to our peers because we 

would experience this pain ourselves (Waal & Preston, 2017; Meffert et al., 2013; Smith, 1759; Hein, 

Morishima, Leiberg, Sul & Fehr, 2016). We therefore hypothesize that if ‘simply’ obeying the orders 

of an authority allows humans to perform atrocities towards other humans, it could do so by reducing 

the inner empathic response towards the inflicted pain, which should lead to a measurable reduction 

of brain response in the abovementioned regions associated with empathy when witnessing pain 

delivered under coercive compared to free-choice condition. 

Indirect evidences for this hypothesis comes from a number of studies. Caspar et al. (2016) showed 

that both the sense of agency and the feeling of responsibility were reduced in a condition in which 

people were ordered by the experimenter to inflict either a financial or a physical pain to a ‘victim’ in 

comparison with a condition in which they were free to decide which action to execute. Lepron et al. 

(2015) showed that when participants are the authors (vs. mere eyewitnesses) of painful outcomes to 

another individual, empathic responses (as measured by facial electromyography and heart rate 

variability) increased. In the same line of research, Koban et al. (2013) showed that self-generated 

errors resulting in a pain delivered to another individual were associated with an increased feeling of 

guilt and higher ratings of other’s pain. Additionally, the authors reported that the activity in the dorsal 

mediofrontal cortex (dFMC) and the AI were enhanced when participants planned their actions 

compared to a condition where they simply observed the action. Another experiment showed that 

empathic responses in the AI and ACC are higher when a participant witnesses harm that was caused 

by his error alone, compared to cases in which the pain was caused by the victim’s error or by their 

joint errors (Cui et al. 2015). These results all suggest that losing the sense of responsibility for an 

observed pain reduces activity in the neural network associated with pain empathy, and that receiving 
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orders decreases the feeling of responsibility. Together this suggests that receiving orders to deliver 

painful shocks should reduce empathy for that pain. 

In the present paradigm, participants were tested in pairs, one being the ‘agent’ and the other the 

‘victim’. The paradigm was reciprocal: those that were agent first, were victims second, and vice versa. 

The agent had to press one of two buttons on each trial, one associated with delivering a mildly painful 

electric shock to the ‘victim’ for a small monetary gain to the agent (+€0.05), the other one associated 

with no shock and no money. The agent was placed in a MRI scanner to perform the task. She/he saw 

two screens, one displaying the task and one displaying in real-time a video feedback of the victim’s 

hand receiving or not the painful stimulation (see Material & Method section). To ensure that 

participants paid attention to the visual display of the painful stimulation, a pain scale assessing the 

intensity of the pain felt by the ‘victim’ appeared randomly 6 times per run. In one condition (free-

choice) they could freely decide to deliver the shock (free-choice shock condition) or not (free-choice 

no shock condition). In the other condition (coercive) agents received a coercive instruction from the 

experimenter to either deliver (coercive shock) or not (coercive no shock) the electrical shock. No 

matter the button that was pressed, agents were always and unambiguously the author of the keypress, 

and consequently also the author of the pain delivered to the victim in case the shock button was 

pressed. Conditions were performed in separate runs, and at the end of each run, participants had to 

rate how responsible they felt for the outcomes of their action in that condition. We expected to observe 

a reduced activity of the pain network, including the Insula and the ACC, as well as a reduced 

perception of responsibility in the coercive condition in comparison with the free-choice condition. 

This result might help explain why people are less morally inhibited when complying with orders.  

We additionally investigated whether or not the brain regions that are sensitive to the perception of 

others’ pain play are associated with social decision-making. Previous studies showed that brain 

regions activated when witnessing another person in pain are implicated in prosocial behaviours 

(Gallo, et al., 2018; Hein et al., 2010; FeldmanHall et al., 2015; Buckholtz et al., 2008). In the present 

study, we predicted that the number of shocks that agents delivered or not to the victim for money 

would be related to activity of brain regions associated with empathy for pain; people with a higher 

activity in those brain regions choosing to deliver less shocks to the victim in the free-choice condition. 

Finally, we further investigated to what extent the neural response to the pain of the ‘victim’ would 

differ between individuals according to self-reported empathy, as measured by the Interpersonal 

Reactivity Index (IRI) (Davis, 1980). 

Results 

Behavioural results 

Number of shocks delivered 

In the coercive condition, participants were ordered to inflict 30/60 shocks, randomly. Two participants 

never followed the orders of the experimenter, one by inflicting 60/60 shocks, one by inflicting 0/60 

shocks. They were fully removed from any further analyses. Three participants voluntarily disobeyed 

the orders to send a shock to the ‘victim’ on a few trials (respectively, 6 out of 30 shock trials, 5 out 

of 30 shock trials and 2 out of 30 shock trials). Those trials were removed from the analysis. In the 
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free-choice condition, participants were told that they were entirely free to decide to deliver a shock 

or not to the ‘victim’ on each of the 60 free-choice trials. On average, agents administered 23.03/60 

(SD=13.34, minimum: 1/60, maximum: 57/60) shocks. Given the role reversal procedure in the present 

study, we assessed to what extent being first in the role of the ‘victim’ influences the subsequent choice 

to administer a shock to the new victim, previously agent. Previous studies indeed showed that 

participants who were victim first tend to administer more shocks than what they received when 

turning agent (Caspar et al., 2016; Caspar et al., 2017). A Pearson correlation between the number of 

shocks that participants received when they were victim first and the number of shocks that they gave 

when they became agent further showed a tendency to act vindictively (r=.475, p = .031, one-tailed, 

see Figure. 1). The Bayesian version of the same correlation slightly supported evidence for H1 

(BF+0=2.925). However, inversing the roles did not change the behaviours of participants, since an 

independent sample t-test revealed that the number of shock sent by the participants did not differ 

according to their role order (victim first, agent first), t(35)=.802, p > .4. The Bayesian version of this 

result also showed that H0 was slightly supported (BF=0.412). 

 

 
Figure 1. Pearson correlation between the number of shocks received for those who were victim first and the number of 

shocks that they subsequently delivered when they turned agent.  

 

Pain scale.  A repeated-measures ANOVA with Condition (Free-choice, Coercive) as within subject 

factor and Role-Order (Agent first, Victim first) as between-subject factors was used to analyse the 

pain ratings participants gave for 6 trials in each block. The scale ranged from ‘not painful at all’ 

(corresponding to ‘0’) to ‘very painful’ (corresponding to ‘1000’). We observed a main effect of 

Condition (F(1,29)=9.921, p = .004, η2
partial

 = .255). The Bayesian version of the same ANOVA resulted 

in a BF=5.580, confirming that the data is over 5 times more likely under models including Condition 

compared to those not including it, confirming what was found in the frequentist approach: the data 

support the evidence for a difference between pain values reported in the free-choice compared to the 

coercive condition (Figure 2A). Participants reported a higher pain rating in the free-choice condition 

(501, CI95=425-577) than in the coercive condition (457, CI95=382-532), even if they knew that the 

shock intensity delivered to the ‘victim’ was the same throughout the entire experiment. We also 

observed an interaction between Condition and Role-Order (F(1,29)=6.303, p = .018, η2
partial

 = .179). 

The Bayesian result also supports evidence for this interaction (BF=3.747). Independent sample t-tests 

indicated that the difference of pain ratings between the free-choice and the coercive conditions was 
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higher for those who were victim first (79, CI95=23-135) than for those who were agent first (9, CI95=(-

)20-38, t(29)=-2.511, p = .018, BF10=3.415). The main effect of Role-Order resulted in a F(1,29)=0.004, 

p > .9 and a BF=1.484, suggesting that the effect size may be too small for our sample size and more 

data would likely be needed to make a clear statement about the absence or presence of a main effect 

of Role-Order. Given that participants delivered less shocks in the free-choice condition (23.3/60) than 

in the coercive condition (30/60), reduced pain ratings in the coercive condition could be explained by 

a greater habituation of the pain response of the ‘victim’ in that condition in comparison with the free-

choice condition. Given that the number of shocks administered strongly varied between agents in the 

free-choice condition, we performed the same repeated-measures ANOVA with the number of shocks 

freely delivered as a covariate. We observed that the pattern of results remained unchanged, thus 

confirming that the pain ratings were not influenced by a greater habituation of the pain response of 

the victim in the coercive condition in comparison with the free-choice condition.   

 

Responsibility ratings 

At the end of each of the four experimental runs, agents had to report how responsible they felt for the 

outcome of their actions. We conducted a repeated-measures ANOVA with Condition (Free-choice, 

Coercive) as within subject factor and Role-Order (Agent first, Victim first) as between-subject factor 

on the responsibility ratings. The main effect of Condition was significant, and Bayesian data strongly 

supported a difference between the Free-choice and Coercive condition (F(1,31)=59.696, p < .001, 

η2
partial

 = .658; BF=2.048x108). Participants reported a higher responsibility rating in the free-choice 

condition (86%, CI95=81-91) than in the coercive condition (51%, CI95=42-60) (Figure 2B). The main 

effect of Role-Order was not significant (F(1,31)=0.104, p > .7) and the Bayesian data supported the 

evidence for the absence of a difference in the order the task was performed (BF=0.277). The 

interaction was not significant (F(1,31)=0.003, p > .9) and Bayesian data slightly supported evidence for 

no interaction (BF=0.301). 

 
Figure 2. Behavioural results. Dark green columns represent the free-choice condition and light green columns represent 

the coercive condition. A) Participants reported that the shocks administered to the ‘victim’ were more painful when they 

freely administered that shock than when they received the order to administer the same shock. B) Participants reported 

that they felt more responsible in the free-choice than in the coercive condition. C) Participants reported that they felt worse 

to administer a shock in exchange for money in the free-choice condition than in the coercive condition. D) Participants 

reported that they felt sorrier to administer a shock in the free-choice condition than in the coercive condition. All tests 

were two-tailed. Errors bars represent standard errors. *** indicates a p value <= .001. ** represents a p value between 

.001 and .01. * represents a p value between .01 and .05. 
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How bad and how sorry 

At the end of the experiment, participants were asked to indicated how bad and sorry they felt 

separately for the free-choice and the coercive condition when they administered shocks to the ‘victim’ 

on a scale ranging from ‘Not sorry/bad at all’ (-3) to ‘Very sorry/bad’ (3) (see Supplementary Material 

S1). A repeated-measures ANOVA with Condition (Free-choice, Coercive) as within subject factor 

Role-Order (Agent first, Victim first) as between-subject factor on badness ratings was performed. 

Results showed a main effect of Condition (F(1,35)=7.276, p = .011, η2
partial

 = .172), which was also 

supported by a BF=3.713. Participants reported that they felt worse in the free-choice (.332, CI95=(-

).242 – 0.906) than in the coercive condition ((-).448,  CI95=(-)1.078 – .183) (Figure 2C). The main 

effect of Role-Order resulted in a F(1,35)=0.249, p > .6 and a BF=0.348 suggesting some evidence in 

support of the null hypothesis that role-order did not influence this rating. The interaction results also 

support the null hypothesis, as they resulted in not significant result with the frequentist approach 

(F(1,35)=0.011, p > .9) and a BF=0.312. The same ANOVAs on the sorriness data again showed a main 

effect of Condition (F(1,35)=12.033, p < .001, η2
partial

 = .256), also supported by a strong evidence in 

favour of a difference (BF=22.792). Participants reported feeling sorrier in the free-choice (.955, 

CI95=.375 – 1.536) than in the coercive condition (.025, CI95=(-).624 – .675) (Figure 2D). The main 

effect of Role-Order had a F(1,35)=0.994, p > .3, and a BF=0.516, again limiting the interpretability of 

the effect. The interaction had a F(1,35)=0.192, p > .6 and a BF=0.510, limiting similarly the 

interpretability of the effect.   

 

MRI results 

 

The key hypothesis of the present study was to observe reduced activity in regions associated with 

pain, including the Insula and the ACC, while witnessing the pain of the victim in the coercive 

condition in comparison with the free-choice condition. To identify the brain regions that respond 

more to the victim’s pain when people are free to decide to inflict pain compared to when they receive 

the order to inflict pain, we used the (Free-choice Shocks - Noshocks) - (Coercive Shocks - NoShocks) 

contrast. To be noted, some participants only administered a very small number of shocks (between 1 

and 5) which thus did not allow for reliable Shock > No shock contrasts. These participants were thus 

not taken into account in any neuroimaging results (N=5, 3 were agents first). The contrast revealed 

regions with reduced shock-triggered brain activation when people obeyed orders compared to when 

they could freely decide which action to execute (t=3.37, p < .001, cFWE, i.e. cluster size threshold 

determined by family wise error=165). These regions include the anterior cingulate cortex, putamen 

and caudate, amygdala, inferior parietal lobule, TPJ (based on Mar, 2011), inferior frontal gyrus, insula 

(including anterior and dysgranular sections), and middle temporal gyrus (See Table 1 and Figure 3). 

The reverse contrast (Coercive Shocks-Noshocks) - (Free-choice Shocks-NoShocks) was not 

significant (for a t=3.37 and p < .001). 
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Figure 3. MRI results. (Free-choice Shocks - Noshocks) - (Coercive Shocks - NoShocks) contrast. Peak coordinates can 

be seen in Table 1.  FWE at cluster level (165 voxels), t=3.37, p < .001. 

 

Table 1 - (Free-choice Shocks - Noshocks) - (Coercive Shocks - NoShocks) 

Only clusters surviving a FWE correction at the cluster size are reported (t=3.37, p < .001, cluster size 165). Brain regions 

are referred to as by the nomenclature of the Anatomy Toolbox (Eickhoff et al., 2005). Columns refer to the size in voxels 

of each cluster, the number of voxels of that cluster within a specific cytoarchitectonic region, the percentage of voxels in 

that region, hemisphere, cytoarchitectonic region (if available) or microanatomical region, percentage of cytoarchitectonic 

region falling within the cluster, peak t-value within a particular region and MNI coordinates of the peak, respectively. 

 

 

cluster size 

(N voxels) 

 

 

#Voxels in 

cyto 

 

 

% 

Cluster 

 

 

 

Hem 

 

 

Cyto or Anatomical description 

 

% 

Area 

 

cluster 

peak t-

value 

 

MNI 

coordinates 

(X,Y,Z) 

388 

(ROI 1) 23.9 6.2 

 

L Area 33 10.4 

  

 16.8 4.3 R Area 33 7.4   

 

32.8 8.5 

 

L 

Anterior Cingulate Cortex 

Area p24ab 11.9 

 

3.74 

 

-2, 36, 10 

 

14.8 3.8 

R Anterior Cingulate Cortex  Area 

p24ab 7.4 

 

4.29 

 

4, 32, 16 

   L Anterior Cingulate Cortex  4.98 -2, 28, 24 

   L Anterior Cingulate Cortex  4.97 -2, 24, 20 

   L Anterior Cingulate Cortex  4.81 -2, 20, 22 

   R Anterior Cingulate Cortex  4.68 4, 24, 22 

   L Medial Cingulate Cortex  4.42 -6, 24, 32 

266 65.5 24.6 R Putamen (medial) 10.6 4.79 20, 6, -4 

(ROI 2 & 3) 

 25 9.4 

R 

Putamen (bridges) 8.5 

  

 21.6 8.1 R Caudate (bridges) 6.8 4.41 18, 16, 2 

 19.6 7.4 R Insula, Area Id1 10.9 4.13 38, -10, -10 

 18 6.8 R Putamen (lateral) 6.4   

 12.5 4.7 R Globus Pallidus (extern) 6.9   

 12.1 4.6 R Amygdala-striatal junction 17.9   

 10.1 3.8 R Insula, Area Id2 10.9   

 8.3 3.1 R Putamen (ventral) 15.2   

 1.4 0.5 R Caudate (medial) 0.5   

 1.3 0.5 R Insula, Area Id3 0.5   

 0.9 0.3 R BF (Ch 4) 2.5   
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 0.6 0.2 R Globus Pallidus (ventral) 0.7   

 0.4 0.1 R Amygdala (CM) 1.1   

   R Putamen  4.73 26, 4, -10 

200 

(ROI 4) 85.1 42.6 

 

R 

Superior Temporal Gyrus 

Area PGa (IPL) 11.5 

 

5.22 

 

60, -52, 20 

 

83 41.5 

 

R 

Superior Temporal Gyrus 

Area PF (IPL) 12.2 

 

4.63 

 

64, -38, 24 

 25.3 12.6 R Area PFm (IPL) 3.6   

 3.8 1.9 R Area PFcm (IPL) 1.2   

 0.3 0.1 R Area PGp (IPL) 0   

180 

(ROI 5) 14.3 7.9 

 

R 

IFG (p. Opercularis) 

Area 45 1.3 

 

4.25 

 

54, 18, 8 

 11.6 6.5 R Area 44 1.9   

 2 1.1 R Putamen (medial) 0.3   

 1.3 0.7 R Putamen (bridges) 0.4   

   R Inferior Frontal Gyrus 

(p. Triangularis) 

 4.69 46, 28, 4 

   R Inferior Frontal Gyrus 

(p. Opercularis) 

 4.59 44, 16, 12 

   R Anterior Insula Lobe  3.83 36, 22, 4 

165 

91 55.2 

R Middle Temporal Gyrus 

Area  TE 4 20.6 

 

5.46 

 

52, -22, -8 

 37.5 22.7 R Area TE 5 5.3   

   R Middle Temporal Gyrus  3.86 52, -36, -6 

 

To further test our hypothesis that coercion leads to a reduced pain representation of the victim 

compared to the free-choice condition, we used the vicarious pain signature identified by Krishnan et 

al., (2016). Krishnan and co-workers presented participants with images that suggested three levels of 

pain in other individuals, and identified a pattern of brain activity that predicts the level of pain (low, 

medium, high) perceived in the pictures based on the whole brain activity of the participant, even after 

exclusion of the occipital cortex. This vicarious pain signature (VPS) has been shown to successfully 

decode the level of pain attributed to characters in photographs across participants and studies 

(Krishnan et al., 2016). For the 32 participants that had sufficient trials in the free condition, we thus 

took the contrasts Free-choice Shocks – Noshocks and the contrast Coercive Shocks – NoShocks of 

each participant, and dot-multiplied each of them with the VPS, as described in Krishnan et al. (2016). 

We expected this decoded vicarious pain intensity to be lower in the coercive compared to the free-

choice condition, and therefore used a one-tailed t-test to test this prediction. We found that indeed, 

the VPS for the coercive Shock-NoShock (mean±sem, 15±7) was significantly reduced compared to 

the VPS for the free choice condition (36±9, t(31)=1.97, p1tailed=0.029). 

 

Participants sent in average less shocks in the free-choice condition than in the coercive condition, 

which could thus have led to a higher repetition suppression in the coercive condition. We thus 

performed additional analyses examining any effects of repetition suppression on our results in the 

(Free-choice Shocks - Noshocks) - (Coercive Shocks - NoShocks) contrast. For this contrast, we 

compared brain activations when participants witnessed a shock that was preceded by another shock 

or by no shock. This analysis did not show any significant results, thus implying that our results are 

not influenced by the difference in the number of shocks between conditions.  
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Region of Interest (ROI) approach based on the interaction 

 

Instrumental aggression and vindictiveness in the free-choice condition 

If people would be more willing to perform moral transgressions under orders because orders reduce 

activations in regions associated with empathy that inhibit aggression, we would expect that activation 

level in those brain regions showing reduced activity under orders should be related to the decision-

making to shock or not to shock. Given our low disobedience rate, we cannot test this notion in the 

coercive condition. Instead, we therefore tested whether individual differences in decision-making in 

the free-choice condition (quantified as the number of shocks delivered to the ‘victim’) was related to 

individual differences in activity in empathy related brain regions showing reduced activity following 

orders (i.e. Table 1). Specifically, we thus performed Pearson correlations between the activity of the 

ROIs in the Free Shock-NoShock contrast and the number of shocks given. Amongst the regions of 

Table 1, to maximize power, we sub-selected those involved in empathy and social cognition (cluster 

1 to cluster 4), and did not further investigate cluster 5 in the temporal lobe. Because striatum 

(including Putamen and Caudate Nucleus) and amygdala fell within the same cluster, but have been 

reported to have rather different functions in social decision making, we split that cluster in two.  

We had prior hypotheses that based on findings relating brain activity in these regions to empathy and 

empathy to prosociality, individuals that show higher activity when witnessing a shock in these regions 

would decide to give fewer shocks. We thus performed one-tailed correlations between the number of 

shocks that participants freely delivered and activity in the brain regions that we identified in the (Free-

choice Shocks - Noshocks) - (Coercive Shocks - NoShocks) contrast, again using both frequentist and 

Bayesian approaches. To correct for multiple comparisons across 5 ROIs, we applied Bonferroni 

corrections to our correlations (/5 = 0.05/5 = 0.01) with the frequentist approach. We performed 

separate analyses on those who were agent first and those who were agent second, since the choice to 

send or not a shock to the ‘victim’ for the later can be influenced by the number of shocks that they 

received as victim (see Figure 1). 

 

For those who were agent first, we observed that the number of shocks that they freely decided to 

administer was correlated with the activity in the ROI 2 (r=-.580, p = .006) and marginally correlated 

with the ROI 3 (r=-.510, p =.015) and the ROI 4 (r=-.463, p = .026). Bayesian approach on similar 

correlations supported this correlation with the ROI 2 (BF-0=11.062), the ROI 3 (BF-0=4.986) and the 

ROI 4 (BF-0=3.217). There was no conclusive evidence that activity was correlated with the ROI 1 (p 

> .2, BF-0=0.665) and the ROI 5 (p > .2, BF-0=0.843), see Figure 4A. The correlation between the 

number of shocks freely administered and the ROI 1 and the ROI 5 was respectively p > .2, BF-0=0.665 

and p > .2, BF-0=0.843, thus limiting the interpretability of the effect.  

 

For those who were agent second (i.e., victim first), we analysed if the number of shocks that they 

freely decided to administer based on the number of shocks that they received as victim (i.e., shocks 

given – shocks received) correlated with the brain activity in the regions of interest. We observed a 

marginal negative correlation between the tendency to behave vindictively and the activity of the ROI 

3 (r=-.535, p =.024). Bayesian data supported evidence for this correlation (BF-0=3.746). This results 

indicated that a higher tendency to behave vindictively was associated with a lower activity in ROI 3. 

There was no conclusive evidence that activity was correlated with the difference in number of shocks 

delivered in the ROI 2 (p > .2, BF-0=0.791), the ROI 5 (p > .3, BF-0=0.424), and the ROI 4 (p > .2, BF-
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0=0.569) (Figure 4B). For ROI 1 the BF-0=0.285 suggest that data support the null hypothesis of a lack 

of correlation. 

 

 
Figure 4. A) Relation between the number of shocks delivered in the free-choice condition (x-axis) and ROIs for 

participants who were agent first (y-axis) in the contrast Free-choice Shock – NoShock. B) Relation between the number 

of shocks delivered in the free-choice condition (x-axis) and ROIs for participants who were agent second (y-axis) in the 

contrast Free-choice Shock – NoShock. Full lines represent significant p values (p < .01, i.e. Bonferroni corrected p<0.05) 

and BF-0 > 3, one-tailed. 

 

Individual differences in empathy and the main effect of observing the victim’s pain 

We also investigated to what extent the main effect of observing another individual’s pain (Shock > 

NoShock contrast), irrespective of the experimental condition, was influenced by individual 

differences in self-reported empathy. We performed exploratory correlations between the PT, EC and 

PD subscales of the IRI and the contrast of interest. To correct for multiple comparisons for frequentist 

statistics, we applied a False Discovery Rate (FDR) approach with the Benjamini and Hochberg 

method (Benjamini & Hichberg, 1995) to each p-value per questionnaire. Both frequentist and 

Bayesian statistics for exploratory correlations were two-tailed. We observed evidence that the PT 

subscale was correlated with the Amygdala (r=.471, pFDR = .03*, BF10=7.609), see Figure 5A. There 

was no enough supporting evidence that PT was correlated with the other ROIs (all psFDR > .1, all BF10 

> 0.330 & < 1.365). We observed evidence that the EC subscale was correlated with the ACC with the 

Bayesian version (BF10=4.894) and a marginally significant correlation with FDR corrections (r=.444, 

pFDR = .055*1). There was evidence for no correlations with the other ROIs (all psFDR > .9, all BF10 > 

.221 & < .284), see Figure 5B. The PD showed evidence for no correlations with the Insula/IFG (pFDR 

>.9, BF10=.221), the ACC (pFDR > .6, BF10=.307) and the TPJ (pFDR > .8, BF-0=.239). Other correlations 

did not allow for reliable conclusions (all psFDR > .2, all BF10 < 1.259 & > .883).  

 

                                                 
* Those p values became not significant anymore (p > .08 & < .09) when the FDR corrections was applied for 15 (3 

subscales * 5 ROIs) correlations instead of 5 (1 subscale * 5 ROIs). However, Bayesian version of those correlations 

maintain similar effects since Bayesian approach does not require corrections for multiple comparisons.  
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Fig 5. A) Pearson correlations between PT and ROIs. B) Pearson correlations between EC and ROIs. Full lines represent 

significant or marginally significant p values (pFDR < .06) and BF10 > 3, two-tailed.  

 

 

Discussion 

 

Reduced vicarious activations in the coercive vs free-choice condition 

 

We tested the hypothesis that obeying the orders received from an authority would reduce the vicarious 

brain activation when witnessing the pain that one had delivered to a ‘victim’ compared to a free-

choice condition. MRI results confirmed this hypothesis: when participants witnessed a shock that they 

delivered after having received the order to do so, activity in brain regions including ACC, striatum 

(including putamen and caudate), amygdala, TPJ and insula/IFG was reduced in comparison with -

being free to decide to deliver that pain. Participants knew that the shock intensity was kept constant 

during the entire experiment, no matter the experimental conditions, yet activity in empathy-related 

brain regions was thus attenuated in the coercive condition. Using a vicarious pain signature developed 

by Krishnan et al. (2016) to decode perceived pain intensity from brain activity lead to the same 

conclusion. 

 

Participants also reported a reduced feeling of responsibility in the coercive condition, experiencing 

such reduced responsibility may have contributed to the decreased processing of the consequences of 

the agent’s actions on the victim. This dovetails with previous studies that reached a similar conclusion 

(e.g. Cui et al., 2015; Koban et al., 2013; Lepron et al., 2015), but goes beyond by showing that even 

in the case of a pain that is fully caused by the participants own action (i.e. pressing the shock button), 

brain activity is altered by a lack of responsibility. For instance, in Lepron et al. (2015) the only 

statistical differences observed were between a condition in which participants were passive witnesses 

to the pain delivered to another individual and a condition in which they had to select the intensity of 

the pain and press the button triggering the current. Thus, these conditions not only differed in terms 

of responsibility, but also in the sensorimotor information associated with performing an action, in the 

causality between one’s own actions and the outcome and in the degree of control associated with the 

action. In Cui et al. (2015), the painful outcome delivered to the recipient was not fully under the 

control of the participant, since the intensity of the pain received depended on the participant’s errors 

but also on the recipient’s errors. In addition, their experiment did not involve a conflict due to moral 
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decision-makings since the pain received by the recipient was only due to errors committed by the 

protagonist. In Koban et al. (2013), the painful stimulations were also the results of errors caused by 

the participant or his friend. In our paradigm, participants were always the authors of the actions and 

these actions were always fully predictable, in the sense that they were not the results of errors, thus 

isolating the impact of one’s own perception of responsibility on the empathic response.  

 

Sense of responsibility vs sense of agency 

 

However, in the present study, we cannot disentangle if a reduced feeling of responsibility accounted 

for the entire effect or if this relationship could be mediated, at least in part, by a reduced sense of 

agency, since both are influenced by obedience to an authority (Caspar et al., 2016). The sense of 

agency involves a specific mechanism in the human brain that involves the subjective experiences of 

intending action, of initiating movements, and of causing outcomes and represents the feeling that we 

are the authors of our own actions and their consequences in the external world (Gallagher, 2000). The 

sense of moral responsibility consists in a higher conceptual level of representing the self-in-action as 

it represents the experience of agency in a social context (Balconi, 2010). One measure that has been 

used in past literature to assess the implicit feeling of agency is based on time perception (i.e., the 

intentional binding paradigm). In a classical intentional binding paradigm, participants estimate the 

delay between their action (i.e. a keypress) and an outcome (i.e. a tone). If the movement is voluntary, 

the perceived time is shorter than if the movement is involuntary (for instance, triggered by a 

Transcranial Magnetic Stimulation (TMS) pulse over the motor cortex), suggesting that the sense of 

being the author of an action modifies time perception to bring the cause and effect of the action closer 

in subjective time. Unfortunately, if the consequence of an action occurs more than 4s after the action, 

modulations of the sense of agency no longer lead to measurable changes in time perception 

(Humphrey & Buehner, 2009). In order to separate brain activity related to motor response from those 

related to processing the pain of the victim, comparatively long jittered action-outcome delay had to 

be used in our fMRI paradigm, precluding the use of time-estimates to probe the sense of agency in 

the present paradigm. Future studies could however aim to disentangling the effects of sense of agency 

and responsibility by using conditions in which brain activity is measured from individuals giving 

orders. Compared to directly pressing the button, giving an order to press a button has a similar level 

of responsibility but a reduced sense of agency since commanders are not the author of the action that 

lead to the shock (Caspar, Cleeremans, & Haggard, 2018).  

 

Pain is perceived as less intense in coercive vs free-choice conditions 

 

Strikingly, even if participants were explicitly told that the shock intensity would remain the same 

throughout the entire experiment for the victim, they rated the shock intensity lower in the coercive 

condition than in the free-choice condition, mimicking the decoded vicarious pain intensity. In a 

previous study, Akitsuki & Decety (2009) observed that participants reported higher pain ratings when 

they witnessed a painful stimulation that was caused on purpose by another individual than when that 

pain was triggered by accident by the person itself, suggesting that intentionality plays a role in the 

subjective evaluation of pain. However, in Akitsuki & Decety (2009) participants were not involved 

in what happened on those videos, they were simple witnesses. In addition, they were not explicitly 

told that the shock intensity would be the same during the experimental conditions. Here, our results 
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would support the fact that obeying orders has such a strong influence on the perception of pain felt 

by others that it even impacts perceptual reports of observed shock intensity rather than only 

modulating how the observer feels about the pain of the other.  

 

Vicarious activations covary with the number of shocks given  

 

Previous studies on prosocial behaviours observed that activity in the regions associated with the pain 

network, mainly the ACC and the AI, predicted helping behaviours (Hein et al., 2010; FeldmanHall et 

al., 2015). Hein et al. (2010) observed that the brain response in left AI when witnessing another 

ingroup individual’s pain predicted helping behaviours, even if this help was monetarily costly for the 

participant. The refusal to help an outgroup member was rather predicted by the nucleus Accumbens 

(NAcc) activation, suggesting that not helping an outgroup individual was more rewarding. 

FeldmanHall et al. (2015) further showed that deciding to reduce one’s own money to reduce the pain 

of another person triggered activation in the AI, the dACC and the Temporo-parietal junction (TPJ) 

when witnessing that pain being delivered. Here, we did not find that the activity of these two brain 

regions related to prosocial behaviours in our task (ROI 1 and ROI 5). Rather, we observed that the 

activity in the striatum (ROI 2), in the amygdala (ROI 3) and in the TPJ (ROI 4) was related to how 

prosocially participants acted in the free-choice condition, by administering fewer shocks if activity in 

these regions to witnessing the victim receive a shock was higher. Previous studies showed that the 

amygdala is linked to instrumental aggression, that is, a type of aggressive behaviours towards other 

that accepts adverse consequences to others as a collateral damage to achieve a selfish goal, such as 

obtaining money. Psychopathic individuals are more likely to engage in instrumental aggression, an 

effect that has been argued to derive from abnormalities in brain regions associated with emotions and 

morality (e.g. Glenn & Raine, 2009), such as the amygdala (Kiehl et al., 2001; Rilling et al., 2007; 

Glenn, Raine, & Schug, 2009). A high level of instrumental aggression toward others probably 

involves a downregulation of emotion processing, thus enabling the author of the aggression to achieve 

his goal (Meffert et al., 2013). This probably explains why we observed that people who only sent a 

few shocks to the victim had a high brain activation of the amygdala, and that those administering a 

lot of shocks had a reduced activity in the amygdala. We also observed that the number of shocks that 

agents freely chose to deliver was associated with the activity in the TPJ. The TPJ is a brain region 

associated with emotional perspective taking and theory of mind (Ruby & Decety, 2004; Young et al., 

2007) and has been linked to prosocial behaviours (FeldmanHall et al., 2015). It has been argued that 

highly aggressive participants show cognitive disengagement, associated with reduced mentalizing 

about the consequences of their actions on their co-participant (Zaki & Ochsner, 2012; Caspar, Beyer, 

Cleeremans, & Haggard, under review). Additionally, the striatum has been shown to respond to both 

monetary and social rewards (e.g. Izuma, Saito & Sadato, 2008; Knutson, Adams, Fong, & Hommer, 

2001; Saxe & Haushofer, 2008) and is linked to prosocial behaviours (e.g. Delgado et al., 2005; Kokal 

et al., 2011). Kokal, Engel, Kirshner and Keysers (2011) for instance showed that participants who 

could easily synchronize with the experimenter had an enhanced activity in the caudate during a 

drumming task. This activity in the caudate also predicted the number of pencils that participants 

collected after the experimenter made them ‘accidentally’ fall to the ground after the scanning session. 

In our experiment, participants who administered a small amount of shocks to the ‘victim’ could have 

perceived these acts as more socially rewarding than administering a bigger number of shocks, even if 

it involved less monetary reward. Taken as a whole, it suggests that acting prosocially towards others 
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involves a high regulation of emotion processing, a high capacity to mentalize with others and the 

perception that those prosocial behaviours are socially rewarding. 

 

The role reversal in our pairs of participants could allow participants who were first ‘victim’ to adapt 

their behaviour as agent to what they experienced as victims. We indeed observed that participants 

who had been victim first tended to incorporate the number of shocks received in their decision-

making, since we found evidence for this process in a significant correlation between shocks received 

and shocks later given. In line with previous studies (e.g. Caspar et al., 2016; Caspar et al., 2017), 

participants who were victim first tended to administer slightly more shocks to the victim than what 

they had received. One explanation for this effect is vindictiveness: that participants who have received 

many shocks deliver more shocks to punish the new victim. An alternative explanation could have 

been that having experienced that shocks are relatively mild and easily bearable while being a victim 

discounted the perceived intensity of the shocks of the victim when the ex-victim becomes agent. 

However, that victim-first participants did not have lower pain ratings than agent-first participants 

speak against this interpretation. Our brain activity results suggest that how many more shocks a 

victim-first participant gave than he had received was inversely proportional to the activity of the 

amygdala: Participants who delivered more shocks than the number of shocks they received as victims 

had a reduced activity of the amygdala when they witnessed the shocks that they decided to deliver to 

the victim. This is consistent with previous studies showing the relationship between activity of the 

amygdala and third-party punishment (e.g. Buckholtz et al., 2008). Buckholtz et al. (2008) observed 

that the higher the punishment assigned to criminals during legal decision-making, the higher the 

activity of the amygdala was. Given the role of the amygdala in emotion processing (e.g. LeDoux, 

2000; Phelps & LeDoux, 2005; Pessoa & Adolphs, 2010), it suggests that social and emotional 

processing influence moral decision-making. Amygdala activity has also been linked to the perception 

of fairness (Tabibnia, Satpute, & Lieberman, 2008; Haruno, Kimura & Frith, 2014), a preference for 

fairness involving a higher activity in the amygdala, ventral striatum and ventromedial prefrontal 

cortex (Haruno et al., 2014). Thus, participants who were victim first and who tended to administer 

the same amount of shocks or slightly more to the ‘victim’ when they turned to be agent could also 

perceive that it would be fairer to be paid equally.  

 

Milgram’s famous experiments have shown widespread willingness to obey authority, even to the 

point of inflicting harm to an innocent volunteer (Milgram, 1963). The mechanisms underlying such 

behaviour, that is frequently justified by the fact that the person was simply obeying orders and thus 

did not feel responsible, are still largely unexplored despite their high social relevance. Here, we have 

shown that when people accept to comply the orders of an authority, the neural response associated 

with the perception of pain felt by another individual is reduced in comparison with being free to 

choose which action to perform. Crucially, even subjective pain ratings indicated that the pain 

delivered to the other individual appeared less painful when people administered the shock according 

to the experimenter’s order than when they could freely decide. These results highlight how obeying 

an order relaxes our aversion against harming others, despite still being the author of the action that 

lead to the pain.  
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Materials and Methods 

 

Participants 

 

Forty participants were recruited in 20 dyads. None of the participants reported to know each other. In 

a previous MRI study on coercion (Caspar, Beyer, Cleeremans & Haggard, under review), the sample 

size was 30 but involved participants who either delivered a very low number of shocks or a very high 

number of shocks. Given that the main contrast of interest here involved the comparison between 

shock and no shocks trials, we increased the sample size to 40 in order to ensure we would have enough 

participants delivering enough shocks to reliably estimate brain activity in both shock and no shock 

conditions. The full dataset of three participants was excluded from all the analyses: Two participants 

systematically disobeyed orders (one never administered shocks even when requested to do so, and 

one administered shocks even when requested not to do so) and one participant was not taken into 

account because s.he only played the role of the ‘victim’ to replace a participant who did not show up. 

For the remaining 37 participants (11 were males), the mean age was 24.8 years old (SD=3.99). The 

study was approved by the local ethics committee of the University of Amsterdam (project number: 

2017-EXT-8298). Data are made available on OSF (will be made public after publication).  

 

 

Procedure and material 

 

Upon arrival in the laboratory, both participants received instructions about the experiment and 

provided informed consent together, ensuring that they were each aware of the other’s consent. Then, 

their individual pain threshold for the electrical stimulation was determined, as described in Caspar et 

al. (2016). Two electrodes were placed on the participants’ left hand on the abductor pollicis muscle 

in order to produce a clear and visible muscle twitch and the threshold was increased by steps of 1mA 

until a mildly painful stimulation was achieved. By picking randomly a card in a box, participants were 

assigned to start either as agent or victim, but were offered the possibility to change if they wanted to. 

The participant who was in the role of the agent was brought into the scanner to perform the task, while 

the participant who was in the role of the ‘victim’ was seated nearby the control room at a table (see 

Figure 6A). She was asked to place her hand on a black sheet positioned in the field of view of the 

camera and asked not to move her hand during the entire scanning session. The victim was invited to 

watch a neutral documentary to make the time pass.  

 

Each trial started with a fixation cross lasting 8-12 seconds. Then, agents heard a verbal instruction 

from the experimenter, in both the free-choice and the coercive conditions. In the free-choice 

condition, the experimenter told the agent ‘you can decide’, while in the coercive condition the 

experimenter said either ‘give a shock’ or ‘don’t give a shock’. In reality, these sentences were pre-

recorded in order to keep control on the precise timing of each event during the scanning session. 

However, to increase the authenticity of the procedure, each sentence was recorded 4 times with small 

variations in the voice and displayed randomly. In addition, the audio recordings included a 

background sound similar to interphone communications. The sound of the pre-recorded instructions 

emitted by the computer in the control room was turned on during the free-choice condition and turned 
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off during the coercive condition. In case of the victim (accidentally) dropped her headphones while 

watching the documentary, she could still believe that the experimenter gave real-time oral instructions 

from the control room in the free-choice condition and from inside the scanner in the coercive 

condition. After receiving the verbal order, a picture of two rectangles, a red one labelled ‘SHOCK’ 

and a green one labelled ‘NO SHOCK’, was displayed on the left and right bottom of the screen. The 

key-outcome mapping varied randomly on a trial-wise basis but the outcome was always fully 

congruent with the mapping seen by the participant. Agents could then press one of the two buttons. 

Pressing the SHOCK key delivered a shock to the victim while pressing the NO SHOCK key did not 

deliver any shocks. The shock was delivered between 2.5 and 6 seconds after the keypress (Cui et al., 

2015). Throughout the experiment, agents could observe the receiver’s hand through a real-time video 

displayed on the top of the screen, with electric shocks eliciting a visible muscle twitch. Seven hundred 

and fifty ms before the display of the shock, an arrow pointing to the top was displayed to remind 

participants to look at the video, even if the NO SHOCK key had been pressed. That arrow disappeared 

750 ms after. This allowed to compare shock and no shock trials. To ensure that agents were actually 

watching the hand, on 6 trials in each MRI run a pain rating scale appeared, ranging from ‘not painful 

at all’ (‘0’) to ‘very painful’ (‘1000’). Participants were asked to rate the intensity of the shocks seen 

by moving the red bar along the scale using four buttons. The keys below the middle fingers allowed 

to modify the number associated with the position of the rectangle by steps of +- 100 ms. The keys 

below the index fingers allowed to modify the answer by steps of +- 1 ms. After a fixed duration of 6 

seconds, their answer was saved and the next trial started. If no shocks were delivered on that trial, 

they were asked to report that the shock was ‘not painful at all’.  They had 6 seconds to provide their 

answer.  

 

The task was split up into 4 blocks of 30 trials each, 2 blocks free choice and 2 blocks coercion 

(presented in 4 separate fMRI acquisition runs). Anatomical images were recorded between the second 

and third run of fMRI acquisition. At the end of each task block, participants rated their explicit sense 

of responsibility over the outcomes of their actions on an analogue scale presented on the screen, 

ranging from ‘not responsible at all’ to ‘fully responsible’. Each delivered shock was rewarded with 

€0.05 to ensure that reward prediction was similar in the two experimental conditions. In coercion 

blocks, participants were instructed to deliver a shock on 50% of trials, see Figure 6B. To increase the 

psychological effect of receiving orders, the experimenter was present in the scanner room during the 

coercive condition. In order to justify that the agent was still able to hear clearly the experimenter 

giving orders even when she was in the noisy scanner room, a fake microphone was used. The 

experimenter made it clear that she was present at the beginning of the coercive condition by speaking 

with the agent, but then moved in the corner of the room to avoid visual interference due to her 

presence. At the end of the experimental session, participants were asked to fill in the Interpersonal 

Reactivity Index (IRI, Davis, 1980) and another questionnaire assessing what they felt during the 

experiment (see Supplementary Material S1). Participants were paid separately, based on their own 

gain during the experiment.  
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Figure 6. A) Display of the experimental set-up. The agent was inside the scanner while the ‘victim’ was outside the 

scanner, watching a documentary. In free-choice blocks, the experimenter was in the control room. In coercive blocks, the 

experimenter entered the scanner room, indicated her presence to the agent but remained hidden from her view. B) Display 

of one single MRI run. 

 

General data analyses 

 

Each result was analysed with both frequentist statistics and Bayesian statistics (Dienes, 2011), expect 

for voxel-wise brain analyses that were only analysed using frequentist approaches. Bayesian statistics 

assess the likelihood of the data under both the null and the alternative hypothesis. In most cases, we 

report BF10, which corresponds to the p(data|H1)/p(data|H0). Generally, a BF between 1/3 and 3 

indicates that the data is similarly likely under the H1 and H0, and that the data thus does not adjudicate 

which is more likely. A BF10 below 1/3 or above 3 is interpreted as supporting H0 and H1, respectively. 

For instance, BF10=20 would mean that the data are 20 times more likely under H1 than H0  providing 

very strong support for H1, while BF10=.05 would mean that the data are 20 times more likely under 

H0 than H1 providing very strong support for H0 (Marsman & Wagenmakers, 2017). BF and p values 

were calculated using JASP (JASP Team, 2019) and the default priors implemented in JASP. In case 

where one-tailed hypothesis were tested, the directionality of the hypothesized effect is indicated as a 

subscript to the BF (e.g. BF+0 for a positive effect, BF-0 for a negative effect). 
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Functional Magnetic Resonance Imagery (fMRI) 

 

MRI images were recorded using a 3-Tesla Philips Ingenia CX system and a 32-channel head coil. T1-

weighted structural images were recorded with the following specifications: matrix = 240x222; 170 

slices; voxel size = 1x1x1mm. Four runs of functional images were recorded (matrix M x P: 80 x 78; 

32 transversal slices in ascending order; TR = 1.7 seconds; TE = 27.6ms; flip angle: 72.90°; voxel size 

= 3x3x3mm, including a .349mm slice gap).  

 

General fMRI Data processing and first level contrasts 

 

MRI data processing was carried out in SPM12 (Ashburner et al., 2014). EPI images were slice time 

corrected and realigned to the mean image. High quality T1 images were coregistered to the mean EPI 

image and segmented. The coregistered gray matter segment was normalized onto the MNI gray matter 

template and the resulting normalization parameters applied to all EPI images. Afterwards, images 

were smoothed with a 6mm kernel.  

 

At the first level, we defined separate regressors for shock and noshock trials, with the choice and 

coercion trials modelled in separate runs. Each of these regressors started 750 ms before the moment 

of the shock, which lasted 250 ms, up to 500 ms after the moment of the shock. This moment 

corresponded to when the arrow pointing to the video feedback appeared, to remind participants to 

watch the screen displaying the victim’s hand. The same 1.500ms-time window was taken for no shock 

trials. Additional regressors included the auditory orders (between 8-12s after the start of the trial), the 

button presses (participants could press the key whenever they wanted right after the auditory orders), 

the pain rating scale (appearing on 6/30 trials randomly 1s after the arrow pointing towards the video 

feedback disappeared), the responsibility rating scale (appearing at the end of each MRI run 1s after 

the arrow pointing towards the video feedback disappeared or again 1s after the pain scale) and motion 

regressors. At the first level, we defined the main contrast of interest to understand how receiving 

orders affects pain processing of the victim’s pain in comparison with not receiving orders: (Free-

choice Shocks-Noshocks) - (Coercive Shocks-NoShocks). We included the contrast of Shock-

NoShock rather than examining the shock condition alone in each condition to isolate the effect of 

witnessing a shock from carry-over activity associated with pressing the response button and seeing 

the arrow presented during the feedback period. To be noted, some participants only administered a 

very small number of shocks (between 1 and 5) in the free-choice condition which thus did not allow 

for reliable Shock > No shock contrasts. They were thus not included in any neuroimaging analyses. 

 

At the second level, we localized where this contrast was significant across participants in a random 

effect one-sample t-test. Results were thresholded at p < .001 and family-wised error corrected at the 

cluster level. 

 

To decode vicarious pain intensity, we additionally used the vicarious pain signature of Krishnan et 

al. (2016), downloaded from: 

https://github.com/canlab/Neuroimaging_Pattern_Masks/blob/master/Multivariate_signature_pattern

s/2016_Krishnan_eLife_VPS/Krishnan_2016_VPS_bmrk4_Without_Occipital_Lobe.nii. We 

converted the pattern into our image space using imagecalc, and then dot-multiplied each participants 
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contrast Shock-NoShock separately for the free and coerced condition by this pattern. This generate a 

single scalar vicarious pain value for each participant and condition for the 32 participants that had 

enough shock trials in the free-choice condition to perform the analysis. The vicarious pain values 

were then compared using a one-tailed t-test to test our one-tailed hypothesis that vicarious pain should 

be higher in the free compared to the coerced condition. We used the pattern without occipital lobe, as 

used in Krishnan et al., to reduce visual confounds.  

 

We then defined ROIs using Marsbar (Brett, Anton, Valabregue, & Poline, 2002) by extracting the 

whole clusters from our contrast at the group level ((Free-choice Shocks-Noshocks) - (Coercive 

Shocks-NoShocks) contrast). In these ROIs, we run the same GLM described in our first-level analysis 

and extracted values from the contrast Free Shock>NoShock and the contrast Shock > NoShock. We 

performed Pearson correlations between the ROIs in the Free Shock>NoShock and social decision-

making in our paradigm, that is, the absolute number of shocks given in free choice trials (Free 

Shock>NoShock contrast), as a measure of instrumental aggression, and the number of shocks given 

based on the number of shocks received in the free-choice trials for those who were victim first as a 

measure of vindictiveness. We used the Free Shock > NoShock contrast because this is the only 

experimental condition in which participants could freely decide to deliver a shock or not to the victim, 

thus allowing to assess voluntary social decision-making. Finally, we checked with exploratory 

correlations if the general effect of observing the pain experienced by another individual (Shock > 

NoShock contrast) was modulated by personality traits (IRI subscales). This allowed to evaluate the 

overall reaction of participants when they witness pain, no matter the experimental condition.  
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Supplementary Material 

 

 

SUPPLEMENTARY MATERIAL S1 

 

 

“ In this experiment, there will be two roles: One of ‘agent’ and one of ‘victim’. We will select 

randomly who starts with which role by picking a card in a box, but you can also tell us if you have a 

preference to start either by the role of the agent or by the role of the victim. Your roles will be switched 

at the middle of the experiment.” 

 

“ The person in the role of the agent will be in the scanner and the person in the role of the victim will 

be located outside the scanner, in the control room. The agent will have two buttons: One button 

associated with SHOCK and one button associated with NO SHOCK. If the SHOCK button is pressed, 

the agent will send a mildly painful electric shock to the victim but will earn + €0.05. If the NO SHOCK 

button is pressed, there is no shock delivered to the victim and no additional money earned. In order 

to know which button is associated with shock or no shock, you will see two rectangles appearing on 

the screen on each trial: A green one labelled SHOCK and a red one labelled NO SHOCK. You will 

have to press the button corresponding to the outcome you want. The position of those buttons will 

vary randomly on a trial-basis but the outcome will always be fully congruent with what you see on 

the screen. As an agent, you will have two experimental conditions: One condition in which you can 

freely decide which button to press and another condition in which the experimenter will tell you which 

button you have to press. You will be able to hear the instructions of the experimenter through 

headphones that you will wear when you will be in the MRI screen. The instructions will be either 

“give a shock” or “don’t give a shock”. The experimenter will be with you in the scanner room to give 

her instructions. She will wear a microphone so you will still be able to hear her despite the noise of 

the MRI scanner. In the condition in which you can freely decide what to do, the experimenter will tell 

you, before each trial, another verbal instruction, which is “you can decide”. During that condition the 

experimenter will be located in the control room and will give the orders through the interphone.” 

 

“Before we start the experiment, we will determine your own pain threshold. This experiment indeed 

involves sending real shocks to the other participant but those shocks will be calibrated. We will place 

two electrodes on your left hand and will connect them to a machine that is commonly used in 

physiotherapy to stimulate muscles or nerves. Here we will stimulate your muscles. We will increase 

the threshold step by step: At the beginning you won’t feel anything. Then, at some point you will be 

able to feel something very small, this is your detection threshold. From that threshold, we will 

continue to increase. The sensation will be weird and you will have muscle twitches after a certain 

threshold. Those twitches are normal since we stimulate a muscle. We will continue to increase until 

we reach your own pain threshold. We will ask you several questions to ensure that we have reached 

the pain threshold. When you will be in the role of the victim, this is the threshold that you will feel 

each time you receive a shock. This threshold will never increase or decrease during the experiment. 

There is absolutely no risk of burns or any other long-term undesired effects with this procedure.” 
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“When you are in the role of the agent, you will be ‘isolated’ in the scanner. Therefore, we have placed 

a camera above the hand of the victim that will display in real-time the hand of the victim inside the 

scanner on the screen that will be positioned in front of you. You will thus be able to see the outcome 

of your actions. It is very important that you always look at the hand of the victim when you perform 

the task. Therefore, you will see an arrow pointing to the top after you press the button in order to 

remind you to look at the hand of the victim. You will also see, on some trials, a pain scale appearing 

on the screen. That pain scale will range from ‘not painful at all’ to ‘very painful’. You will have a 

marker appearing at a random position on that scale and you will be able to move the position of the 

marker by using the buttons below your middle fingers for fast move or below your index fingers for 

slow move. Stop the marker at the position that corresponds to your estimation of the pain of the victim 

on the trial that just happened. If that scale appears after a no shock trial, then put the marker on ‘not 

painful at all’, since there was no shock’. If there was a shock delivered on the hand of the victim, rate 

what you think the pain of the victim was. As a reminder, the pain of the victim will always be the 

same. This question is asked to ensure that you paid attention to the hand of the victim during the task, 

as requested. We will start with a training session.” 

“When you are in the role of the victim, you will be sitting at a table in the control room with your left 

hand connected to two electrodes. Please do not move your hand at all during the recording to avoid 

biasing what the agent sees during the recording of his/her brain activity.” 

“You will first have 30 trials in one experimental condition followed by 30 trials in the other condition. 

Then, we will run the anatomical scan so you can rest a bit. After the anatomical scan, you will have 

again 30 trials in one experimental condition followed by 30 trials in the other experimental condition. 

You will thus have a total of 60 trials in each experimental condition. When the agent finishes the 

experiment, we will switch your roles”.  
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1.  How bad did you feel when you delivered a shock in exchange for money? 

  

In the free condition 

  

(-3) ------ (-2) ------ (-1) ------ (0) ------ (+1) ------ (+2) ------ (+3) 

     Not bad at all                                                                 Very Bad 

  

  

In the coerced condition 

  

(-3) ------ (-2) ------ (-1) ------ (0) ------ (+1) ------ (+2) ------ (+3) 

     Not bad at all                                                                 Very Bad 

  

  

2.  How sorry did you feel when you delivered shocks to the ‘victim’? 

  

In the free condition 
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(-3) ------ (-2) ------ (-1) ------ (0) ------ (+1) ------ (+2) ------ (+3) 

     Not sorry at all                                                                Very sorry 

  

  

In the coerced condition 

  

(-3) ------ (-2) ------ (-1) ------ (0) ------ (+1) ------ (+2) ------ (+3) 

     Not sorry at all                                                                Very sorry 

  

  

3.  Please describe in a few word how did you feel during the experiment 

 

  

4.  Which role (agent or victim) did you prefer and why? 

 

 

5.  As an agent, which condition did you prefer (free or coerced) and why? 

 

 

 

SUPPLEMENTARY MATERIAL S3 

 

Effects Frequentist Results Bayesian Results (BFincl) 

Condition F(1,28)=5.120, p = .032  6.144 

Order of the Role F(1,28)=.005, p > .9 1.542 

Shocks delivered F(1,28)=.168, p > .6 .692 

Condition * Order of the Role F(1,28)=6.192, p = .019 4.023 

Condition * Shocks given F(1,28)=.859, p > .3 / 
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Figure S1. MRI results. A) Regression analysis of contrast [FreeShock-FreeNoShock] using the number of shocks that 

participants who were agent first administered to the victim, uncorrected, t=2.86, p < .005. B) Regression analysis of the 

contrast [FreeShock-FreeNoShock] using the number of shocks that participants who were agent first administered to the 

victim, negative relationship, uncorrected, t=2.86, p < .005. Peak coordinates of the cluster surviving FWE correction at 

the cluster size can be seen in Table S1.   

 

TABLE S1.A - Agents first - Regression [FreeShock-FreeNoShock] - number of shocks delivered, 

positive relationship, uncorrected  

cluster 

size 
(N voxels) 

#Voxels in 

cyto 
% 

Cluster 
Hem Cyto or Anatomical 

description 
% 

Area 
cluster peak t-

value 
MNI coordinates 

(X,Y,Z) 

60 
  

R PPC 
 

6.32 10, -42, 14 

  
R Precuneus 

 
4.18 18, -46, 12 

44 24.3 55.1 R  Area OP3 [VS]  
Insula 

11.6 4.46 36, -10, 16 

28 3.8 13.4 R   Area Fp1  0.2 4.03 30, 46, 2 

  
R Middle Orbital Gyrus 

 
3.66 38, 44, -6 

22 8.1 36.9 L  Area Ig2   
Insula 

6 3.53 -36, -16, 8 

6.4 29 L Area OP3 [VS]  
Insula 

4.5 3.00 -38, -12, 14 

1.3 5.7 L Area TE 1.0  
Superior Temporal Gyrus 

1.0 3.15 -44, -18, 4 
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This Table represents a summary of the main results. Only main peaks are reported. Clusters with voxels in cyto < 20 were 

not reported. Clusters with N/A areas only where not reported. Full results are displayed in a .txt file entitled TABLE S1.A 

on OSF. 

 

TABLE S1.Bi - Agents first - Regression [FreeShock-FreeNoShock] - number of shocks delivered, 

negative relationship, uncorrected  

 

cluster 

size 
(N voxels) 

#Voxels in 

cyto 
% 

Cluster 
Hem Cyto or Anatomical 

description 
% 

Area 
cluster peak t-

value 
MNI coordinates 

(X,Y,Z) 

579 
  

L Superior Medial Gyrus 
 

6.08 -10, 46, 20 

372 34.1 9.2 L Fusiform Gyrus 4.1 4.86 -40, -54, -22 

163 43.8 L Cerebelum (VI) 8.7 4.27 -34, -66, -22 

299 
  

L Middle Temporal Gyrus 
 

5.64 -52, -20, -12 

293 136 46.4 L Cerebelum (Crus 2) 8.3 4.27 -22, -76, -38 

243 143.8 59.2 R Cerebelum (Crus 1) 4.4 4.49 22, -78, -30 

218 
  

R Middle Frontal Gyrus 
 

4.70 
 

54 25.6 47.5 L Thalamus 4.8 4.04 -10, -30, 4 

44 27 61.4 R Precuneus 3.7 3.62 6, -52, 68 

44 33.6 76.4 L Postcentral Gyrus 6.4 4.11 -42, -32, 50 

44 
  

L IFG 
 

4.53 -36, 18, 32 

41 28 68.3 R Cerebelum (Crus 1) 1.6 4.27 42, -48, 30 

36 23.3 64.6 L Postcentral Gyrus 7.2 3.79 -44, -18, 42 

34 
  

L Caudate Nucleus 
 

3.23 -18, 24, -2 

31 
  

L MCC 
 

4.01 0, -42, 42 

31 
  

L Superior Medial Gyrus 
 

3.83 -6, 42, 32 

24 13.1 54.7 L Cerebelum (IX) 14.6 3.65 -4, -54, -38 

This Table represents a summary of the main results. Only main peaks are reported. Clusters with voxels in cyto < 20 were 

not reported. Clusters with N/A areas only where not reported. Full results are displayed in a .txt file entitled TABLE S1.Bi 

on OSF. 
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TABLE S1.Bii - Agents first - Regression [FreeShock-FreeNoShock] - number of shocks delivered, 

negative relationship,  FWE corrected at cluster size 

  

cluster size (N 

voxels) 
  #Voxels in 

cyto 
  % 

Cluster 
Hem  Cyto or Anatomical 

description 
% 

Area 
cluster peak t-

value 
MNI coordinates 

(X,Y,Z) 

128 
  

 L 
Superior Medial Gyrus  

6.08  -10, 46, 20  

121 
  

L 
Middle Temporal Gyrus  

5.64 -52, -20, -12 

 
  L Superior Temporal Gyrus  4.50   -52, -14, -6 

  
  

L 
Middle Temporal Gyrus  

4.37 -54, -16, -20 

  
  

L Middle Temporal Gyrus  
4.35 -54, -12, -18 

  
  

L 
Middle Temporal Gyrus  

4.01 -56, -10, -16 

Only clusters surviving a 5% FWE correction at the cluster size are reported (t=3.58, p < .001, cluster size 121). Brain 

regions are referred to as by the nomenclature of the Anatomy Toolbox (Eickhoff et al., 2005). Columns refer to the size 

in voxels of each cluster (voxels refer to the resampled 2x2x2mm voxels), the number of voxels of that cluster within a 

specific cytoarchitectonic region, the percentage of voxels in that region, hemisphere, cytoarchitectonic region (if available) 

or microanatomical region, percentage of cytoarchitectonic region falling within the cluster, peak t-value within a particular 

region and MNI coordinates of the peak, respectively. The file is downloadable as a .txt file entitled ‘Table S1.Bii’ on OSF. 

 

 

 
Figure S2. MRI results. Regression analysis of contrast [FreeShock-FreeNoShock] using the numbers of shocks that 

participants who were victims first delivered to the victim minus the number of shocks received as a victim themselves, 

negative relationship, uncorrected, t=2.98, p < .005. Peak coordinates of the cluster surviving FWE correction at the cluster 

size can be seen in Table S2. The reverse relationship was not significant (for a t=2.98 and p < .005).  
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TABLE S2.A - VICTIM FIRST - Regression  [FreeShocks-NoShock] - vindictiveness,  negative 

relationship,  uncorrected 

 

cluster 

size 
(N voxels) 

#Voxels in 

cyto 
% 

Cluster 
Hem Cyto or Anatomical 

description 
% 

Area 
cluster peak t-

value 
MNI coordinates 

(X,Y,Z) 

15028 
  

L Precuneus 
 

7.58 -6, -62, 48 

42 0.3 L Hippocampus 19.1 7.27 -36, -28, -12 

175.4 1.2 L Thalamus 55.1 6.52 -18, -26, 4 

564 16.6 2.9 R Caudate Nucleus 7.7 6.11 10, 20, -4 

503 
  

R Caudate Nucleus 
 

5.55 16, 8, 22 

431 265.6 61.6 R Cerebelum 8.2 4.43 34, -62, -36 

72.3 16.8 R Cerebelum VI 4 3.45 30, -42, -36 

367 35.11 9.6 R ParaHippocampal Gyrus 9.3 4.48 24, -30, -12 

332 31.9 9.6 L IFG 4.6 4.31 -48, 30, 24 

222 26 11.7 R Superior Temporal Gyrus 12.9 4.74 44, -32, 10 

170 
  

L Middle Frontal Gyrus 
 

4.03 -42, 50, 12 

141 10.3 7.3 R Fusiform Gyrus 2.1 6.02 38, -30, -20 

80 35.4 44.2 R Postcentral Gyrus 5.4 4.43 42, -26, 40 

74 24.9 33.6 R Middle Temporal Gyrus 2.5 4.49 52, -60, 20 

69 39.8 57.6 R Fusiform Gyrus 12.2 4.14 38, -62, -14 

65 
  

L Middle Temporal Gyrus 
 

4.17 -56, 4, 22 

62 16.1 26 L Superior Temporal Gyrus 4.3 4.10 -50, -22, 10 

58 
  

R Middle Frontal Gyrus 
 

3.90 36, 36, 24 

50 46.1 92.3 R Superior Temporal Gyrus 11.8 4.22 48, -24, 16 

45 15.4 34.2 L Postcentral Gyrus 1.6 4.14 -20, -28, 70 

40 21.4 53.4 L Postcentral Gyrus 3.8 4.03 -46, -32, 60 

39 21.1 54.2 R Postcentral Gyrus 3 5.57 64, -10, 28 

35 
  

L IFG 
 

4.27 -42, 50, -12 

34 15.5 45.6 L Heschls Gyrus 4.3 3.81 -62, -10, 10 
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14.6 43 L Superior Temporal Gyrus 3.9 3.98 -60, -20, 12 

25 
  

R Middle Temporal Gyrus 
 

3.61 62, -46, -8 

24 
  

R MCC 
 

4.26 12, -2, 42 

23 11.9 51.6 L SupraMarginal Gyrus 2.1 4.14 -62, -22, 38 

23 12.1 52.7 R Cerebelum (IX) 1.7 4.38 8, -44, -42 

21 
  

R Superior Frontal Gyrus 
 

4.05 28, 2, 68 

This Table represents a summary of the main results. Brain regions are referred to as by the nomenclature of the Anatomy 

Toolbox (Eickhoff et al., 2005). Only main peaks are reported. Clusters with voxels in cyto < 20 were not reported. Clusters 

with N/A areas only where not reported. Full results are displayed in a .txt file entitled TABLE S2.A on OSF.  

 

 

TABLE S2.B - VICTIM FIRST - Regression  [FreeShocks-NoShock] - vindictiveness,  negative 

relationship, FWE corrected at cluster size 

 

cluster size (N 

voxels) 
#Voxels in 

cyto 
% 

Cluster 
Hem Cyto or Anatomical 

description 
% 

Area 
cluster peak t-

value 
MNI coordinates 

(X,Y,Z) 

949 
113.8 40.6 L 

Lingual Gyrus 12 6.48 -6, -68, 4 

 

83.3 8.8 
L 

Cerebelum (VI) 4.4 
5.91 -4, -68, -12 

 
385.5 40.6 L Lingual Gyrus 19.1 5.38 0, -74, 2 

 
385.5 40.6 L Lingual Gyrus 19.1 5.36 -16, -78, 2 

 
14.6 1.5 

 
Cerebellar Vermis (4 / 5) 1.8 5.10 0, -58, 0 

 
385.5 40.6 L Lingual Gyrus 19.1 5.07 -12, -58, -2 

 

385.5 40.6 
L 

Lingual Gyrus 19.1 
5.06 -10, -58, -2 

 
42 4.4 

 
Cerebellar Vermis (4 / 5) 2 4.92 4, -60, 2 

 
  L Calcarine Gyrus  4.83 -16, -62, ,8 

 

385.5 40.6 
L 

Calcarine Gyrus 19.1 
4.29 -16, -78, 12 

 

113.8 40.6 
L 

Calcarine Gyrus 12 
4.28 -22, -68, 8 

698 
  

L 
Precuneus  

7.58 -6, -62, 48  

 

  

 

Precuneus  

7.53 -10, -58, 50   
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L 

Precuneus  
6.91  -4, -58, 48 

 

  

 

N/A  
6.87  -16, -54, 46 

  
  

L 
Precuneus  

6.36 -4, -58, 54 

  
61.6 8.8 

L 
Precuneus 17.7 

 6.04 -6, -72, 56 

  
61.6 8.8 L 

Precuneus 17.7 5.84   -10, -74, 56 

  99.9 14.3 L Superior Parietal Lobule 8 5.68 -14, -74, 54 

  61.6 8.8 L Superior Occipital Gyrus 17.7 5.11 -6, -80, 42 

  1.3 0.2 L Precuneus 0.2  4.37 -4, -50, 68 

  
  

L 
Superior Parietal Lobule  

 4.14 -14, -70, 48  

502  21.9 4.4 L Hippocampus 10 7.27 -36, -28, -12 

  74.1 14.8 L Thalamus 23.3 6.52  -18, -26, 4 

  74.1 14.8 L Thalamus 23.3 6.11 -22, -28, 6 

    
 

N/A  5.82  -24, -30, 8  

    L ParaHippocampal Gyrus  5.52 -28, -36, -12  

  6.3 1.2 L Hippocampus 15.5 5.35 -30, -20, -14 

 
  L N/A  5.29 -32, -32, 10 

 
  L Hippocampus  5.27 -36, -18, -14 

 
  L Fusiform Gyrus  5.23 -38, -16, -20 

 
29.9 6 L ParaHippocampal Gyrus 18.2 5.10 -26, -38, -6 

 

16.4 3.3 
L 

Fusiform Gyrus 2 
5.01 -42, -44, -20 

Only clusters surviving a 5% FWE correction at the cluster size are reported (t=3.79, p < .001, cluster size 165). Brain 

regions are referred to as by the nomenclature of the Anatomy Toolbox (Eickhoff et al., 2005). The file is downloadable 

as a .txt file entitled ‘Table S2.B’ on OSF. 
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Figure S3. MRI results [FreeDecisionPhase - CoercedDecisionPhase] contrast. Peak coordinates can be seen in Table 

S3.  Results are corrected using 5% FWE at cluster level (280 voxels), t=3.37, p < .001 at voxel level). Peak coordinates of 

the cluster surviving FWE correction at the cluster size can be seen in Table S3. The reverse relationship was not significant 

(for a t=3.37, p < .001).  

 

 

TABLE S3 - [FreeDecisionPhase - CoercedDecisionPhase] contrast 

cluster size (N 

voxels) 
#Voxels in 

cyto 
% 

Cluster 
Hem Cyto or Anatomical 

description 
% 

Area 
cluster peak t-

value 
MNI coordinates 

(X,Y,Z) 

280 
40.3 14.4 

L   Area Fp2 - Superior 

Medial Gyrus 5.6 
4.61 -6, 58, 14 

 

15 5.4 
L   Area s32 - Mid Orbital 

Gyrus 7.2 
3.97 -10, 40, -8 

 
  L Area s32 - ACC  3.93 -14, 46, 0 

 

  
L 

Area s32 - ACC  
3.92 -6, 42, 0 

 

3.6 1.3 
L   Area Fp1 - Superior 

Frontal Gyrus  0.2 
4.57 -20, 54, 0 

 

  

L   Area Fp1 - Mid Orbital 

Gyrus  

4.04 -12, 42, -6 

 

1.1 0.4 
L   Area s24 - Mid Orbital 

Gyrus 0.7 
3.45 -4, 34, -12 

Only clusters surviving a 5% FWE correction at the cluster size are reported (t=3.37, p < .001, cluster size 280). Brain 

regions are referred to as by the nomenclature of the Anatomy Toolbox (Eickhoff et al., 2005). 
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Caspar, E. A.* & Ioumpa, K.*, Arnaldo, I., Di Angelis, L., Gazzola, 
V., & Keysers, C. (2022). Commanding or being a simple 
intermediary: how does it affect moral behavior and related 
brain mechanisms?. eneuro, 9(5). 

 

* equal contribution 
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Commanding or being a simple intermediary:  
How does it affect moral behavior and 

related brain mechanisms? 
 

Psychology and neuroscience research have shown that fractioning operations 
among several individuals along a hierarchical chain allows diffusing responsibility 
between components of the chain, which has the potential to disinhibit antisocial 
actions. Here, we present two studies, one using fMRI (Study 1) and one using EEG 
(Study 2), designed to help understand how commanding or being in an intermediary 
position impacts the sense of agency and empathy for pain. In the age of military 
drones, we also explored whether commanding a human or robot agent influences 
these measures. This was done within a single behavioral paradigm in which 
participants could freely decide whether or not to send painful shocks to another 
participant in exchange for money. In Study 1, fMRI reveals that activation in social 
cognition-related and empathy-related brain regions was equally low when 
witnessing a victim receive a painful shock while participants were either 
commander or simple intermediary transmitting an order, compared with being the 
agent directly delivering the shock. In Study 2, results indicated that the sense of 
agency did not differ between commanders and intermediary, no matter whether 
the executing agent was a robot or a human. However, we observed that the neural 
response over P3 event-related potential was higher when the executing agent was 
a robot compared with a human. Source reconstruction of the EEG signal revealed 
that this effect was mediated by areas including the insula and ACC. Results are 
discussed regarding the interplay between the sense of agency and empathy for pain 
for decision-making. 



Introduction 

Numerous historical examples have shown the power of fractioning operations across different 

individuals to facilitate atrocious acts of mass annihilation (Swaan, 2015). A common example of 

fractioning operations are hierarchical situations: A superior communicates a plan and a subordinate 

executes it. The superior then bears responsibility for the decision but is distanced from the outcomes, 

while the subordinate experiences authorship over the action but may experience reduced 

responsibility for its outcomes (Bandura, 2006). In many organizations, orders are embedded in an 

even longer chain of commands in which a given commander often merely relays on the orders 

received from a superior. Commanders can thus also be intermediaries; an aspect which diffuses the 

psychological responsibility for the decisions to inflict harm. Experimental research has shown that 

such intermediary positions increase obedience to orders to hurt someone in comparison with being 

the author of that action or being the person giving the orders (Kilham & Mann, 1974; Milgram, 1974). 

However, the neural mechanisms by which being in the intermediary position or being in the 

commanding position disinhibit harming others remains largely unknown and represent the main focus 

of the present paper.  In addition, modern warfare increasingly replaces the human soldiers that were 

at the bottom of the hierarchical chain and ultimately caused the harm to the enemy with artificial 

agents (e.g. drones, missiles, robots) (Di Nucci, & Santoni de Sio, 2016). How this affects the 

experience of commanders remains poorly understood.   

Despite the lack of experimental research on the neuro-cognitive processes associated with moral 

behavior for intermediaries and commanders, previous scientific literature on the position of 

subordinate (i.e. the agent) has brought some evidence that at least two processes could be involved in 

how hierarchy influences the willingness to harm: sense of agency and empathy for pain.  

The sense of agency (SoA) refers to the feeling that we are the authors of, and thus potentially 

responsible for, our actions and their consequences in the external world (S. Gallagher, 2000). It is 

often measured implicitly through the intentional binding effect (Moore & Haggard, 2010): 

participants have to estimate the duration of the time interval between an action (e.g. pressing a button) 

and its consequences (e.g. hearing the beep it produces), with cases in which participants experience a 

stronger sense of agency leading to shorter time estimates (Moore & Haggard, 2010). The relationship 

between time perception and sense of agency is thought to be mediated by striatal dopaminergic 

activity, which is crucial for time perception (e.g. Meck, 2006) and is also driving information from 

basal ganglia to frontal motor areas (e.g. Nachev, Kennard, & Husain, 2008), key brain regions in 

generating the sense of agency. The feeling of responsibility is a related, but more explicit and social 

concept (Balconi, 2010), commonly evaluated with explicit questions asked to the participants (e.g. Li 

et al., 2011). Previous studies have shown that being in a position of the subordinate (or ‘agent’) 

executing an action commanded by an experimenter or induced by a computer reduces the sense of 

agency and the feeling of being responsible for an action (Caspar et al., 2016, 2018; Caspar, Ioumpa, 

et al., 2020; Barlas & Obhi, 2013). Other studies have also shown that asking participants to remember 

situations in which they had a low social power reduced their sense of agency compared to when they 

had a high social power (Obhi et al., 2012). Such results thus suggest that the sense of agency is reduced 

when people have a reduced power in social situations.  
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Empathy for pain is a fundamental process that allows us to understand and imagine what others feel 

by processing their pain within our own pain system. An extensive literature has indeed shown that 

seeing another individual in pain triggers an empathic response in the brain of the observer (Keysers 

& Gazzola, 2014; Decety, 2011; Lamm et al., 2019; Bernhardt & Singer, 2012). The intensity of 

empathic experience has typically been measured through subjective reports, but neuroscientists have 

increasingly supplemented these reports with measurements of the degree of activation in regions 

involved in pain experience while participants witness the pain of others. In particular, fMRI studies 

have revealed that two nodes of the putative ‘pain matrix’ (Iannetti and Mouraux, 2010), i.e. the brain 

regions recruited while participants experience pain on their own body, are also recruited while 

witnessing the pain of others: the the anterior cingulate cortex (ACC) and the anterior Insula (AI)  see 

Jauniaux et al., 2019; Lamm et al., 2011; Timmers et al., 2018 for recent meta-analysis). The exact 

contribution of the AI and ACC to witnessing the pain of others remains unclear, but rodent studies 

have shown the existence of neurons homologue of the ACC that encode both the intensity of the pain 

of others, and pain in the self (Carrillo et al., 2019), and deactivating the ACC leads to a reduction in 

distress in animals witnessing the distress of others (Han et al., 2020). In particular, when rodents had 

to choose between two actions leading to rewards, with one also leading to pain to another animal, 

deactivating the ACC reduced the sensitivity to the pain caused to others (Hernandez-Lallement et al., 

2020). With regard to the anterior insula, animal studies demonstrating the causal contribution of the 

region to the pain of others remain rare, but there is evidence that witnessing the pain of others 

increases brain activity in the insula (Sakaguchi et al., 2018,), and deactivating the insula reduces the 

hyperalgesia observed when rodents cohabit with animals in pain (Zaniboni et al., 2018). Intracortical 

EEG recordings have also revealed that neural activity in the insula correlates with subjective reports 

of pain intensity while participants witness other individuals’ facial expressions of pain or their hands 

receiving noxious stimulation (Soyman, Bruls, Ioumpa et al., 2021). Apart from literature relating 

specific regions with vicarious pain, in recent years there have been studies (Zhou et al., 2020; 

Krishnan et al., 2016) identifying whole-brain vicarious pain-predictive patterns. Using multivariate 

pattern analysis to fMRI data acquired during observation of painful stimulations on others, weighted 

brain maps that respond to pain observation with a sensitive and specific way have been contracted. In 

EEG studies, early (EAC, N200 - reflecting bottom-up emotional sharing response) and late potentials 

(LPP - representing a subsequent top-down evaluative response; Chen et al., 2014) are sensitive to the 

witnessing of a painful stimulus being delivered to another individual. Similarly to the sense of agency, 

being in a position of subordinate executing an action commanded by an experimenter reduces the 

empathic response to the pain of others (Caspar, Ioumpa et al., 2020; Lepron et al., 2015). Another 

study has shown that being reminded about a situation in which individuals had high social power 

increased their empathic neural response to painful pictures compared to being reminded about a low 

social power condition (Galang et al., 2021). These studies do suggest that being in a position with low 

decisional power impacts also empathy for pain. Finally, Cui et al., (2015) showed that if the 

participant’s action is not the only cause for a victim’s pain, neural signatures of empathy are reduced 

when witnessing the pain of the victim compared to cases in which the participant’s actions is the only 

cause for that pain. 

However, these studies never compared directly the positions of commanding or being a simple 

intermediary in a single paradigm, thus preventing direct comparisons between those two social 
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positions (Caspar et al., 2016, 2018; Caspar, Ioumpa, et al., 2020; Lepron et al., 2015). Further, in 

some of those studies, participant’s actions or decisions were not measured and participants were 

simple observers (Galang et al., 2021; Obhi et al., 2012). The present study aimed to fill this gap by 

comparing how commanding or being in an intermediary position impacts the sense of agency and 

empathy for pain within a single behavioral paradigm in which participants could decide or had to 

follow the orders to send or not painful shocks to another participant in exchange for money.  

Participants were recruited in pairs and respectively played the role of the person giving orders or the 

role of the ‘victim’. When they were in the role of the person giving orders, participants had to give an 

order to an agent to send or not to send a real, mildly painful electric shock to the ‘victim’ in exchange 

for a small monetary gain, which increased their own remuneration for their participation in the study. 

In that position, participants were either free to decide which order to send to the agent (i.e., they were 

‘commanders’) or were given an order by the experimenter that they had to transmit to the agent (i.e., 

they were ‘intermediaries’). When participants were in the commander position, we also modulated 

the entity executing their orders: they were either giving orders to another human or to a non-humanoid 

robot. Past studies showed that sense of agency (SoA) is reduced when participants believe that they 

are, or actually are, performing a task with another human (Beyer et al., 2017; Beyer et al., 2018; 

Caspar et al., 2018). It has been argued that SoA is reduced in the presence of another intentional agent 

because it elicits a representation of their potential actions, a phenomenon called ‘vicarious agency’ 

(Berberian et al., 2012) while this is not the case for non-agentic or non-intentional agents (Ciardo, 

Beyer et al., 2020). Past literature showed that robots can be perceived as agentic entities (Wang & 

Quadfied, 2015). However, this perception is reduced when the robot is a computer or a non-humanoid 

robot (Sahai et al., 2022). In the present study, as non-humanoid robots are considered entities with a 

low or no intentionality at all, we wanted to understand if giving orders to a robot in the intermediary 

position would boost the sense of agency compared to giving orders to another human being, on which 

they can diffuse their own responsibility (Bandura et al., 1999).  

In a first Study (Study 1), we used fMRI to investigate how the processing of the pain felt by the 

‘victim’ for each shock received is modulated by the different experimental conditions by quantifying 

BOLD signals in regions associated with empathy while the participant witnessed the shock being 

delivered vs. not being delivered. In a second Study (Study 2), we used electroencephalography to 

further explore how the different experimental conditions modulated the pain processing as measured 

by the amplitude of the N2, P3 and late positive potentials (Coll, 2018), and the sense of agency, as 

measured by intentional binding effects on time interval estimation. The sense of agency was not 

measured using time interval estimation in Study 1 because, to separate brain activity related to motor 

response from those related to processing the pain of the victim in fMRI, long action-outcome intervals 

(i.e. between 2.5 and 6 s) have to be used (e.g., Caspar, Ioumpa, et al., 2020; Cui et al., 2015), which 

are too long for the measurement of the sense of agency with the method of interval estimates. Previous 

studies indeed showed that if the consequence of an action occurs more than 4s after the action, 

modulations of the sense of agency no longer lead to measurable changes in time perception (Buehner 

& Humphreys, 2009). We therefore used electroencephalography in Study 2, which has a better 

temporal resolution than fMRI, to investigate the two targeted neuro-cognitive processes in a single 

paradigm.  
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Based on past literature (Galang et al., 2021; Obhi et al., 2012), we expected that being in a low social 

power position (i.e., intermediaries) would reduce empathy for pain and the sense of agency compared 

to a position of higher power (i.e., commanders). This may be even more the case when orders are 

transmitted to another human compared to a condition in which orders are transmitted to a robot, as 

responsibility can be diffused between two humans but less in the case of a human-robot interaction 

(Ciardo et al., 2020). In a former study, results indicated that in hierarchical situations, the sense of 

agency was reduced for both the commander and the agent executing orders (Caspar et al., 2018). In 

the present study, we did not use an experimental condition in which people would also be in the 

position of the ‘agent’, as it would have considerably increased the testing time. However, we 

compared the results from Study 1 with those from a recent fMRI study using a matching design to 

empathy for pain for participants playing the role of the subordinate (i.e., referred to as ‘agents’ in 

Caspar, Ioumpa, et al., 2020). This comparison allowed us to understand how empathy for the pain of 

the ‘victim’ is modulated through three different hierarchical positions: commander, intermediary and 

agent. We also further conducted exploratory analyses in order to investigate how self-reported 

personality traits influenced prosocial behaviors.  

 

 

Methods Study 1 (MRI) 

 

Participants 

 

Forty participants were recruited in 20 dyads, based on the number of participants recruited in Caspar, 

Ioumpa et al. (2020). None of the participants reported to know each other. The full dataset of two 

participants was excluded from all the analyses because of disobeying by contradiction (performing 

the reverse action from what they were ordered). fMRI data from one participant was removed from 

the fMRI analyses due to extensive movements, one because of scanner failure, twelve because they 

delivered less than 5 shocks in each condition, causing a too little number of repetitions to measure 

reliable signals and one because systematically disobeyed orders by administering shocks even when 

requested not to do so which resulted to no no-shock trials. These resulted in 23 participants for the 

fMRI (6 males; 24.26y±3.17) and 38 for the behavioral analyses (13 males; 25.05 y±3.6SD). The study 

was approved by the local ethics committee of the University of Amsterdam (project number: 2017-

EXT-8298). Data is made available on OSF (https://osf.io/scw9z/). 

  

Procedure and material 

 

Upon arrival in the laboratory, both participants received instructions about the experiment and 

provided informed consent together, ensuring that they were each aware of the other’s consent. Then, 

their individual pain threshold for the electrical stimulation was determined, as described in Caspar et 

al. (2016). Two electrodes were placed on the participants’ left hand on the abductor pollicis muscle 

in order to produce a clear and visible muscle twitch and the threshold was increased by steps of 1mA 

until a mildly painful stimulation was achieved. The pain threshold was determined by asking a series 

of questions to the participants about their pain perception during the calibration (1. « Is it 

uncomfortable? » - 2. « Is it painful? » - 3. « Could we increase the threshold? »). Participants were 
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assigned to start either as ‘participant’ or ‘victim’ by randomly picking up a card in a box, but were 

offered the possibility to change if they wanted to. The participant who was in the role of the 

‘commander’ was brought in the MRI scanner to perform the task, while the participant assigned to 

the role of the ‘victim’ was seated at a table in the nearby control room. ‘Victims’ were asked to place 

their left hand on a black sheet positioned in the field of view of the camera and asked not to move 

their hand during the entire scanning session. The ‘victim’ was invited to watch a neutral documentary 

to make the time pass. 

 

In order to be able to compare the MRI data acquired in this experiment with the MRI data from a 

previous study (Caspar, Ioumpa et al., 2020) in which participants played the role of the agents (i.e., 

agents), we preserved the exact same trial structure. Each trial started with a jittered fixation cross 

lasting 8-12 seconds, see Figure. 1. Then, participants heard a verbal instruction from the experimenter 

in all three experimental conditions (i.e., CommanderOfHumanAgent, CommanderOfRobotAgent, 

IntermediaryWithHumanAgent). In the IntermediaryWithHumanAgent condition, the experimenter 

told participants to either ‘give a shock’ or ‘don’t give a shock’. To have a similar causation and 

auditory information in all the experimental conditions, participants also received a verbal instruction 

in the two Commander conditions. This verbal instruction was ‘you can decide’. Participants were told 

that the experimenter would give those instructions from outside the scanner room through the 

interphone during the two Commander conditions and from inside the scanner room during the 

IntermediaryWithHumanAgent condition. In reality, these sentences were pre-recorded in order to 

keep control on the precise timing of each event during the scanning session. To increase the 

authenticity of the procedure, each sentence was recorded 6 times with small variations in the voice to 

generate credible variance, and these recordings were presented in random order. In addition, the audio 

recordings included a background sound similar to interphone communications. Participants were also 

told that during the IntermediaryWithHumanAgent condition, the experimenter would wear a 

microphone to increase the intensity of her voice to overcome the noise of the MRI scanner. The 

experimenter explicitly exhibited herself at the beginning of the IntermediaryWithHumanAgent 

condition by speaking with the participant laying down inside the scanner, but then moved in the corner 

of the room to avoid visual interference due to her presence. 
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Figure. 1. (A) Visual display of the structure of a single trial. Participants inside the MRI scanner had two real-time 

video feedbacks, one from the victim’s left hand with the electrodes connected to the shock machine and one with the agent 

(human or robot) and its button box. When the participants pressed either the “shock” or the “no shock” button, the 

corresponding buttons on the agent’s button box appeared in red or green. The agent then pressed on the colored button. 

An arrow pointing to the top then appeared on the screen to remind participants to look at the victim’s hand at that moment. 

If the “shock” button was pressed, participants could see a visible muscular twitch on the victim’s hand.  (B) Schematic 

representation of each experimental condition. Each participant underwent 2 runs of 30 trials in the scanner. In the two 

IntermediaryWithHumanAgent runs, in half the trials they heard the experimenter tell them to ‘give a shock’, and then 

pressed a red button relaying this order to the human agent that they could then see press the corresponding red button and 

the victim’s hand then twiched. In the other half of the trials, the experimenter told them to ‘don’t give a shock’, and then 

had to relay that order by pressing the green ‘no shock’ button, leading the agent to press the green button as well. They 

could then see the victim not receiving a shock. In the four Commander runs, they heard the experimenter tell them ‘you 

can decide’, and the participant in the scanner was then in a position of Commander, freely deciding whether to shock or 

not shock on each trial. In two of these runs, the agent was again a human (CommaderOfHumanAgent). In the other two 

runs, the human agent was replaced by a mechanical device that pressed the ordered button (CommanderOfRobotAgent)   

  

After receiving the verbal order, a picture of two rectangles, a red one labeled ‘SHOCK’ and a green 

one labeled ‘NO SHOCK’, was displayed on the left and right bottom of the screen. The key-outcome 

mapping varied randomly across trials  to concentrate motor preparatory activity in the interval 

between choice screen onset and key-press, but the outcome was always fully congruent with the 

participants decision, i.e. the agent never disobeyed the order given by the participant. Participants 

could then press one of the two buttons in order to ask the agent to execute their order. On the right 
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top of the screen, participants could see the agent pressing a button corresponding to the order they 

had given. The agent had a button box with two transparent buttons. After commanders gave their 

order, the corresponding button popped in the corresponding color (red for SHOCK and green for NO 

SHOCK) so that the agent knew which button to press. This procedure ensured that participants could 

track the agent’s action. It also ensured that the agent was pressing the correct button corresponding to 

the requested order. Pressing the SHOCK button delivered a shock to the victim while pressing the 

NO SHOCK button did not deliver any shocks. The shock was delivered between 2.5 and 6 seconds 

after the keypress (Cui et al., 2015; Caspar, Ioumpa et al. 2020). For the participants to also track the 

consequence of their orders, another real-time camera feed displayed on the left top of the screen 

showed the victim’s hand, with electric shocks eliciting a visible muscle twitch. Seven hundred and 

fifty ms before the display of the shock, an arrow pointing to the top was displayed to remind 

participants to look at the video. This arrow also appeared when the NO SHOCK button had been 

pressed to keep a similar structure in all trials. That arrow disappeared 750 ms after. To further 

encourage participants to pay attention to the victim’s hand, on 6 trials in each MRI run a pain rating 

scale appeared, ranging from ‘not painful at all’ (‘0’) to ‘very painful’ (‘1,000’). Participants were 

asked to rate the intensity of the shock (or no sock) seen on the last trial by moving the red marker bar 

along the scale using four buttons. The keys below the middle fingers allowed to modify the number 

associated with the position of the marker by steps of +- 100. The keys below the index fingers allowed 

to modify the answer by steps of +- 1. After a fixed duration of 6 seconds, their answer was saved and 

the next trial started. If no shocks were delivered on that trial, participants were asked to report that 

the shock was ‘not painful at all’.In the IntermediaryWithHumanAgent, participants were asked to 

obey the experimenter’s orders and to transmit those orders to the agent. In the Commander conditions, 

participants were entirely free to decide which order to send to the agent. In the 

CommanderOfHumanAgent condition, the agent was a human, confederate of the experimenter. 

Participants were told that the human agent was part of the experimenter’s team. In the 

CommanderOfRobotAgent condition, the agent was a robot. The experimenter confirmed that agents 

would always obey the commander’s order in all the experimental conditions. 

 

The task was split into 6 MRI runs of 30 trials each, 2 runs for the CommanderOfHumanAgent 

condition, 2 runs for the CommanderOfRobotAgent condition and 2 runs for the 

IntermediaryWithHumanAgent condition (presented in 6 separate fMRI acquisition runs). Order of the 

experimental conditions was counterbalanced across participants. Anatomical images were recorded 

between the fourth and fifth run of fMRI acquisition. At the end of each task run, participants rated 

their explicit sense of responsibility over the outcomes of their actions on an analogue scale presented 

on the screen, ranging from ‘not responsible at all’ to ‘fully responsible’. Each delivered shock was 

rewarded with +€0.05 in all the experimental conditions, and in IntermediaryWithHumanAgent run, 

participants were instructed to transmit an order to shock on 50% of trials. 

 

At the end of the experimental session, participants were asked to fill out 8 questionnaires assessing 

several personality traits. Those questionnaires included (1) the Interpersonal Reactivity Index (IRI, 

Davis & Association, 1980), (2) the Short Dark Triad (DT, Jones, & Paulhus, 2014), (3) the Levenson 

Self-Report Psychopathy Scale (LSRP, Levenson et al., 1995), (4) the Moral Foundation Questionnaire 

(MFQ, Graham et al., 2011), (5) the Aggression-Submission-Conventionalism scale (ASC, Dunwoody 

& Funke, 2016), (6) the Right-Wing Authoritarianism scale (RWA, Altemeyer, 1981), (7) Hypomania 
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Checklist (HCL, Angst et al., 2005), and (8) a debriefing assessing what they felt during the 

experiment. Participants were paid separately, based on their own gain during the experiment. 

  

General data analyses 

 

Data were analyzed with both frequentist and Bayesian statistics (Dienes, 2011), except for voxel-wise 

brain analyses that were only analyzed using frequentist approaches. Bayesian statistics assess the 

likelihood of the data under both the null and the alternative hypothesis. In most cases, we report BF10, 

which corresponds to the p(data|H1)/p(data|H0). Generally, a BF between 1/3 and 3 indicates that the 

data is similarly likely under the H1 and H0, and that the data thus does not adjudicate which is more 

likely. A BF10 below 1/3 or above 3 is interpreted as supporting H0 and H1, respectively. For instance, 

BF10=20 would mean that the data are 20 times more likely under H1 than H0  providing very strong 

support for H1, while BF10=.05 would mean that the data are 20 times more likely under H0 than H1 

providing very strong support for H0 (Marsman & Wagenmakers, 2017). BF and p values were 

calculated using JASP (Love et al., 2019, p. 2019) and the default priors implemented in JASP 

(Keysers et al., 2020). Default priors used in JASP depend on the statistical tests performed (for 

ANOVA, see Rouder et al., 2012; for t-tests, see Ly et al., 2016; for correlations, see Wagenmakers et 

al., 2016). In cases where a one-tailed hypothesis was tested, the directionality of the hypothesized 

effect is indicated as a subscript to the BF (e.g. BF+0 for a positive effect, BF-0 for a negative effect). 

  

Functional Magnetic Resonance Imaging (fMRI) 

 

MRI images were recorded using a 3-Tesla Philips Ingenia CX system and a 32-channel head coil. T1-

weighted structural images were recorded with the following specifications: matrix = 240x222; 170 

slices; voxel size = 1x1x1mm. Six runs of functional images were recorded (matrix M x P: 80 x 78; 

32 transversal slices in ascending order; TR = 1.7 seconds; TE = 27.6ms; flip angle: 72.90°; voxel size 

= 3x3x3mm, including a .349mm slice gap). Images were acquired in ascending order. 

  

General fMRI Data processing and first level contrasts 

 

MRI data processing was carried out in SPM12 (Ashburner et al., 2014). EPI images were slice-time 

corrected to the middle slice and realigned to the mean EPI image. High quality T1 images were 

coregistered to the mean EPI image and segmented. The normalization parameters computed during 

the segmentation were used to normalize the gray matter segment (1mmx1mmx1mm) and the EPIs 

(2mmx2mmx2mm) to the MNI templates. Afterwards, images were smoothed with a 6mm kernel. 

 

At the first level, we defined separate regressors for Shock and NoShock trials, with the three different 

conditions modeled in separate runs in order to identify the activations associated with witnessing pain. 

Each of these regressors started 750 ms before the moment of the shock, which lasted 250 ms, up to 

500 ms after the moment of the shock. This moment corresponded to when the arrow pointing to the 

video feedback appeared, to remind participants to watch the screen displaying the victim’s hand. The 

same 1.500ms-time window was taken for Shock and NoShock trials. Additional regressors included: 

(1) The auditory orders from the experimenter (starting between 8-12s after the start of the trial) 

together with the button presses (participants could press the key whenever they wanted right after the 
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auditory orders) and the presses of the (human or robot) agent,  (2) the pain rating scale (appearing on 

6/30 trials randomly 1s after the arrow pointing towards the video feedback disappeared) together with 

the responsibility rating scale (appearing at the end of each MRI run, 1s after the arrow pointing 

towards the video feedback disappeared or again 1s after the pain scale). Trials where participants 

disobeyed were modeled in additional regressors of no interest separately for ‘prosocial’ disobedience 

(i.e., they refused to administer a shock while having been ordered to send a shock) and ‘antisocial’ 

disobedience (i.e., they administered a shock while having been ordered not to send a shock). Finally, 

6 additional regressors of no interest were included to model head translations and rotations.   

  

At the first level, we defined three main contrasts of interest: [CommanderOfHumanAgent(S-NS)-

IntermediaryWithHumanAgent(S-NS)],[CommanderOfRobotAgent(S-NS)-

IntermediaryWithHumanAgent(S-NS)],[CommanderOfRobotAgent(S-NS)-

CommanderOfHumanAgent(S-NS)], on which we then computed a random effect one-sample t-test at 

the group level of analyses. 

 

Vicarious Pain Signatures analyses 

 

Associating changes in brain activity in a single location with specific mental processes entails issues 

of reverse inference (Poldrack, 2006). For this reason in addition to our standard GLM approach we 

used the multivariate physical vicarious pain signature developed by Zhou et al., (2020) that scales 

selectively with perceiving observed pain while witnessing body parts in pain.  This signature map 

was developed by training a multivariate pattern classifier on images of body parts in pain and was 

used to quantify empathic responses while seeing the sight of hand receiving shocks in our study. Since 

our contrasts of interest were CommanderOfHumanAgent, CommanderOfRobotAgent and 

IntermediaryWithHumanAgent, we brought the signature into our fMRI analysis space using 

ImageCalc and then dot-multiplied the parameter estimate volumes for each participant and for each 

of these contrasts with the weight map of the signature. The result was a value per participant per 

contrast that indicated the loading of the contrast on the signature. We then brought these loadings into 

JASP, compared them against zero, compared the conditions of the current study with each other and 

with the AgentFree and AgentCoerced conditions from the study of Caspar, Ioumpa et al., 2020.  

 

 

Results Study 1 

 

Behavioral Results 

 

Number of shocks delivered 

In the Commander conditions, participants could freely decide which order to send to the agent. In the 

CommanderOfHumanAgent condition, participants asked the human agent to administer 24.34/60 

(SD=15.43, min: 0 – max: 59) shocks to the ‘victim’. In the CommanderOfRobotAgent condition, 

participants asked the robot agent to administer 24.13/60 (SD=15.13, min: 0 – max: 60) shocks to the 

‘victim’. In the IntermediaryWithHumanAgent condition, the experimenter ordered to deliver shocks 

on 30 of the 60 trials. Of these, the participants relayed the shock order to the human agent on average 
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24.63/30 trials (SD=9.003, min: 0 – max: 30), whilst in the remaining trials, they disobeyed and 

ordered the agentagent not to deliver a shock. More specifically, out of the 40 participants, twelve 

reported that they voluntarily disobeyed the orders of the experimenter on some trials. Among those 

12 participants, 10 disobeyed ‘prosocially’ by refusing to send a shock during ‘shock trials’ and by 

telling the agent not to deliver a shock to the ‘victim’ even if the experimenter asked them to do so 

(i.e. prosocial disobedience), and 2 disobeyed ‘by contradiction’, that is, they disobeyed as often on 

‘don’t shock’ trials and on ‘shock trials’. We conducted a repeated-measures ANOVA with Condition 

(CommanderOfHumanAgent, CommanderOfRobotAgent, IntermediaryWithHumanAgent) as within 

subject factor and Role-Order (Commander first, Victim first) as between-subject factor on the number 

of shocks sent in each experimental condition. Results indicated that none of the main effects or their 

interactions were significant (all p>.3), see Figure. 2A. The Bayesian version of the same analysis 

indicated that the main effect of Condition and the interaction Condition x Order of the Role were 

strongly in favor of H0 (BFincl=.062 and BFincl=.033, respectively). The main effect of Order of the 

Role was slightly in favor of H0 (BFincl=.387). 

 

Regarding the distribution of the data points, we also performed Levene’s tests in order to test the 

equality of variance between each experimental condition. Results indicated that variability was 

reduced in the IntermediaryWithHumanAgent condition compared to the CommanderOfRobotAgent 

condition (F(1,70)=13.897, p<.001) and compared to the CommanderOfHumanAgent condition 

(F(1,70)=17.507, p<.001). The CommanderOfRobotAgent and the CommanderOfHumanAgent 

condition did not differ (p > .7).  

  

 
Figure. 2. A) Graphical representation of the number of shocks delivered in the three experimental conditions. B) Graphical 

representation of responsibility ratings in the three experimental conditions. All tests were two-tailed. *** represents p 

<=.001 and a BF10 > 3.  

   

Responsibility ratings 

At the end of each experimental condition, participants had to report how responsible they felt for the 

outcome of their orders. We conducted a repeated-measures ANOVA with Condition 

(CommanderOfHumanAgent, CommanderOfRobotAgent, IntermediaryWithHumanAgent) as within 

subject factor and Role-Order (Commander first, Victim first) as between-subject factor on the 
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responsibility ratings. Both the frequentist and the Bayesian results supported a main effect of 

Condition (F(2,74)=25.038, p < .001, η2
partial

 = .404, BFincl=4.597E+6), see Figure. 2B. Paired-

comparisons indicated that responsibility ratings were higher in the CommanderOfRobotAgent 

condition (82%, CI95=74.5-89.5) than in the IntermediaryWithHumanAgent condition (56.2%, 

CI95=46.8-65.6, t(38)=-5.455, p < .001, Cohen’s d=-.873, BF10=5822.75) and in the 

CommanderOfHumanAgent condition (81%, CI95=74.4-87.4) than in the 

IntermediaryWithHumanAgent condition (56.2%, CI95=46.8-65.6); t(39)=-5.050, p < .001, Cohen’s 

d=-.799, BF10=1889.49). The difference in responsibility ratings between the 

CommanderOfHumanAgent and the CommanderOfRobotAgent conditions was inconclusive (p>.1, 

BF10=.466). The main effect of Order of the Role (p=.063, BFincl=.968) and the interaction Condition 

x Order of the Role (p>.5, BFincl=.439) were inconclusive. 

  

Pain Scale 

We did not analyze the pain ratings as only 9 participants had a full data set in all the experimental 

conditions. As the pain scale appeared randomly, for several participants it never appeared after a 

shock or a no shock trial in at least one experimental condition, thus precluding to conduct repeated-

measures ANOVA. 

 

 

fMRI Results 

 

fMRI whole brain analyses 

We first ensured that we could detect the vicarious pain activation network in our study, including 

especially the anterior insula (AI) and the anterior cingulate cortex (ACC). We thus computed a main 

Shock-NoShock contrast, irrespective of the experimental condition. We observed typical pain 

observation network activation, including the ACC, MCC, SII and Insula (see  Figure. 3 and Table S1 

in Supplementary Information S1) suggesting that witnessing the shock delivered on the victim’s hand 

indeed triggered an empathic neural response.  
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Figure. 3 . MRI results.  Shocks - Noshock contrast for all experimental conditions together. Peak coordinates can be seen 

in Table S1. Results are shown thresholded using pFWE<0.05 at cluster level (cFWE=160 voxels) following a cluster cutting 

threshold at  t=3.5, p < .001. 

  

Results showed that at the whole brain level, none of our contrasts of interest 

[CommanderOfHumanAgent(S-NS)-IntermediaryWithHumanAgent(S-

NS)],[CommanderOfRobotAgent(S-NS)-IntermediaryWithHumanAgent(S-

NS)],[CommanderOfRobotAgent(S-NS)-CommanderOfHumanAgent(S-NS)] showed significant 

results in a random effect one-sample t-test.  

 

Comparison between being commander and agent 

One of the aims of this study was to compare the empathic neural response when participants are in 

the role of a commander (MRI data acquired in the present experiment) and when they are in the role 

of an agent executing an order of a commander (MRI data from a previous study by Caspar, Ioumpa 

et al., 2020). At the second level, we thus conducted five two-sample t-tests comparing the two 

conditions of the previous agent study with the three conditions of the current commander study as 

follows:  

[AgentFree(S-NS)-CommanderOfRobotAgent(S-NS)], 

[AgentFree(S-NS)-CommanderOfHumanAgent(S-NS)], 

[AgentFree(S-NS)-IntermediaryWithHumanAgent(S-NS)], 

[AgentCoerced(S-NS)-CommanderOfRobotAgent(S-NS)], 

[AgentCoerced(S-NS)-CommanderOfHumanAgent(S-NS)], 

[AgentCoerced(S-NS)-IntermediaryWithHumanAgent(S-NS)]. 
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Results on Figure. 4 and Table S2 in Supplementary Information S2 were thresholded at punc < .001 

and 5% family-wise error (FWE) corrected at the cluster level and significant activation was observed 

for the [AgentFree(S-NS)-IntermediaryWithHumanAgent(S-NS)], [AgentFree(S-NS)-

CommanderOfHumanAgent(S-NS)] and [AgentCoerced(S-NS)-CommanderOfHumanAgent(S-NS)]  

 

 
Figure. 4: Results of two sample t-tests between the conditions [AgentFree(S-NS)-IntermediaryWithHumanAgent(S-NS)]  

FWE at cluster level (236 voxels), t=3.5, p < .001,[AgentFree(S-NS)-CommanderOfHumanAgent(S-NS)]  FWE  at cluster level 

(163 voxels), t=3.5, p < .001and [AgentCoerced(S-NS)-CommanderOfHumanAgent(S-NS)] FWE at cluster level (315 

voxels), t=3.5, p < .001. Peak coordinates can be seen in Table S2. None of the reverse contrasts demonstrated any 

significant results. 
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Vicarious Pain Signatures 

To examine if the lack of difference between our three conditions (i.e. CommanderOfHumanAgent, 

CommanderOfRobotAgent, IntermediaryWithHumanAgent) was due to the strict criteria of mass 

multivariate testing in fMRI, and to explore more specifically whether the manipulation influences 

empathic brain responses, we leverage the multivariate physical vicarious pain signature developed by 

Zhou et al., (2020) to quantify empathic responses while seeing body parts in pain. We chose this 

particular signature, because it was trained on images of body parts in pain that best approximates the 

sight of hand receiving shocks in our study. Figure. 5 shows the differential response (Shock-

NoShock) of this signature in the conditions of the current study and in the study of Caspar, Ioumpa 

et al., 2020. As expected, in all cases, the differential response was significantly positive. At the second 

level, we thus conducted six two-sample t-tests comparing the two conditions of the previous agent 

study with the three conditions of the current commander study as follows: AgentFree(S-NS) - 

CommanderOfRobotAgent(S-NS) (t(52)=1.195, p=.237, Cohen’s d=.327, BF10=.496), AgentFree(S-

NS) - CommanderOfHumanAgent(S-NS) (t(52)=1.546, p=.128, Cohen’s d=.423, BF10=.733), 

AgentFree(S-NS) - IntermediaryWithHumanAgent(S-NS) (t(52)=2.508, p=.015, Cohen’s d=.686, 

BF10=3.444), AgentCoerced(S-NS) - CommanderOfRobotAgent(S-NS) (t(52)=.108, p=.914, Cohen’s 

d=.30, BF10=.276), AgentCoerced(S-NS) - CommanderOfHumanAgent(S-NS) (t(52)=.587, p=.560, 

Cohen’s d=.160, BF10=.317), AgentCoerced(S-NS) - IntermediaryWithHumanAgent(S-NS) 

(t(52)=1.609, p=.114, Cohen’s d=.440, BF10=.795). These analyses revealed enhanced activation of the 

physical vicarious pain signature when agents were freely deciding compared to intermediates that 

were following orders and then delivering the same orders to a human agent. The other comparisons 

showed evidence for absence or close to evidence of absence of an effect. We additionally performed 

three paired-sample t-tests comparing the three conditions of the current commander study: 

IntermediaryWithHumanAgent(S-NS) - CommanderOfHumanAgent(S-NS) (t(21)=-.723, p=.477, 

Cohen’s d=-.151, BF10=.277), IntermediaryWithHumanAgent(S-NS) - CommanderOfRobotAgent(S-

NS) (t(21)=-1.274, p=.216, Cohen’s d=-.266, BF10=.448), CommanderOfHumanAgent(S-NS) - 

CommanderOfRobotAgent(S-NS) (t(21)=-.447, p=.659, Cohen’s d=-.093, BF10=.240) which showed 

evidence for absence of a difference between the conditions. 
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Figure. 5.  Results from the neurological physical vicarious pain signature analysis in arbitrary units for the conditions 

Agent Free  S-NS, Agent Coerced  S-NS, IntermediaryWithHumanAgent S-NS, CommanderOfHumanAgent S-NS and 

CommanderOfRobotAgent S-NS. Each signature was significantly different from 0 (all ps < .002, all BFs10 > 17). All 

comparisons were two-tailed.  

 

As an extra sanity check we also computed the loading of the signature map on the Shock-NoShock 

contrast irrespective of the experimental condition and contrasted it against zero. As expected there 

was a significant positive effect (t(22)=5.921, p<.001, Cohen’s d=1.235, BF10=3546.471) 

 

Discussion Study 1 

 

In Study 1, we aimed to understand if commanding or being in the position of the intermediary 

transmitting orders would influence how participants process the pain of a victim receiving mildly 

painful electric shocks. We also sought to understand how giving orders to another human being or to 

a robot would influence the same process. The BOLD signal clearly distinguished shock and no-shock 

trials in regions typically associated with empathy for pain, including cingulate, insular and 

somatosensory brain regions  (Jauniaux et al., 2019; Lamm et al., 2011). In a previous study, the 

authors assessed if the observation of a virtual avatar in pain in a Milgram-like study would trigger 

brain activity consistent with personal distress or empathic concern in the person sending the painful 

shocks (Cheetham et al., 2009). However, the authors did not observe the classical brain activation 

associated with affect sharing in the ACC and in the insula, while we did observe such activations in 

the present study and in past studies (Caspar, Ioumpa et al., 2020). A critical difference is that in our 

study, our participants were delivering real pain to another real human participant instead of a fake 

virtual avatar.  

 

Results from our fMRI analyses however did not reveal differences between our three conditions 

sufficiently strong to survive our p<0.001 threshold. With N=23 participants, and p<0.001 voxelwise 

threshold, our study would require such differences to have a large effect size of d=0.9 to be detected 

in 80% of cases so that our lack of significant difference suggests the absence of a large effect size of 

our manipulation. Smaller effect sizes of our manipulation cannot be excluded.  

 

To explore the notion that all of the conditions tested here lead to reduced pain processing compared 

to directly being the agent, we ran additional comparisons between the remote conditions in the current 

experiment with previous data using a matching experimental design in which participants were the 

agent delivering the shocks (Caspar, Ioumpa et al., 2020). Specifically, when comparing the conditions 

in which participants were intermediaries (i.e. IntermediaryWithHumanAgent condition) to the 

condition in which participants were agents and free to decide, we observed higher activation when 

witnessing Shock vs NoShock outcomes for the Free condition in SII, IFG and IPL. The IFG, 

especially the dorsal part as in our results, and IPL form key elements of the network activated both 

while performing and observing hand actions (Gazzola and Keysers, 2009; Caspers et al., 2010), and 

both regions contain mirror neurons in monkeys (Kohler et al., 2002; Rozzi et al., 2008), and may have 

processed the hand movement signaling the delivery of the shock in our experiment. SII is part of the 

network responsive both while participants receive tactile stimulation on their own body and while 

observing other individuals receive similar tactile stimulation, and may have processed the tactile 
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experiences of the other individual (Keysers et al., 2004; Keysers, Kaas, Gazzola, 2010).In a meta 

analysis on pain empathy considering almost a hundred fMRI experiments by Jauniaux et al., 2019 the  

IFG and IPL were both found to be recruited while witnessing the pain of others. Additional evidence 

for different processing between these two conditions also came from our physical vicarious pain 

signature analysis which revealed a significantly different loading on the physical vicarious pain 

signature between these conditions with the FreeAgent condition having a larger loading than the 

IntermediaryWithHumanAgent condition. We then compared the conditions in which participants 

could freely decide which orders to give to another human (i.e. CommanderOfHumanAgent) to the 

equivalent free situation, in which participants were agents and free to decide which button to press 

(i.e., Free condition, Caspar, Ioumpa et al., 2020). Results indicated that activity in areas IPL and 

fusiform gyrus, that have been linked in the literature with empathy and emotional social perception 

(Geday et al., 2003; Zaki et al., 2009; Janowski et al., 2012) was higher when participants were agents 

and could freely decide than when they were commanders and could freely decide. Comparing free 

agents and free commanders was interesting as the decisional power is the same for both roles when 

they are free to decide about the action to perform, but only agents execute the motor actions leading 

to the outcome. The differences in activation observed between free agents and free commanders thus 

suggest that performing the action engages more areas that are important for social cognition compared 

to having decisional power but being further away from the outcome of that same action.  

  

Comparing the CommanderOfHumanAgent condition and the Agent Coerced (from Caspar, Ioumpa 

et al., 2020) showed more activation for agents than for commanders in posterior medial frontal gyrus, 

an area that has been linked with cognitive control, response conflict, decision uncertainty and 

cognitive dissonance (Ridderinkhof et al., 2004, Izuma et al., 2015). This suggests that in hierarchical 

situations, the agent is more engaged and experiencing more conflict for his actions, even coerced 

ones, than commanders giving orders. However it is important to be aware of the limitations of reverse 

inference and the difficulty of unambiguously associating activity in specific brain regions with mental 

processes (Poldrack, 2006). Thus these conclusions should be interpreted with caution. 

 

All our participants acted both as agents and victims, in randomized order. To examine if having been 

a victim altered the behavior of commanders compared to being commander first, we examined 

whether the number of shocks and the sense of responsibility was influenced by the order. In either 

case we did not find evidence for an effect of order, and we thus did not further consider the effect of 

orders for the fMRI analysis. Importantly for the fMRI analyses, we also did not measure significant 

differences in the number of shocks delivered to the victims across our three commander conditions, 

which simplifies the interpretation of the fMRI data. The number of shocks given also did not differ 

significantly between the current experiment and the agent experiment reported in Caspar, Ioumpa et 

al., 2020 (CI95=-0.995-0.091, t(53)=-1.661, p=.103, Cohen’s d=-0.454, BF10=.851 for the HumanAgent 

comparison and CI95=-1.059, t(53)=-1.892, p=.064, Cohen’s d=-0.517, BF10=1.183 for the RobotAgent 

comparison). 
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Methods Study 2 (EEG) 

 

Participants 

 

Forty-eight participants (24 males, 24 females) were recruited in 24 dyads. None of the participants 

reported to know each other. The mean age was 23.90 (SD=3.93). We recruited a larger sample than 

in Study 1 because we expected to have to reject more participants because the testing took place in a 

month of the year involving very hot temperatures and the EEG data were particularly difficult to 

acquire due to sweat artifacts. The following exclusion criteria were determined prior to further 

analysis: (1) failure to understand the task, (2) failure to perform correctly the task measuring the 

implicit sense of agency and (3) failure to obtain a good signal-to-noise ratio for 

electroencephalography (EEG) recordings. To identify participants for whom the estimated action-

tone intervals did not gradually increase with the real action-tone intervals, we performed Pearson 

correlations. When the Pearson r was lower than .1, we excluded the action-tone intervals for the 

corresponding participant. We also did not analyze the action-tone intervals data of participants who 

sent less than 5/60 shocks or more than 55/60 shocks in at least one of the experimental conditions 

since it would lead to unreliable statistical comparison between Shock and No shock trials. 

Accordingly, the action-tone intervals of 7/48 participants were lost due to a Pearson r < .1. 14/48 

participants sent less than 5/60 shocks or more than 55/60 shocks in at least one of the experimental 

conditions and their action-tone interval data were lost. The action-tone interval data of one participant 

was included in the two categories (i.e., r < .1 and unreliable number of shock/no shock trials). As a 

result, we lost the action-tone interval data of 20/48 participants but their other data were kept. The 

EEG data of 18 participants were not analyzed: 3 because of too many visual artifacts, head artifacts 

and/or sweat artifacts, and 15 because they delivered only a small number of shock (<5/60, N=11) or 

a high number of shocks (>55, N=4) in either one or all conditions. This would indeed prevent 

obtaining a reliable difference between shock and no shock trials (Caspar, Ioumpa, et al., 2020). Thus, 

we had 28 participants included in the interval estimation task and 30 participants included in the EEG 

data. The study was approved by the local ethics committee of the local ethical committee of the 

Université libre de Bruxelles (ref: 018/2015). Data are made available on OSF (https://osf.io/scw9z/). 

  

Method and Material 

 

The method was globally similar to Study 1, including the same conditions (Figure. 1A) but with a 

slightly different timing of trials. Each trial started with a fixation cross lasting between 1 and 2 

seconds. When the fixation cross disappeared, participants received a verbal instruction from the 

experimenter, similarly to Study 1. Then, they had to press one out of two buttons: SHOCK or NO 

SHOCK in order to send an order to an agent, either human or robot. After the agent pressed the button 

corresponding to the order of the participant, a tone was presented (400Hz, 200ms). The interval 

between the agent’s keypress and the start of the beep was of 200, 500 or 800 ms. Participants were 

asked to estimate the elapsed time between their own keypress when they sent the order and the beep 

onset. If a shock was sent to the ‘victim’, the shock was delivered at the exact same time as the tone to 

avoid temporal bias. After 2 seconds, an analogue scale with ‘0’ on the left side and ‘1,500’ on the 

right side of the scale was then displayed on the screen. A red position marker was displayed on that 

scale with a number, corresponding to the marker’s current position in ms. The starting position of the 
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marker varied randomly on a trial-wise basis and participants were told to ignore the starting position 

of the marker to provide their final answer. Participants could move the position of the marker along 

the analogue scale by using the same two buttons as for shock and no shock. The keys below the middle 

fingers allowed them to modify the number associated with the position of the rectangle by steps of +- 

100 ms. The keys below the index fingers allowed them to modify the answer by steps of +- 1 ms. 

After a fixed duration of 6 seconds, their answer was saved and the next trial started. Each participant 

started with a training session to practice the time interval procedure. The training session lasted for 

minimum 8 trials and was repeated until participants declared that they could perform the task 

correctly. As in Study 1, to further encourage participants to pay attention to the victim’s hand, on 12 

trials in each condition a pain rating scale appeared, ranging from ‘not painful at all’ (‘0’) to ‘very 

painful’ (‘1,000’). Participants were asked to rate the intensity of the shock (or no sock) seen on the 

last trial by moving the red marker bar along the scale using four buttons. The keys below the middle 

fingers allowed to modify the number associated with the position of the marker by steps of +- 100. 

The keys below the index fingers allowed to modify the answer by steps of +- 1. After a fixed duration 

of 6 seconds, their answer was saved and the next trial started. If no shocks were delivered on that trial, 

participants were asked to report that the shock was ‘not painful at all’. To preserve the same 

experimental set-up between Study 1 and Study 2, participants were isolated in a room and ‘victims’ 

were in another room with the camera displaying their hand in real-time on the participant's screen. In 

all three experimental conditions, the experimenter came to talk to the participant before the start of 

each experimental condition but then left the room by mentioning that it was to avoid too many 

interferences in the EEG recordings due to her presence. participants were told that they would hear 

the experimenter’s instructions through the headphones. Each experimental condition was composed 

of 60 trials. Order of the experimental conditions was counterbalanced across participants. The same 

questionnaires as in Study 1 were presented to participants at the end of the experimental session. 

  

EEG recordings 

Brain activity was recorded using a 64-channel electrode cap with the ActiveTwo system (BioSemi) 

and data were analyzed using Fieldtrip software (Oostenveld et al., 2011). The activities from left and 

right mastoids and from horizontal and vertical eye movements were also recorded. Amplified voltages 

were sampled at 2048 Hz. Data were referenced to the average signal of the mastoids and filtered (low-

pass at 50 Hz and high-pass at 0.01 Hz). Artifacts due to eye movements were removed based on a 

visual inspection with the removal of epochs containing eye blinks or ocular saccades. Because of the 

EEG recordings, participants were further instructed to wait a minimum of 1 s in a relaxed position 

before pressing a key, so as to obtain a consistent and noise-free baseline taken -500 to -300 ms before 

the occurrence of the tone. Participants were additionally instructed not to move for up to 2 s after the 

tone and asked to avoid blinking when they pressed a button. To ensure that participants respected the 

2 s without moving and blinking after the tone, they were told to wait for the time scale to appear on 

the screen. Trials in which participants disobeyed the orders of the experimenter were removed from 

the analysis.    

 

All event-related potentials were analyzed across Fz, FCz, Cz, CPz, and Pz, similar to past studies 

(Cheng, Chen, Decety, 2014; Fan et al., 2014) and confirmed with the topographical distributions (see 

Figure. 6). The ERP components were chosen according to visual inspection of the grand-averaged 

data similar to past studies (e.g. Cheng, Chen, Decety, 2014; Cheng et al., 2012; Chen et al., 2012; Fan 
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et al., 2014) as well as prior knowledge based on a meta-analysis (Coll, 2018). The N1 and the N2 

were measured as the most negative peaks within the 30-130ms time-window and the 240-340 ms 

time-window after the tone, respectively. The P2 and the P3 were measured as the most positive peaks 

within the 130-230 ms time-window and the 340-440ms time-window after the tone, respectively. The 

early LPP and the late LPP were measured as the mean amplitude between the 440-650 ms time-

window and the 650-900 ms time-window after the tone, respectively. 

 

 
Figure. 6. Topographical distributions in shock and no shock trials for the N1, P2, N2, P3 and LPP ERPs. 

  

Source reconstruction was conducted on the Grand Average of EEG data that were computed with a 

Noise Covariance Estimation. Minimum norm estimation (MNE; Dale & Sereno, 1993) was applied 

to reconstruct the sources of ERPs components. The volume construction was based on a standard 

head model and source model downloaded through Fieldtrip. Having performed the source 

localization, we used it to create brain maps showing the brain regions involved in the activity 

associated with each ERP. We performed this operation with a custom made python software that uses 

as input the results of our source localization (https://github.com/ldeangelisphys/ft2nii/). The software 

assigns each localized source to the corresponding voxel in a standard 2 mm MNI template (MNI152), 

performs a temporal average over the time window corresponding to the ERP of interest, and a spatial 

smoothing of the resulting map with a 5 mm gaussian kernel. 

 

 

Results Study 2 

 

Behavioral Results 

 

Number of shocks delivered 

In the IntermediaryWithHumanAgent, participants were ordered by the experimenter, on a trial-basis, 

to tell the human agent to inflict 30/60 shocks to the ‘victim’, randomly. In the Commander conditions, 

participants could freely decide which order to send to the agent. Descriptive statistics indicated that 

in the CommanderOfHumanAgent condition, participants asked the agent to administer 22.46/60 

(SD=17.80, min: 0 – max: 60) shocks to the ‘victim’. In the CommanderOfRobotAgent condition, 

participants asked the agent to administer 22.56/60 (SD=17.90, min: 0 – max: 60) shocks to the 
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‘victim’. In the IntermediaryWithHumanAgent, participants transmit the order to send a shock to the 

‘victim’ on 27.54/60 trials (SD=7.59, min: 0 – max: 33). Thirteen out of 48 participants reported that 

they voluntarily disobeyed the orders of the experimenter on some trials in the 

IntermediaryWithHumanAgent condition. Among those 13 participants, 10 disobeyed prosocially, that 

is, by refusing to send a shock during ‘shock trials’ and by telling the agent not to deliver a shock to 

the ‘victim’ even if the experimenter asked them to do so (i.e. prosocial disobedience), and 3 disobeyed 

‘by contradiction’, that is, they disobeyed as often on ‘don’t shock’ trials and on ‘shock trials’. We 

conducted a repeated-measures ANOVA with Condition (CommanderOfHumanAgent, 

CommanderOfRobotAgent, IntermediaryWithHumanAgent) as within subject factor and Role-Order 

(Commander first, Victim first) as between-subject factor on the number of shocks sent in each 

experimental condition. We observed a significant main effect of Condition (F(2,92)=4.119, p=.019, 

η2
partial

 = .082, BFincl=1.472), see Figure. 6A. Paired-comparisons indicated that participants 

administered less shocks in the CommanderOfHumanAgent condition and in the 

CommanderOfRobotAgent condition than in the IntermediaryWithHumanAgent condition 

(t(47)=2.130, p=.038, Cohen’s d=.307 and t(47)=2.051, p=.046, Cohen’s d=.296, respectively). Both the 

frequentist and the Bayesian results indicated that Order of the role was slightly in favor of H0 (p>.3, 

BFincl=.391). The interaction Condition * Order of the role was in favor of H0 (p>.2, BFincl=.280). 

 

We again performed Levene’s tests in order to test the equality of variance between each experimental 

condition. Results indicated that variability was reduced in the IntermediaryWithHumanAgent 

condition compared to the CommanderOfRobotAgent condition (F(1,94)=42.918, p<.001) and 

compared to the CommanderOfHumanAgent condition (F(1,94)=35.920, p<.001). The 

CommanderOfRobotAgent and the CommanderOfHumanAgent condition did not differ (p > .8).  

  

Pain Scale 

Out of 48 participants, we had a full data set for 30 participants. We conducted a repeated-measures 

ANOVA with Condition (CommanderOfHumanAgent, CommanderOfRobotAgent, 

IntermediaryWithHumanAgent) and Pain (Shock, No Shock) as within subject factors on the pain 

ratings. The main effect of Pain was strongly in favor of H1 (F(2,58)=98.531, p < .001, η2
partial

 = .773, 

BFincl=∞), with higher pain ratings when a shock was delivered (399, CI95=348-451) compared to when 

no shocks were delivered (54, CI95=2.4-105). The main effect of condition (p>.1, BFincl=.081) and the 

interaction (p>.7, BFincl=.042) were in favor of H0.  

 

COMMANDING OR BEING A SIMPLE INTERMEDIARY: HOW DOES IT AFFECT MORAL BEHAVIOR AND RELATED BRAIN MECHANISMS?

264



 

 
Fig 6. A) Graphical representation of the number of shocks delivered in the three experimental conditions. B) Graphical 

representation of responsibility ratings in the three experimental conditions. C) Graphical representation of z-scores of 

interval estimates in the three experimental conditions. All tests were two-tailed. *** represents p <=.001 and a BF10 > 3.  

 

Responsibility ratings 

At the end of each experimental condition, participants had to report how responsible they felt for the 

outcome of their orders. We conducted a repeated-measures ANOVA with Condition 

(CommanderOfHumanAgent, CommanderOfRobotAgent, IntermediaryWithHumanAgent) as within 

subject factor and Role-Order (Commander first, Victim first) as between-subject factor on the 

responsibility ratings. Both the frequentist and the Bayesian results supported a main effect of 

Condition (F(2,92)=28.917, p < .001, η2
partial

 = .386, BFincl=1.234E+8), see Figure. 6B. Paired-

comparisons indicated that responsibility ratings were higher in the CommanderOfRobotAgent 

condition (86.2%, CI95=80.9-91.5) than in the CommanderOfHumanAgent condition (75.6%, 

CI95=68.7-82.5, t(47)=3.280, p = .002, Cohen’s d=.473, BF10=15.87) and, than in the 

IntermediaryWithHumanAgent condition (55.8%, CI95=47.6-54, t(47)=-6.985, p < .001, Cohen’s d=-

1.008, BF10=1.456E+6). Responsibility ratings were also higher in the CommanderOfHumanAgent 

condition than in the IntermediaryWithHumanAgent condition (t(47)=-4.538, p < .001, Cohen’s 

d=-.655, BF10=545). The order of the role (F(1,46)=.140, p > .7, BFincl=.208) and the interaction 

(F(22,92)=.077, p > .9, BFincl=.106) were in favor of H0 and thus did not show evidence for influencing 

responsibility ratings. 

  

Sense of agency 

Because interval estimates were planned to be correlated with other measurements in future analyses, 

we first transformed the raw interval estimates in z-score data. It is indeed known that participants may 

differ in the way they use the  ms-scale to provide an answer, some preferring smaller numbers and 

others preferring larger numbers (Caspar, Lo Bue, et al., 2020; Cravo et al., 2013). Z-scores reduce 

irrelevant inter-subject variability by subtracting from each interval estimate, the mean estimate for 

that participant across all trials and by dividing the resulting differences by the standard deviation of 

all estimates for that participant. The z-scored interval estimates are interpreted as the raw interval 

estimates are, with lower z-scored interval estimates being interpreted as a higher sense of agency 

(SoA). Trials where participants disobeyed the orders from the experimenter were removed from the 
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analyses. We conducted a repeated-measures ANOVA with Condition (CommanderOfHumanAgent, 

CommanderOfRobotAgent, IntermediaryWithHumanAgent) and Shocks (Shock, No shock) as within 

subject factors and Role-Order (Commander first, Victim first) as between-subject factor on z-scores. 

The main effect of Condition and Order of the role were in favor of H0, respectively p > .3, BFincl=.036 

and p > .9, BFincl=.115, see Figure. 6C. The main effect of Shock was inconclusive (p > .1, 

BFincl=1.547). All the interactions were in favor of H0 (all ps > .1, all BFsincl ≤ .199). We further ran 

exploratory analyses in order to investigate if self-reported personality traits influenced z-scored 

interval estimated when commanding freely or being an intermediary. We thus computed a 

“Commander effect”, which is the difference between the IntermediaryWithHumanAgent condition 

and the corresponding CommanderOfHumanAgent conditions (i.e. IntermediaryWithHumanAgent - 

CommanderOfHumanAgent). With this subtraction, higher positive values indicated more SoA in the 

CommanderOfHumanAgent condition than in the IntermediaryWithHumanAgent condition. We 

observed a small evidence that the less participants scored on the ASC submission scale, the lower 

their interval estimates were in the CommanderOfHumanAgent condition compared to the 

IntermediaryWithHumanAgent condition (r=-.392, p = .022, BF10=2.628).  Correlations with the other 

subscale were inconclusive or in favor of H0 (all ps > .042, all BFs10<1.511).  

 

Regarding the distribution of the data points, we also performed Levene’s tests in order to test the 

equality of variance between each experimental condition. Results indicated that variability was 

reduced in the IntermediaryWithHumanAgent condition compared to the CommanderOfRobotAgent 

condition (F(1,79)=22.093, p<.001) and compared to the CommanderOfHumanAgent condition 

(F(1,78)=22.109, p<.001). The CommanderOfRobotAgent and the CommanderOfHumanAgent 

condition did not differ (p > .1). 

 

EEG results 

 

We compared the neural processing of pain with an electroencephalogram when participants witnessed 

a shock being delivered on the hand of the ‘victim’. We extracted, based on both previous literature 

and the visual inspection of the grand averaged waves, the amplitude of several event-related potentials 

associated either with auditory outcome processing (N1, P2, N2, Luck, 2012) or with pain outcome 

processing (P3, eLPP, lLPP, see Coll, 2018 for a meta-analysis), see Figure. 7A.  

 

We first compared the amplitude of those potentials when participants witnessed a shock on the 

victim’s hand to when they did not witness that shock, in order to identify the ERPs sensitive to 

observing pain. To do so, we averaged the amplitude of each ERP across the three experimental 

conditions for shock and no shock trials. Results supported evidence for a higher amplitude for shock 

trials in comparison with no shock trials for the P3 (t(30)=10.108, p < .001, Cohen’s d=1.815, 

BF10=2.673E+9), the early LPP (t(30)=10.890, p < .001, Cohen’s d=1.956, BF10=1.443E+9) and the 

lLPP (t(30)=7.044, p < .001, Cohen’s d=1.265, BF10=187382.55). This difference was in favor of H0 for 

the N1 (p > .8, BF10=.195) and for the N2 (p > .3, BF10=.308) and inconclusive for the P2 (p =.048, 

BF10=1.214). Those results confirmed that the P3, the early LPP and the late LPP were sensitive to 

seeing a painful stimulus delivered on the hand of the victim. Of note, these results were also in favor 

of H1 for each electrode taken separately on Fz or Cz or Pz (all ps < .001, all BFs10 > 11713.97, see 
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Supplementary Information S4). Importantly, the difference observed between shock and no shock 

trials could also be attributed to differences in movement across the two conditions: participants saw 

a muscular twitch in shock trials but not in the no shock trials. Thus, we ran an additional control study 

in which participants in the role of the commander could either send a painful shock to the ‘victim’ or 

a non-painful shock (see Supplementary Information S5). Importantly, in this control study, even the 

non-painful shock triggered a visible muscle twitch, but this twitch was not painful. Results indicated 

that painful shocks produced a higher amplitude of the P3, eLPP and lLPP compared to non-painful 

shocks, even if both produce a visible movement, thus speaking against the notion that the difference 

in visible movement in the no shock condition suffices to explain the differences in these ERPs in the 

shock vs no shock contrast, and in favour of the notion that differences in these ERPs could reflect the 

processing of pain. 

 

In order to evaluate how the experimental conditions influenced the neural response to the pain of the 

‘victim’, we then performed a repeated-measures ANOVA with Condition 

(CommanderOfHumanAgent, CommanderOfRobotAgent, IntermediaryWithHumanAgent) as a 

within-subject factor and Role-Order (Commander first, Victim first) as a between-subject factor on 

the computed difference between shocks and no shocks trials for those potentials showing a Shock-

NoShock effect (i.e. P3, early LPP and the late LPP). For the P3, we observed a main effect of condition 

(F(2,58)=4.502, p = .015, η2
partial

 = .134, BFincl=3.0958), see Figure. 7B. Paired comparisons supported 

that the amplitude of the P3 was higher in the CommanderOfRobotAgent condition than in the 

CommanderOfHumanAgent condition (t(30)=-2.712, p = .011, Cohen’s d=-0.487, BF10=4.125). We 

also observed that the amplitude of the P3 was higher in the CommanderOfRobotAgent condition than 

in the IntermediaryWithHumanAgent condition (t(30)=-2.396, p = .023, Cohen’s d=-0.430). But this 

difference was inconclusive with the Bayesian approach (BF10=2.218). Table 2 displays the results of 

the paired comparisons between conditions. We found evidence in favour of H0 for the main effect of 

Order of the role (p > .7, BFincl=.251) and for the interaction (p > .3, BFincl=.264). For the early LPP, 

the main effect of Condition was significant (F(2,58)=3.465, p = .038, η2
partial

 = .099) but inconclusive 

with the Bayesian approach (BFincl=1.197). We found evidence in favour of H0 for the main effect of 

Order of the role (p > .9, BFincl=.318) and slightly in favour of H0 for the interaction (p = .09, 

BFincl=.564). For the late LPP, the main effects of Condition and Order of the role were inconclusive 

(p > .09, BFincl=0.709 and p > .5, BFincl=0.428, respectively). The interaction was significant with the 

frequentist approach (F(2,58)=3.596, p = .034, η2
partial

 = .102) but inconclusive with the Bayesian 

approach (BFincl=0.977).  
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Fig 7. A) Grand average ERP for the Shock trials (light full lines) and the NoShock trials (dark full lines). The dotted lines 

represent the difference Shock - NoShock trials. Source reconstruction maps for each ERP are displayed along each ERP 

for the difference Shock - No trials irrespectively of condition for the voxels with the highest 5% of positive values. Detailed 

results from the source reconstruction analyses can be found in Supplementary Information S3. B) Graphical representation 

of the amplitude in μV of each ERP in each experimental condition. All tests were two-tailed. Only significant pairwise 

comparisons are shown, see Table 2 and text for the other comparisons). Source reconstruction maps represent the highest 

5% of activation.  
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Table 2. Pairwise comparisons of Shock-NoShock difference across conditions. For the three ERPs that are sensitive 

to shocks, the table summarizes the pairwise comparison across conditions. Means detail the mean voltage (in microvolts) 

per condition, SDs their standard deviation across participants, Df, t and p summarize the two-tailed student t-test, BF10 

the Bayesian equivalent.  Intermed = IntermediaryWithHumanAgent condition; CH = CommanderOfHumanAgent 

condition; CR = CommanderOfRobotAgent condition. Green fonts indicate results in favour of H1 with both the frequentist 

and the Bayesian approaches. Red fonts indicate results in favour of H0 (non-significant frequentist statistics and BF10<⅓). 

pFDR displays the p values after correction with the False DIscovery Rate approach (FDR).  

 

ERP Comparisons Means SDs df t p pFD

R 

Cohen’s d BF10 

P3 Intermed - CH 5.4µv – 5.1 µv 4.7 – 5.9 30 0.278 0.783 0.783 0.050 0.199 

  Intermed - CR 5.4 – 8.5 4.7 – 5.2 30 -2.396 0.023 0.034 -0.430 2.218 

  CH - CR 5.1 – 8.5 5.9 – 5.2 30 -2.712 0.011 0.033 -0.487 4.125 

eLPP Intermed - CH 7 – 8.1 5.1 – 7.7 30 -0.654 0.518 0.518 -0.117 0.233 

  Intermed - CR 7 – 10.5 5.1 – 5.8 30 -2.857 0.008 0.024 -0.513 5.561 

  CH - CR 8.1 – 10.5 7.7 – 5.8 30 -1.888 0.069 0.103 -0.339 0.920 

lLPP Intermed - CH 5.2 – 8.1 6.3 – 13 30 -1.059 0.298 0.436 -0.190 0.320 

  Intermed - CR 5.2 – 9.8 6.3 – 7.3 30 -2.992 0.006 0.018 -0.537 7.419 

  CH - CR 8.1 – 9.8 13 – 7.3 30 -0.790 0.436 0.436 -0.142 0.255 

 

Relationship between number of shocks freely ordered and temporal binding, feeling of responsibility 

and ERP  

In order to investigate to what extent the sense of agency, empathy for pain and feeling of responsibility 

drive prosocial behaviors, we further performed Pearson correlations. In order to create a single 

variable ‘free-choice condition’, irrespective of the type of agent, we summed the data of the 

CommanderOfHumanAgent and CommanderOfRobotAgent conditions for the number of shocks 

delivered. We then computed an average score across the same conditions for the z-scores of interval 

estimates, used as a proxy for the sense of agency, for responsibility ratings and for ERPs that were 

sensitive to the victim’s pain (i.e. P3, eLPP and lLPP). For these ERPs, we computed a general pain 

response by subtracting the amplitude of those potentials during No shock trials to Shock trials (i.e. 

Shock-No shock). To correct for multiple comparisons with the frequentist statistics, we applied a 

False Discovery Rate (FDR) approach with the Benjamini and Hochberg method (Benjamin & 

Hochberg, 1995) to each p-value. Both frequentist and Bayesian statistics for those correlations were 

two-tailed. We observed evidence that the number of shocks freely administered to the victim 

correlated positively with the z-scores of interval estimates (r=.443, pFDR = .022, BF10=3.311), 
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indicating that the higher the z-scores were, which is interpreted as a reduced sense of agency, the 

higher the number of shocks sent to the victim was, see Figure. 10. We also observed evidence for a 

negative correlation between the number of shocks freely delivered and responsibility ratings (r=-.393, 

pFDR = .015, BF10=7.372). This suggests that the more responsible participants felt, the less shocks they 

sent to the victim. Correlations with ERPs revealed evidence for a negative correlation of the number 

of shocks ordered with the late LPP (r=-.561, pFDR = .005, BF10=38.575) and the early LPP Shock-

NoShock magnitudes (r=-.434, pFDR = .022, BF10=3.857), suggesting that the higher the Shock-

NoShock amplitudes of the early and late LPP were, the lower the number of shocks delivered. Of 

note, these results stayed similar when considering only the first half or the second half of the trials, 

thus controlling for the repetition suppression effect. The Bayesian approach indicated that the 

correlation between the number of shocks and P3 was slightly in favor of H0 (pFDR>.2, BF10=.384).  Of 

note, the number of shocks delivered freely to the victim did not correlate with the amplitude of ERPs 

which were not found to be sensitive to the pain of the victim (i.e. N1, P2, N2 – all psFDR>.072, 

BF10≥.609 & ≤1.924). 

 

Taken separately, the same correlations gave similar results in favor of H1 in the 

CommanderOfRobotAgent condition. However, the same correlations, even though going in the same 

direction, were inconclusive with the Bayesian approach in the CommanderOfHumanAgent condition 

(all ps > .041, all BFs10 > .591 & < 1.658).  

   

 
Figure. 10. Graphical representations of Pearson correlations between the number of shocks given in the commander 

conditions and the sense of agency (top left), responsibility ratings (middle left), amplitude of the eLPP (middle right) and 

amplitude of the lLPP (top right). All tests were two-tailed.  

 

Studies 1 and 2 - Self-report personality Questionnaires  

 

We conducted correlational, exploratory analyses on both studies combined in order to investigate self-

reported personality traits associated with the number of shocks freely delivered in the Commander 

conditions, irrespective of the types of agent. Since the analyses were exploratory, analyses were two-

tailed. Again, we corrected for multiple comparisons with the False Discovery Rate (FDR). Results 

revealed that the higher participants scored on the Levenson Primary Psychopathy scale, the more 

shocks they freely ordered the agent to send to the victim (r=.370, pFDR=.001, BF10=61.170). We also 

observed evidence for two positive correlations between the number of shocks delivered and the purity 

(r=.337, pFDR=.011, BF10=20.067) and the authoritarianism (r=.304, pFDR=.027, BF10=7.550) subscales 
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of the Moral Foundation Questionnaires. Other correlations were in favor of H0 or inconclusive (all 

BFs10 > .137 & <1.61).  

 

Discussion Study 2 

 

In Study 2, in addition to the feeling of responsibility for the outcomes of one’s own action, we also 

integrated an implicit measure of the sense of agency over one’s own action based on interval 

estimates. A previous study showed that the sense of agency and the feeling of responsibility can be 

influenced similarly by obedience to authority and freedom of choice (Caspar, Beyer, et al., 2021). 

However, they refer to two different phenomenological experiences and may thus also have different 

relations to behaviors (Balconi, 2010). While the sense of agency refers to the feeling of authorship 

over an action, the feeling of responsibility rather relates to the processing of the outcome of this action.  

 

We did not observe statistical differences in interval estimates, used as a proxy for the sense of agency, 

between the three experimental conditions. This suggests that the sense of agency (unlike the sense of 

responsibility) does not differ between commanding and being a mere intermediary. However, with 

the present results we cannot argue in favor of an equally low sense of agency when commanding or 

being a mere intermediary or in favor or a high sense of agency for both positions in the command 

chain. A control condition, in which participants are the direct agent of the action, would have allowed 

to understand whether or not the sense of agency is reduced when people give orders to a third party. 

Yet, in a former study in which participants took either the role of the agent or the commander in a 

within-subject design (Caspar et al., 2018), results indicated that commanding an agent led to a 

reduction of the sense of agency, also measured with the method of interval estimates. We further 

observed that self-reported personality traits modulated this effect, with participants scoring higher on 

the ASC scale having the lower commander effect. 

 

An interesting finding indicates that although the means of interval estimates did not differ between 

the three experimental conditions, variance was strongly reduced in the 

IntermediaryWithHumanAgent condition compared to the two Commander conditions. This may 

suggest that when people transmit the orders of another individual, a higher conformity at the cognitive 

level is observed compared to freely deciding. 

  

While several scientific publications highlighted the role of the sense of agency in prosocial attitudes 

(Gallagher et al., 2002; Haggard, 2017), direct correlations between interval estimates and prosocial 

behaviors had barely been shown. Here, we observed a correlation between z-scored interval estimates 

and prosocial behaviors in the Commander conditions, irrespective of the types of agent (i.e. robot or 

human). This suggests that participants with a high sense of agency when sending orders to an agent 

tend also to act more prosocially, by avoiding inflicting pain to the ‘victim’ too frequently. Results 

further showed that participants which experienced a higher feeling of responsibility when 

commanding an agent also sent less shocks to the victim. This highlights the role of experiencing 

oneself as the author of an action and feeling responsible for its outcomes in prosocial decision-making.  

  

In Caspar, Ioumpa and colleagues (2020), agents rated as less painful the pain stimulations that they 

delivered to the victim in the coerced condition compared to when they were free to decide. Driven 
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from these results, we performed these analyses in the present study but there were no differences in 

the pain ratings across the experimental conditions. Having a main effect of shock nonetheless 

confirmed that participants were perceiving the painfulness of the simulations. 

 

In accordance with former studies (see Coll, 2018 for a meta-analysis), we observed that, especially 

the P3, but also the early and late LPPs, were sensitive to the observation of the painful shock delivered 

to the victim’s hand. This result was further confirmed in a control study in which participants could 

witness victims receiving either a painful shock on one hand or a non-painful shock on the other hand, 

thus showing that seeing a movement in only the painful condition cannot fully account for the 

different pattern between pain and no-pain trials in our data. Together, those results suggest that our 

ERPs reliably reflect pain processing.  

 

Regarding our experimental manipulations, we observed that participants had a higher neural response 

when they could command a robot compared to when they could command a human. Since participants 

can diffuse more their responsibility towards a human agent than towards a non-humanoid robot agent 

(because the later is perceived as less intentional; Wang & Quadfied, 2015; Sahai et al., 2022), this 

result supports the idea that the process of displacement of responsibility plays a key role in pain 

processing. With the frequentist approach, we also observed that participants had a higher neural 

response when they could command a robot compared to when they were intermediary with a human. 

Together, those results could suggest that when they are in the role of the commander, participants 

have a higher neural response to the pain of the victim when they cannot displace their responsibility 

towards another human. 

 

Interestingly, the difference between commanding a human and commanding a robot was observed for 

the P3, but not on the eLPP and the lLPP. However, commanding a robot and being an intermediary 

with a human agent involved a greater difference for the eLPP and for the lLPP, but not for the P3. 

The literature on the P3 and the LPP does not offer a concrete conceptual distinction between these 

two components, some authors arguing that the LPP is a simple extension of the P3 (e.g. Olofsson et 

al., 2008). However, taken together, these results suggest that the P3 and the LPP could be influenced 

by different social factors. This would be consistent with another former study manipulating social 

power (Galang et al., 2021). 

 

In the control study, we observed that commanding a robot agent led to a greater amplitude of the P3 

compared to being an intermediary with a robot agent. This is interesting because in Study 2, the same 

comparison but with a human agent did not lead to any significant differences. It would overall suggest 

that when people can displace their responsibility towards another human, the difference in social 

power between the two experimental conditions is not processed as such. However, when people 

cannot fully displace their responsibility as they give orders to a non-intentional entity, they appear to 

process more the consequences of their orders (here, the pain inflicted to the victim) when they have 

more social power. The present study should thus be seen as a first step on a more complex journey 

towards a better understanding of how commanding robots may influence our cognition.  

  

The N1 and N2 amplitudes did not statistically differ between painful and non-painful trials. A 

possibility is that the N1 and the N2 components also partially reflect the neural processing of auditory 
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outcomes (i.e. tones) on centro-parietal sites (Luck & Kappenman, 2011), for which we did not expect 

difference for pain and non-painful stimuli. However, as Coll et al. (2018) indicated in a recent meta-

analysis, even former studies which indicated a difference between the amplitude of the N2 between 

painful and non-painful stimuli, N1 and N2 are not reliably associated with vicarious pain observation.  

  

Interestingly, while the P3 appeared to be more influenced than the LPP by social power, the LPP 

correlated with prosocial behaviors while the P3 did not. We indeed observed that the higher the 

amplitude of the early and late LPPs was, the fewer shocks participants ordered to send to the victim. 

This is in line with former studies which showed that a higher neural empathic response leads to more 

prosocial attitudes towards others (e.g. Gallo et al., 2018).   

  

 

General Discussion 

  

Past scientific research has shown that being an intermediary in a command chain was associated with 

a higher prevalence to accept immoral orders (Milgram, 1974). In the present study, our aim was to 

understand how two different neuro-cognitive processes, that are, the sense of agency and empathy for 

pain, differ between being the commander or a simple intermediary. 

  

In a former fMRI study (Caspar, Ioumpa et al., 2020), we observed that for the agent directly delivering 

a shock, obeying orders reduced vicarious activations towards a victim’s pain compared to acting 

freely, suggesting that a reduced decisional power negatively impacted the neural empathic response. 

This result was also confirmed by another study (Galang et al., 2021), which showed that recalling a 

low social power situation did not lead to difference in the neural empathic response between painful 

and non-painful pictures while this difference was significant in a high social power condition. In the 

present study, when participants were in the role of commander, they had a total social power as they 

could decide which order to ask an intermediary to execute. In contrast, when they were in the 

intermediary position, they had to follow the experimenter’s instructions, thus having a reduced social 

power.  

  

Interestingly, in Study 1 we observed that vicarious activations towards the victim's pain, as measured 

using a physical vicarious pain signature, or less directly, using voxelwise differences in regions 

associated with empathy, did not differ strongly enough to lead to significant differences between the 

commander position and the intermediary position. However, in Study 2 using 

electroencephalography, we observed that responses in EEG potentials that discriminate Shock from 

NoShock observation were higher for commanders than for intermediaries, but only when commanders 

were giving orders to a robot. Giving orders to an entity which does not have its own individual 

responsibility is likely to prevent a diffusion of responsibility phenomenon (Bandura, 2006). This 

effect was more reliable over the P3 than over the eLPP and the lLPP, which is consistent with former 

studies (Pech & Caspar, under review; Galang et al., 2021). To investigate further which areas mediate 

this difference we performed source reconstruction on our EEG data, which revealed involvement of 

insula and ACC as we had initially hypothesized. An obvious explanation for the difference between 

the MRI and EEG results in the insula and ACC, is that corrections for multiple comparisons in MRI 
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required a much stricter statistical criterion (FWE p<0.001) compared to the EEG analysis. Indeed our 

MRI study had a statistical power of 80% only for detecting effects of at least d=0.9. None of the 

significant effects we observed in the EEG had such large effect sizes. Indeed when looking at 

uncorrected fMRI results for the CommanderOfRobotAgent(S-NS)-

IntermediaryWithHumanAgent(S-NS) and CommanderOfRobotAgent(S-NS)-

CommanderOfHumanAgent(S-NS)  we observed ACC and insula activation when looking at 

uncorrected results (see Supplementary Figure S6). Another possible explanation on the difference 

between the MRI results in Study 1, which did not show statistical difference between our experimental 

conditions, and the EEG results in Study 2, which showed a higher amplitude of the P3 when 

participants commanded a robot could be that action-outcome have a shorter delays in EEG than in 

MRI set-ups. Indeed, in MRI, the outcome followed the agent’s keypress by 3-9s, while in EEG by 

200-800ms, because of the long intervals that are needed in fMRI task design. Former studies indicated 

that action-outcome delays impact agency, with longer action-outcome intervals impacting the sense 

of agency (Humphreys & Buehner, 2009). It could be the case that empathy is also impacted by long 

action-outcome delays.  

  

The overlap between the MRI results in Study 1 and the source reconstruction result in EEG in Study 

2 showed convergences but also differences. We indeed observed involvement of the AAC and the 

insula in our EEG data, which is consistent with the MRI results on pain observation in Study 1. 

However, there were also some areas which were not overlapping. A first critical difference was the 

auditory tone present after each keypress in the EEG study but not in the MRI study. A second one is 

that in the EEG study, the shock appeared 200, 500 or 800 ms after the keypress, thus including a lower 

separation between the motor response and the pain response compared to the MRI study where we 

use intervals of minimum 3s between the keypress and the shock. A third difference is that in the EEG 

study, we also asked our participants to estimate the delay between the keypress and the tone, a 

cognitive task that was not present in the MRI study. Future studies where EEG is used within MRI 

on the same participants could reveal a more precise overlapping in this context. 

  

When comparing activations from Study 1 to the activations obtained from another MRI study with 

the same experimental set-up but participant having the position of the agent (Caspar, Ioumpa et al., 

2020), we observed that neural activations in  areas including IPL and fusiform gyrus were reduced 

when individuals are commanding another agent compared to when they are agents themselves. In 

other words, being free to decide which orders to ask another person to execute leads to a more reduced 

activation in social cognition related brain regions than being free to both decide and act.   

  

When we compared activation patterns between agents coerced and commanders giving orders freely 

- thus having a classical hierarchical chain between one giving orders and one obeying orders - the 

agent had higher brain activation than the commander in empathy related areas as SII and IPL, 

suggesting that acting has a higher influence of the neural empathic response than having decisional 

power. The physical vicarious pain signature results are also supporting this notion. Taken together, 

our results suggest that having low social power reduces the neural empathic response. We also 

observed that not being the author of the action impacts even more this neural empathic response.  
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We also observed that behavioral results slightly differ between study 1 and study 2. In Study 1, the 

number of shocks delivered to the victim did not statistically change across the three experimental 

conditions, while in Study 2, agents delivered less shocks in the CommanderOfHumanAgent condition 

and in the CommanderOfRobotAgent condition, compared to the IntermediaryWithAHumanAgent 

condition. We actually observed that participants tended to disobey slightly more the orders of the 

experimenter in the MRI study compared to the EEG study. A possible explanation is that, even though 

participants were performing the task with the experimenter close to them in the MRI scanner, social 

distance with the experimenter could have been perceived as higher due to the MRI scanner and 

headphones. Also, we observed that in Study 1, participants reported a higher feeling of responsibility 

in both the CommanderOfHumanAgent condition and the CommanderOfRobotAgent condition 

compared to the IntermediaryWithAHumanAgent condition, while in Study 2, participants reported 

more responsibility in the CommanderOfRobotAgent condition compared to the two other conditions. 

This later finding perhaps explain why we also observed a higher neural response to the pain of the 

other in the CommanderOfRobotAgent condition, as previous studies showed a position relationship 

between the feeling of responsibility and empathy for pain (Lepron et al., 2015; Cui et al., 2012).  

  

In hierarchical situations, one person decides and orders, and another person executes. Thus, deciding 

and acting are two different cognitive functions that are split across two different individual’s brains. 

The data acquired in the present study combined with the data collected in a former study (Caspar, 

Ioumpa et al., 2020) suggest that being the commander or the intermediary involved reduced brain 

activations  in empathy-related brain regions for the pain inflicted for the victim compared to being 

free agents that can decide and act themselves. Our results also suggest that coerced agents or 

commanders experience a reduced agency over their actions and its consequences. These results show 

how powerful hierarchical situations can facilitate the commission of actions that harm others, as 

agency and empathy are split across multiple individuals. 
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Supplementary Information 

 

 

SUPPLEMENTARY INFORMATION S1 

 

Supplementary Table 1. BOLD activity of Shocks - Noshock contrast for all experimental conditions together. Only 

clusters surviving a 5% FWE correction at the cluster size are reported (t=3.5, p < .001, cluster size 160). Brain regions are 

identified using the Anatomy Toolbox (Eickhoff et al., 2005).  

 
Cluster 

size 

Voxels 

in cyto 

% 

Cluste

r 

H

e

m 

Cyto or Anatomical 

description 

% Area Peak 

t-value 

 

MNI coordinates 

x y z 

Shocks - Noshock all experimental conditions  

(5% FWE correction . t=3.5 . p<.001 . k=160) 

3622 

522.9 14.4 L 

Area hOc4la 

Middle Temporal Gyrus 61.2 

 

10.49 

 

-54 

 

-70 

 

2 

 

460.6 12.7 L 

Area hOc4lp 

Middle Occipital Gyrus 53.8 

 

5.98 -28 -92 12 

 

262.5 7.2 L 

Area hOc4v [V4(v)] 

Inferior Occipital Gyrus 36.1 

 

7.07 

 

-30 

 

-82 

 

-6 

 

  L 

Area hOc4v [V4(v)] 

Lingual Gyrus  

 

5.71  -32 -86 -14 

 

231.1 6.4 L 

Lobule VIIa crusI 

Cerebelum 7.6 

 

5.11 -26 -66 -32 

 

192.8 5.3 L 

Area FG2 

Fusiform Gyrus 37.8 

 

8.04 

 

-42 

 

-68 

 

-14 

 

183.4 5.1 L 

Area  FG3 

Inferior Temporal Gyrus 22.2 

 

6.30 

 

-40 

 

-42 

 

-18 

 

  L 

Area  FG3 

Fusiform Gyrus  

 

5.88 -40 -54 -20 

 143.4 4 L Area hOc3v [V3v] 15.5     

 131.3 3.6 L Lobule VI 7     

 

81.5 2.3 L 

Area hOc5 [V5/MT] 

Inferior Occipital Gyrus 101.4 

 

8.73 

 

-40 

 

-72 

 

-4 

 70.1 1.9 L Area hOc3d [V3d] 7.1     

 67.5 1.9 L Area hOc1 [V1] 3.3     

 20.6 0.6 L Area FG1 8.1     

 18.6 0.5 L Area hOc2 [V2] 2     

 11.4 0.3 L Area hOc4d [V3A] 2     

 4.9 0.1 L Area FG4 0.8     

 3 0.1 L Area PGp (IPL) 0.4     

3352 

448.4 448.4 R 

Area 45 

R IFG (p. Opercularis) 43.4 

 

7.29 56 18 32 

 

  R 

Area 45 

IFG (p. Triangularis)  

6.81 

52 20 24 

 

256.5 256.5 R 

Area 44 

R IFG (p. Opercularis) 42.7 

 

7.88 58 16 6 

 13 13 R Area Fo2 1.2     

 8 8 R Area Id1 4.9     

 1.4 1.4 R Thal: Parietal 0.4     

 0.8 0.8 R Thal: Temporal 0.1     

   R Insula Lobe  9.33 38 20 -2 

   R Insula Lobe  6.30 28 20 -16 

   R Middle Frontal Gyrus  7.25 46 48 4 

   R Precentral Gyrus  6 46 6 36 
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2850 401.6 14.1 R Area hOc4la 45.3     

 

252 8.8 R 

Area hOc4lp 

Middle Temporal Gyrus 45 

 

8.16 44 -72 2 

 

  R 

Area hOc4lp 

Middle Occipital Gyrus  

 

6.69 46 -78 6 

 202.1 7.1 R Lobule VI (Hem) 11.2     

 181.8 6.4 R Lobule VIIa crusI (Hem) 5.6     

 

112 3.9 R 

Area  FG3 

Inferior Temporal Gyrus 17.1 

 

6.66 42 -56 -14 

 81 2.8 R Area hOc4v [V4(v)] 13     

 79.5 2.8 R Area FG2 24.4     

 

56.8 2 R 

Area hOc5 [V5/MT] 

Middle Temporal Gyrus 97.4 

 

8.91 46 -66 4 

 44.9 1.6 R Area hOc3v [V3v] 5.3     

 31.9 1.1 R Area FG1 12.8     

 

21.3 0.7 

R Area hOc3d [V3d] Middle 

Occipital Gyrus 3.9 

 

5.94 30 -94 6 

 11.9 0.4 R Area hOc4d [V3A] 2.8     

 10.5 0.4 R Lobule VI (Verm) 4.5     

 5.9 0.2 R Area hOc1 [V1] 0.3     

 5.9 0.2 R Area FG4 1.2     

 5.6 0.2 R Area PGp (IPL) 0.6     

 3.5 0.1 R Area PGa (IPL) 0.5     

   R Inferior Temporal Gyrus  9.15 44 -68 -4 

1854 371 20 L Thal: Prefrontal 58.8 6.48 4 -6 2 

 303.5 16.4 R Thal: Prefrontal 54.2 5.74 14 -2 6 

 

  

R Thal: Prefrontal 

Thalamus  

 

5.54 10 -8 6 

 142.5 7.7 R Thal: Temporal 26.1 5.92 -12 -8 6 

 

  

R Thal: Temporal 

Thalamus  

 

5.50 8 -14 10 

 93.4 5 L Thal: Temporal 17.6 5.54 -2 -8 2 

 15.3 0.8 L Thal: Premotor 12.9     

 1.4 0.1 R Thal: Parietal 0.4     

 0.3 0 L Thal: Parietal 0.1     

   L Pallidum  5.97 -12 2 -2 

1227 

252 20.5 

R Area hIP3 (IPS) 

Inferior Parietal Lobule 55.2 

 

5.36 34 -54 48 

 

154 12.6 

R Area PF (IPL) 

SupraMarginal Gyrus 22.8 

5.30 

64 -32 24 

 

153.1 12.5 

R Area PFm (IPL) 

SupraMarginal Gyrus 21.7 

 

6.12 54 -44 42 

 

107.6 8.8 

R Area PFcm (IPL) Superior 

Temporal Gyrus 33 

 

5.30 60 -36 20 

 

89.1 7.3 

R Area 7PC (SPL) 

Superior Parietal Lobule 19.6 

5.95 

34 -54 60 

 

  

R Area 7PC (SPL) 

Inferior Parietal Lobule  

 

4.89 32 -46 50 

 71 5.8 R Area PFt (IPL) 17     

 

57.6 4.7 

R Area PFop (IPL) 

SupraMarginal Gyrus 25.2 

 

4.55 58 -20 26 

 48.1 3.9 R Area 2 7.4     

 41.9 3.4 R Area hIP2 (IPS) 19.9     

 26.1 2.1 R Area hIP1 (IPS) 9     

 22.6 1.8 R Area 7A (SPL) 2.9     

 4.5 0.4 R Area PGa (IPL) 0.6     

 0.9 0.1 R Area 1 0.1     

 0.6 0.1 R Area OP1 [SII] 0.2     
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 0.6 0.1 R Area 3b 0.1     

 0.3 0 R Area 3a 0.1     

947   L Superior Medial Gyrus  6.98 2 32 50 

   R ACC  6.70 8 34 20 

   R Posterior-Medial Frontal  6.44 4 22 58 

   R Superior Medial Gyrus  6.44 4 30 42 

   L ACC  4.95 0 30 30 

933   L PCC  6.15 -8 -42 24 

705   L Insula  8.98 -30 18 -10 

   L IFG (p. Triangularis)  5.89 -42 20 8 
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118 42.4 

L Area hIP3 (IPS) 

Inferior Parietal Lobule 25.8 

 

5.72 -34 -46 48 

 26.3 9.4 L Area hIP1 (IPS) 7.2     

 18.5 6.7 L Area 7PC (SPL) 10.8     

 

1.8 0.6 

L Area 7A (SPL) 

Superior Parietal Lobule 0.1 

 

3.81 -30 -56 56 

 1.1 0.4 L Area 5L (SPL) 0.2     

 0.5 0.2 L Area 2 0.1     

162   L Precuneus  4.65 -10 -60 32 

160   R Middle Temporal Gyrus  5.06 56 -30 -8 

 

 

 

SUPPLEMENTARY INFORMATION S2 

 

Supplementary Table 2. BOLD activity of comparisons between the agent and commander study conditions. Only 

clusters surviving a 5% FWE correction at the cluster size are reported (t=3.5, p < .001, cluster size 160). Brain regions are 

identified using the Anatomy Toolbox (Eickhoff et al. 2005).  
 

Cluster 

size 

Voxels 

in cyto 

% 

Cluster 

Hem Cyto or Anatomical 

description 

% Area Peak 

t-value 

 

MNI coordinates 

x y z 

Two sample t-tests between 

Agent Free Shocks - Noshock and Intermediary with Human Agent Shocks - Noshock 

(5% FWE correction . t=3.5 . p<.001 . k=236) 

373 

97 26 L 

Area PFt (IPL) 

Postcentral Gyrus 16.6 

 

4.43 -52 -22 28 

 

  L 

Area PFt (IPL) 

SupraMarginal Gyrus  

 

3.59 -62 -26 32 

 

95.6 25.6 L 

Area PFop (IPL) 

Postcentral Gyrus 43.1 

 

4.48 -58 -20 26 

 

66.3 17.8 L 

Area PF (IPL) 

SupraMarginal Gyrus 12.7 

 

4.74 -64 -32 28 

 27 7.2 L Area PFcm (IPL) 8.3     

 

15.4 4.1 L 

Area 3b 

Postcentral Gyrus 2.7 

 

4.37 -48 -22 32 

 12 3.2 L Area 2 2.3     

 4.9 1.3 L Area OP1 [SII] 1.3     

 4.1 1.1 L Area 3a 1.4     

 1.8 0.5 L Area OP4 [PV] 0.5     

 1.1 0.3 L Area TE 3 0.1     

 0.5 0.1 L Area 1 0.1     

 

  L 

Superior Temporal 

Gyrus  

 

3.51 -62 -40 14 

237 

50.3 21.2 R Area PFcm (IPL) 15.4 

 

 60 -32 18 
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Superior Temporal 

Gyrus 

 

3.63 

 

39 16.5 R 

Area PF (IPL) 

Superior Temporal 

Gyrus 5.8 

 

 

 

4.48 60 -40 18 

 37.5 15.8 R Area PFm (IPL) 5.3     

 7.9 3.3 R Area PGa (IPL) 1.1     

   R Middle Temporal Gyrus  3.66 60 -46 10 

236 7.5 3.2 R Area 44 1.2     

 0.4 0.2 R Area 45 0     

   R IFG (p. Opercularis)  4.81 46 8 28 

   R Precentral Gyrus  4.03 48 6 42 

Two sample t-tests between 

Agent Free Shocks - Noshock and Commander of Human Agent Shocks - Noshock 

(5% FWE correction . t=3.5 . p<.001 . k=163) 

258 

33.3 12.9 R 

Area FG4 

Fusiform Gyrus 6.8 

 

4.48 30 -52 -10 

 5 1.9 R Lobule V (Hem) 0.6     

 3.4 1.3 R Subiculum 0.9     

 2.6 1 R Area FG1 1.1     

 0.9 0.3 R Area hOc3v [V3v] 0.1     

 0.4 0.1 R Area hOc1 [V1] 0     

 0.3 0.1 R Area hOc2 [V2] 0     

   R Fusiform Gyrus  4.86 26 -42 -12 

 

  R 

ParaHippocampal 

Gyrus  

 

3.90 18 -42 -6 

   R Cerebelum (IV-V)  3.80 22 -36 -20 

232 

75.9 32.7 L 

Area FG4 

Fusiform Gyrus 12.8 

 

5.59 -26 -52 -10 

 

33 14.2 L 

Area hOc1 [V1] 

Lingual Gyrus 1.6 

 

4.04 -14 -58 -4 

 10.3 4.4 L Area hOc2 [V2] 1.1     

 5 2.2 L Area hOc3v [V3v] 0.5     

 1.1 0.5 L Area hOc4v [V4(v)] 0.2     

163 23 14.1 R Area PF (IPL) 3.4     

 

22 13.5 

R Area PFm (IPL) 

Superior Temporal 

Gyrus 3.1 

 

 

4.20 62 -42 20 

 7 4.3 R Area PGa (IPL) 0.9     

 6.6 4.1 R Area PFcm (IPL) 2     

 

  

R Superior Temporal 

Gyrus  

 

4.02 60 -46 14 

   R Middle Temporal Gyrus  3.98 60 -44 10 

Two sample t-tests between 

Agent Coerced Shocks - Noshock and Commander of Human Agent Shocks - Noshock 

(5% FWE correction . t=3.5 . p<.001 . k=315) 

315 

37 11.7 

R 

Area 4a 

Precentral Gyrus 3.4 

 

 

4.12 22 -30 66 

 

7.2 2.3 

L 

Area 4a 

Paracentral Lobule 0.8 

 

 

3.77 -4 -24 70 

 4.7 1.5 R Area 4p 1.5     

   R Posterior-Medial 

Frontal 

  

5.22 12 -20 66 

   R Postcentral Gyrus  4.69 12 -30 62 

   R Superior Frontal Gyrus  4.08 18 -10 66 
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SUPPLEMENTARY INFORMATION S3 
 

  

Control study - Methods 

  

Participants 

 

Thirty-one participants (10 males, 21 females) were recruited in 16 dyads. None of the participants 

reported to know each other. Of note, one participant failed to present himself on the agreed time at 

the laboratory, and the participant that would have been paired with him therefore only played the role 

of the commander. The mean age was 22.26 (SD=2.9). The following exclusion criteria were 

determined prior to further analysis: (1) failure to understand the task, or (2) failure to obtain a good 

signal-to-noise ratio for electroencephalography (EEG) recordings. The EEG data of 10 participants 

were not analyzed: 4 because of too many visual artifacts, head artifacts and/or sweat artifacts, and 6 

because they delivered too small a number of shock (<5/60, N=4) or too high a number of shocks (>55, 

N=2) in either one or all conditions. This would have prevented estimating reliable difference between 

painful shock and non-painful shock trials. The study was approved by the local ethics committee of 

the local ethical committee of the Université libre de Bruxelles (ref: 018/2015). Data are made 

available on OSF (https://osf.io/scw9z/). 

  

Procedure 

 

To preserve the same experimental set-up as in Study 2, participants were isolated in a room and 

‘victims’ were in another room with the camera displaying their two hands in real-time on the 

participants’ screen. There were two experimental conditions: a CommanderOfHumanRobot 

condition, where participants could decide which order to give to a robot executing their order, and an 

IntermediaryWithRobotAgent condition, where participants transmitted the order received by the 

experimenter to the robot executing their order. In the two experimental conditions, the experimenter 

came to talk to the participant before the start of each experimental condition but then left the room by 

mentioning that it was to avoid too many interferences in the EEG recordings due to her presence. 

Participants were told that they would hear the experimenter’s instructions through the headphones. 

 

Each trial started with a fixation cross lasting between 1 and 2 seconds. When the fixation cross 

disappeared, participants received a verbal instruction from the experimenter. Then, they had to press 

one out of two buttons: PAINFUL SHOCK, associated with the red color, or NON-PAINFUL 

SHOCK, associated with the green color, in order to send an order to the robot agent (see Figure S1). 

The robot then pressed the corresponding button on its own button box. In this control study, a shock 

was systematically sent. If the PAINFUL shock button was pressed, the shock was set up to be at the 

pain threshold. If the NON-PAINFUL SHOCK button was pressed, the shock was set up to be non-

painful. Before starting the experiment, we determined the painful and non-painful thresholds on the 

two hands of each participant. On the right hand, we positioned one electrode on the top of the hand 

and one electrode on the bottom of the hand. On the left hand, the two electrodes were positioned on 

the bottom of the hand, thus not visible. For the left hand, we calibrated a threshold in order to produce 

a visible muscular twitch for each shock received but at a non-painful threshold. To do so, we asked 
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participants to tell us when their fingers were moving but the shock remained not painful. For the right 

hand, we increased the stimulation up to the pain threshold, similar to Studies 1 and 2. The two hands 

of the victims were placed below the camera that the commander could see. We kept the electrodes 

visible on the left hand to remind participants that this corresponded to the painful shock. In addition, 

when participants pressed the PAINFUL SHOCK or the NON-PAINFUL SHOCK, and arrow, either 

red or green depending on the keypress, appeared and pointed towards the hand which was going to 

receive the shock. This procedure ensured that participants were actually paying attention to the correct 

hand at the moment of the shock. Compared to Studies 1 and 2, there was no random mapping of the 

keypress as we could not switch the hand receiving the painful shock and non-painful shock on each 

trial. In that study, we did not ask participants to estimate the delay between the keypress and the shock 

as it was not necessary for the control. 

  

 
Figure S1. Visual display of the structure of a single trial. Participants in either condition were seeing the two hands of 

the ‘victim’ on the bottom left and the robot executing their order on the bottom right. If participants pressed the red or the 

green button, the corresponding color appeared on the button box of the robot, which then executed the order. A red or 

green arrow pointing to the hand where the shock was going to be delivered was then displayed on the screen to ensure 

that participants looked at the correct hand. The only difference between the two experimental conditions (Commander vs. 

Intermediary), was the auditory instruction they were given at the start of each trial. In the commander condition, they were 

told ‘you can decide’, and participants could thus choose freely between pressing the red or green button; in the 

intermediary condition, they were instructed to ‘give a painful shock’ or ‘give a non-painful shock’ depending on the trial, 

and then typically pressed the requested button. 

  

Each experimental condition was composed of 60 trials. Order of the experimental conditions was 

counterbalanced across participants. At the end of the experiment, participants had to fill in a 

questionnaire assessing how sorry and how bad they felt during each experimental condition. 

  

EEG recordings 

 

Brain activity was recorded using a 32-channel electrode cap with the ActiveTwo system (BioSemi) 

and data were analyzed using Fieldtrip software (Oostenveld et al., 2011). The same preprocessing 

steps and analyses as in Study 2 were performed. 
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Control study - Results 

  

As it was the aim of the control study, we first compared painful shock trials to non-painful shock 

trials to ensure that our ERPs were sensitive to pain processing. The same ERPs as in Study 2 were 

extracted (i.e., N1, P2, N2, P3, eLPP, lLPP). One participant was excluded because the data deviated 

from more than 2SD. We conducted paired-sample t-tests between the amplitude of painful shocks and 

the amplitude of non-painful shocks in the two experimental conditions combined. The frequentist 

approach and the Bayesian approach confirmed that the P3 (t(19)=4.302, p<.001, Cohen’s d=.962, 

BF10=84.437), the eLPP (t(19)=4.000, p<.001, Cohen’s d=.894, BF10=46.119) and the lLPP 

(t(19)=4.495, p<.001, Cohen’s d=1.005, BF10=124.241) are sensitive to the visualization of pain such 

as in Study 2, with a higher amplitude of these ERPs when participant witnessed the painful shocks 

compared to the non-painful shocks. Other comparisons were in favor of H0 (all ps>.4, all BFs10<.290). 

A pain response, corresponding to the subtraction of non-painful shocks to painful shocks, was then 

computed on the P3, the eLPP and the lLPP. 

  

We then conducted a repeated-measures ANOVA with Condition (CommandRobotAgent, 

IntermediaryWithRobotAgent) as within-subject factor on the pain response of the P3, the eLPP and 

the lLPP. For the P3, we observed evidence in favor of H1 for a main effect of condition (F(1,19)=6.749, 

p=.018, η2
partial

 = .262, BFincl=3.490), with a higher amplitude of the P3 in the CommandRobotAgent 

condition (4.2µv, CI95=2.49-5.90) compared to the IntermediaryWithRobotAgent condition (2µv, 

CI95=.3-3.71), see Figure S2. The same effect of Condition was inconclusive for the eLPP (p=.092, 

BFincl=1.020) and for the lLPP (p>.2, BFincl=.568). 

 

 

 
Figure S2. Event-related potentials in painful shock (full lines) and non-painful shock (dotted lines) in the CommandRobotAgent 

condition (blue lines) and in the IntermediaryWithRobotAgent (orange lines).  
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SUPPLEMENTARY INFORMATION S4 

 

 

Source reconstruction results 

 

We computed the maps corresponding to our three contrasts of 

interest[CommanderOfHumanAgent(S-NS)-IntermediaryWithHumanAgent(S-

NS)],[CommanderOfRobotAgent(S-NS)-IntermediaryWithHumanAgent(S-

NS)],[CommanderOfRobotAgent(S-NS)-CommanderOfHumanAgent(S-NS)]. We then post-

processed them by selecting the voxels with the highest 5% of values encoding for regions that are the 

most positively involved in the selected ERP. Results are shown in Figure S3. 

 
Figure S3: maps derived reconstructing the EGG signal for the contrasts [CommanderOfHumanAgent(S-NS)-

IntermediaryWithHumanAgent(S-NS)] in green, [CommanderOfRobotAgent(S-NS)-IntermediaryWithHumanAgent(S-

NS)] in cyan, [CommanderOfRobotAgent(S-NS)-CommanderOfHumanAgent(S-NS)] in violet. The voxels with the 

highest 5% of values are displayed. 
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In order to compare Study 1 and Study 2 and to ensure that witnessing a shock versus no shock being 

delivered on the victim’s hand involve a similar brain activation pattern, we overlaid the MRI results 

obtained in Study 1 to the EEG results obtained in Study 2 for the Shock - No Shock contrast. Results 

are displayed in Figure S4.  

  

 
Figure S3: Overlap (in orange) between the maps from the GLM analyses for Sock-NoShock contrast (in red) 

and the 5% higher activation map derived reconstructing the EGG signal for the Sock-NoShock contrasts using 

the mean activation from components P3, eLPP and lLPP (in yellow).  
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General Discussion 
 



Moral decision-making is an inevitable part of human lives, from helping a friend to move to a new 
house instead of spending a day of rest to disobeying the demands of an authority to harm a conspecific 
risking facing the consequences of the opposition. However, social decision-making is a complex and 
multi-faceted process that involves the interplay of various factors. Through a selection of 
neuroimaging studies this thesis presents novel insights into the underlying neural mechanisms of pain 
perception and moral decision-making, while investigating the role of individual differences in 
empathy, learning under moral and the effect of different hierarchical schemes. The previous chapters 
have explored how somatically feeling the pain of others influences the motivation to help someone in 
need, how individuals learn the consequences of their actions in situations where self-benefit comes at 
the expense of others and the effect of different levels of hierarchy on moral decision-making and the 
brain. Our focus was on the role of the vicarious pain network which as hypothesized was found to 
have a significant role in these processes. More specifically we observed the significant role of the 
vicarious pain network in shaping prosocial behavior, as evidenced by the positive correlation between 
its activity and the extent to which individuals offered help. Notably, somatically experiencing 
another's pain was found to enhance prosociality. Examining pain perception in the insula revealed: 
distinct regions encoding pain intensity separately for facial and bodily stimuli, the existence of 
neurons whose spiking activity correlated with perceived intensity and correlations between broadband 
activity and subjectively perceived pain intensity. In the moral conflict learning paradigm, even when 
individuals made self-beneficial decisions, their brains still exhibited neural representations of others' 
pain, with the ventromedial prefrontal cortex (vmPFC) implicated in considering preferences. 
Explorations of the relationship between empathy for pain and hierarchy revealed that compliance to 
orders was associated with reduced activity in the vicarious pain network and that both those directly 
inflicting pain, as well as those giving orders, exhibited a reduction in agency, responsibility and 
empathy. In the following sections, I will expand on the main contributions including an examination 
of some further limitations, additional to the ones already discussed in the empirical chapters, and 
discuss potential avenues for future research.  

Overall conclusions 

We explored pain observation and costly-helping behavior with or without authority pressure in 5 
empirical chapters. 

In Chapter 2 we studied the involvement of the vicarious pain network in decision-making that 
involved costly-helping in individuals that did report mirror-pain synesthesia experiences in their lives, 
i.e. somatically feeling the pain of others on their bodies, and in those who did not. Our results suggest
that reporting somatically feeling the pain of others, increased the willingness to assist a person in need
and secondary somatosensory cortex (SII) activity was more associated with helping in synesthetes
than in controls. Irrespective of reporting mirror pain synesthesia experiences, the vicarious pain
network scaled with how much our participants decided to help. In a condition where participants
determined the pain of the confederate through her facial expressions, brain activity in the insula, SII
and midcingulate cortex (MCC) was found to be associated with the trial-by-trial variability in the
decision to donate money to reduce the pain of the victim, while activity in primary somatosensory
cortex (SI) and middle temporal gyrus (MTG) explained variance in donations in a condition where

CHAPTER 7

291



the pain was conveyed by the kinematics of the hand of the confederate. Additional multivariate 
analysis for observation of pain, experience of pain and experience of guilt revealed that these 
processes contribute to the decision to help others. 

To decide how much to help a person in pain, it is essential to perceive the level of pain the victim is 
experiencing. The aim of Chapter 3 was to further explore the role of one of the regions we found to 
be involved in the costly helping decision-making paradigm of Chapter 2, the insula, in this process of 
pain perception. We conducted two studies, combining iEEG in patients and fMRI in healthy 
volunteers. For the former, presurgical epilepsy patients implanted with electrodes rated the same two 
types of face and hand stimuli used in Chapter 2. Our results showed that broadband activity in the 20-
190 Hz range in the insula correlated with the trial by trial pain rating that the patients provided for 
both types of stimuli. We additionally isolated 8 insular neurons with spiking that correlated with 
perceived intensity and found that some locations were coding intensity only for faces, and others only 
for hands. In a second study a different group of participants was asked to rate pain intensity from the 
same stimuli in an fMRI scanner. When comparing the broadband activity measured with iEEG with 
results from the fMRI experiment, we found a consistent spatial organization for the representation of 
intensity for our hand stimuli, with stronger intensity representation more anteriorly and around 
neurons with intensity coding. A more disorganized representation characterized the face stimuli.  

In Chapter 4, we examined the process of learning in situations of moral conflict. Participants' choices 
were better explained by a reinforcement learning model that took into account the current value of 
separately expected outcomes than by one that took into account the combined historical values of the 
past outcomes. Our findings indicated that people, regardless of whether they favor maximizing their 
own gains or minimizing someone else's pain, were capable of learning and keeping track of both 
modalities and that individuals who prioritized their own benefit, did so even while still representing 
the pain of others. The degree of individual preference for one over the other option was reflected by 
a value parameter that reflected relative importance of each outcome and it was found to predict 
choices in the costly helping task described in Chapter 2. The vmPFC seemed to play a role in the 
decision-making process when personal preferences came into play while the vicarious pain network 
was found to represent prediction errors for pain irrespectively of individual preferences. 

In Chapters 5 and 6, we investigated the neural mechanisms of observing another individual in pain, 
in hierarchical contexts. Our findings demonstrated that compliance to orders alters the way people 
process and perceive the pain of others, illustrating the potential risk of hierarchical structures, as 
agency, responsibility, and empathy are distributed among individuals in a chain of commands. In 
Chapter 5, we focused on executors/agents. Our results showed that, even when participants were 
aware that the shock intensity delivered to the victim was identical in both coerced and free conditions, 
they perceived the shocks as less painful in the coerced condition. fMRI results revealed that 
compliance to orders resulted in reduced activity in the vicarious pain network during the observation 
of the shocks on the victim. Furthermore, participants reported feeling less responsible in the coerced 
condition and our multivariate analysis indicated a reduction in the neural network of guilt in the 
coerced condition compared to the free choice one. In Chapter 6, we continued examining social 
decision-making and brain activity within hierarchical structures focusing on commanders, individuals 
who issue orders to executors/agents. Our fMRI results indicated a similarly low activation in brain 
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regions related to empathy for pain when commanders or intermediaries transmitted orders to an 
executor/agent to cause pain to a victim compared to when they were directly causing the pain 
themselves. The sense of agency did not vary between commanders and intermediaries, regardless of 
whether the executor was a robot or a human. However, when looking at the P3, as a measure of the 
response to witnessing the pain of the victim, we found it higher when the executor was a robot 
compared to a human, and signal source reconstruction of the EEG signal demonstrated that this effect 
was mediated by areas including the insula and anterior cingulate cortex (ACC). Comparing our 
neuroimaging results in commanders to the ones from Chapter 5 on executors/agents revealed more 
activation for agents than for commanders suggesting that in hierarchical settings, the individuals 
carrying out the actions (the agents/executors) represent more the pain of their victims compared to 
commanderes giving orders. 

Brain regions with a central role in pain perception and moral decision-making 

Perceiving the pain of others and its intensity is the first step towards deciding to help or not and how 
much help is needed. In Chapter 3 we focus on the role of insula in pain observation. Our results 
showed that broadband activity in the 20-190 Hz range in the insula correlated with the trial by trial 
pain rating and that the spiking of 8 insular neurons correlated with the perceived intensity. Some 
locations coded intensity only for faces, and others only for hands. In Chapter 2 we also observed 
insula activation during pain observation where the same stimuli for face and hand as in Chapter 3 
were used in fMRI. When it comes to the role of insula in helping behavior, in the same chapter we 
saw that the amount of donation made to alleviate the pain of the confederate correlated with activation 
in the insula as well. Chapter 4 had similar stimuli as the face ones used in Chapters 2 and 3 with the 
difference that there was only low and high intensities. In this chapter insula activation was observed 
when participants were observing the outcome of their decisions and when looking at activation for 
prediction errors both for shock and money. In Chapters 5 and 6 we observed activation of the insula 
when our participants were observing the pain of the victim during all conditions. In agents insula was 
more activated in Chapter 5 in the free choice condition compared to the coerced one. In the same 
chapter we observed that for participants who were agents first, the more their insula was activated the 
less shocks they administered in the free choice condition. When studying commanders in Chapter 6, 
source reconstruction of the EEG signal demonstrated enhanced activation in the insula when the 
executing agent was a robot compared to a human. 

Another area we were particularly interested in was the ACC. In Chapter 2 we observed ACC 
activation during pain observation and when taking into account that the amount of donation made 
trial by trial to alleviate the pain of the confederate. In Chapter 4 ACC was activated when participants 
were observing the outcome of their decisions, when looking at activation for prediction errors for 
shock and for prediction errors for shock multiplied with the learning rate for shocks. In Chapters 5 
and 6 ACC was active when our participants were observing the pain the victim was receiving during 
all conditions. In Chapter 5, the ACC was more activated in agents in the free choice condition 
compared to the coerced one. In the same chapter we observed that activation of the ACC correlated 
positively with the Empathic Concern scale of the IRI questionnaire. In Chapter 6, source 
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reconstruction of the EEG signal in commanders demonstrated enhanced activation in the ACC when 
the executing agent was a robot compared to a human. 
 
Regarding the somatosensory cortex, in Chapter 2 we found SII activated during pain observation and 
a comparison of the face and hand conditions revealed enhanced SII activation for the hand minus the 
face condition. SII was also active when taking into account the trial by trial donation that participants 
made to help the confederate. When comparing individuals reporting mirror-pain synesthesia 
experiences and those who did not, we observed enhanced SII activation for the first in the hand 
condition. A partial least-square regression that has higher sensitivity than univariate analyses revealed 
that SI also contained information related with magnitude of donations when the pain was conveyed 
by the hand in pain. In Chapter 4 we observed SII activation during pain observation and when looking 
at activation for prediction errors for shock. Both in Chapters 5 and 6 SII was active during pain 
observation and when comparing the conditions in which participants were intermediaries in Chapter 
6 to the condition in which participants were agents and free to decide in Chapter 5. 
 
Regarding PFC, in Chapter 2 we observed activation in both during outcome observation and when 
taking into account the trial by trial donation that participants made for both conditions. In Chapter 4 
we found the vmPFC to have signals covarying positively with prediction error for the shock with a 
more ventral cluster associated with the prediction error for the shock in a way that depended on 
participants preferences and a more dorsal associated with prediction error for the shock in a way that 
does not depend on participants’ preferences. At a reduced threshold we found activation at vmPFC 
associated with prediction error for the money as well. In an exploratory analysis in Chapter 5 looking 
at the decision-phase of all trials, independently of whether participants later chose to give or not to 
give shocks we observed that vmPFC was more active while taking a decision in the free choice 
condition compared to following orders in the coerced condition. 
 
Summarizing areas as the insula, ACC, somatosensory cortices and vmPFC were found to play an 
important role in pain observation and the choice to help while their activity seemed to be reduced by 
hierarchy. Insula and ACC activation were involved in pain observation, correlated positively with the 
help provided and signaled deviance from expected outcomes. Their activation was also reduced by 
hierarchy and the sharing of responsibility. Insula was additionally found to have distinct regions 
encoding pain intensity separately for facial and bodily stimuli and neurons whose spiking activity 
correlates with perceived intensity. SII was activated during pain observation, when taking into 
account the trial by trial donation that participants made to help and when comparing individuals 
reporting mirror-pain synesthesia experiences and those who did not for the donations that were made 
in the hand condition. vmPFC was found to have signals covarying positively with prediction error for 
the shock both in ways that depended and not depended on participants preferences. The area was also 
found to be active during pain observation and correlated with the help that participants provided. 
 
Recruitment of multivariate signatures for pain observation, experience of pain, guilt and 
reward 
 
Due to the limitations of reverse inference in functional neuroimaging studies and the difficulty of 
associating activity in specific brain regions with mental processes (Poldrack, 2006) in recent years 
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neurological signatures that capture the activation during different cognitive processes with sensitivity 
and specificity have been increasingly used. In the different empirical chapters of this thesis we 
employed such analyses to further and more robustly investigate the involvement in moral decision-
making of the networks for: observation of pain, experience of pain, feelings of guilt and reward. 
 
Using the Vicarious Pain Signature (VPS, Krishnan et al., 2016) in Chapter 2 we found that the 
vicarious pain network was encoding information related to the donations that participants made both 
for the face and hand conditions which was aligned with our univariate results. In Chapter 5 the results 
from VPS analyses further supported the reduced activation of the vicarious pain network during the 
coerced condition, where our agents were receiving orders to harm the victim, compared to when they 
were freely deciding to administer the shocks. In Chapter 6 we used the physical vicarious pain 
signature developed by Zhou et al., (2020) that scales with perceiving observed pain when witnessing 
body parts in pain since our stimuli depicted a hand in pain. We observed increased activation of the 
physical vicarious pain signature when agents were freely deciding compared to intermediates 
following orders. When comparing the loadings for the three conditions of commanders 
(CommanderOfRobotAgent, CommanderOfHumanAgent and IntermediaryWithHumanAgent) we 
found evidence for absence of a difference between the conditions. In Chapter 4 we used the Affective 
Vicarious Pain Signature (AVPS, Zhou et al., 2020) which has specifically been developed for 
decoding pain information when the pain is conveyed from facial expressions as it was the case for 
our stimuli. We found that the prediction error for the shock but not for the money loaded significantly 
on AVPS. The strength of the loading for the prediction error for the shock did not depend on 
individual preferences. In the same chapter. Using a Reward Signature (RS, Speer et al., 2023) we 
found that both the prediction error for the shock and money loaded, showing  that receiving less 
intense than expected shocks or higher than expected monetary rewards induced activity typical of 
receiving a reward.  
 
We employed the Neurological Pain Signature (NPS, Wager et al., 2013) to selectively capture brain 
activation related to the experience of pain. Using it in Chapter 2 revealed that the pain experience 
network was also encoding information for the donations that participants made both for the face and 
hand conditions. In Chapter 5 the results from NPS analyses showed reduced activation of the pain 
observation network during the coerced condition compared to when agents were freely deciding to 
administer the shocks.  
 
The use of the interpersonal guilt signature (Yu et al., 2020) allowed us in Chapter 2 to examine the 
involvement of the network of guilt during helping. We found that the interpersonal guilt network was 
encoding information related to the donations that participants made both for the face and hand 
conditions. In Chapter 5 using the same signature revealed reduced activation of the interpersonal guilt 
network when the agents were coerced compared to when they were freely deciding to shock the 
victim.  
 
In summary the signature analyses indicated that the vicarious pain network as well the networks for 
experience of pain and guilt encode information related to the helpingand that the activation of these 
networks are reduced with coercion. The vicarious pain network was additionally found to encode 
prediction errors related to the pain of others but not for the self money gains while the strength of the 
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loading did not depend on individual preferences for one of the two outcomes. We also observed that 
receiving less intense than expected shocks or higher than expected monetary rewards induced activity 
typical of receiving a reward.  
Helping across paradigms  
 
In Chapter 2 we saw that the way in which the pain of the confederate was demonstrated, via facial 
expressions or via the kinematics of the hand in pain, did not influence the amount of donation made. 
The use of the neurological signatures for observation of pain, experience of pain and feeling of guilt 
were also involved in helping for both the face and hand conditions. Our results also suggested that 
reporting somatically feeling the pain of others leads to increased helping for both conditions and that 
this difference in behavior is driven by SII in the condition when the pain is conveyed by the movement 
of the hand in pain. 
 
In Chapter 2 we had decision-making data only from female participants but in Chapters 4,5 and 6 
from participants of both sexes. In none of our experiments sex seemed to play a role in the decisions 
that participants made. In Chapter 4 we saw that the model selection did not depend on the sex of the 
participants. In both Chapter 2 and 4 the confederate was a woman. We do not know if changing the 
sex of the confederate would create a difference in participants' decisions and this would be a question 
worth investigating. In Chapters 5 and 6 we also did not observe any sex differences. In these two 
chapters we always involved pairs of same sex participants and can not know how the dynamics would 
change with mixed sex pairs. 
 
In Chapter 3 we observed for our online study equal sized groups for considerate, lucrative and 
ambiguous preferences while in our fMRI study, most participants (13/27) showed a significant 
preference for the considerate option and only 3/27 for the lucrative. We pinpoint two potential reasons 
for this difference between the online and the on site experiment. One could be the difference in the 
vicinity of the experimenter in the fMRI experiment that may have led to increased prosociality due to 
social desirability. Another reason could be the different cover stories, as in the fMRI experiment 
participants were under the impression that all shocks were being delivered in real time, while in the 
online experiment, that only a subset would later be delivered. Conducting and comparing on site 
experiments with these two cover story variations would shed more light to this difference in 
participants preferences. In Chapter 3 our fMRI participants and the online participants had a different 
age but no significant correlation was observed between age and preferences. 
 
Another difference between the experiments in Chapters 2 and 4 and the ones in Chapters 5 and 6 that 
might have influenced decision-making is the role reversal that existed in the last two. Future 
experiments could investigate the influence of role reversal in experiments similar to the ones at 
Chapters 2 and 4 and the lack of role reversal in experiments similar to the ones described in Chapters 
 5 and 6. 
 
Subjective reports and relation with behavior and neural activity 
 
In none of our experiments we found any correlation between empathy as a trait assessed by the 
Interpersonal Reactivity Index and behavior or neural activity. The same was the case for the Money 
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Attitude Scale. This was not in accordance with our prior expectations but ιs less surprising under the 
light of research showing that empathy is determined both by context dependency and automaticity 
(Zaki, 2014) as well as the balance between ability and propensity to empathize (Keysers and Gazzola, 
2014). The above mentioned trait measures have not been developed to assess states under conflictual 
contexts. 
 
In Chapter 2 we asked our participants to report whether they have mirror-pain synesthesia experiences 
in their everyday lives and found out that grouping our participants based on their response resulted in 
a significant group effect in donation participants made in order to help the confederate in need. We 
additionally administered to our participants the Vicarious Pain Questionnaire (VPQ) and found that 
this measure correlated with self reports. However the VPQ did not seem to capture the experience of 
all participants that reported having mirror-pain experiences in their everyday lives. 
 
In Chapter 5 we asked agents to report how responsible, bad and sorry they felt for administering 
shocks to the victim and we found these reports to be less high for the coerced condition compared to 
the free choice one. Participants also reported to perceive as less painful the shocks they administered 
to the victim in the coerced condition. 
 
In Chapter 6 we found that commanders reported different levels of responsibility in the three different 
conditions and that the higher they scored on the Levenson Primary Psychopathy scale, the more 
shocks they freely ordered the agent to send to the victim. We also observed positive correlations 
between the number of shocks ordered and the purity and authoritarianism subscales of the Moral 
Foundation Questionnaire. 
 
In the future perspectives section I am discussing additional ways of assessing subjective experience. 
 
 

Limitations 
 

The limitations of correlation neuroimaging techniques 
 
The fMRI and EEG neuroimaging techniques used in this thesis, were able to provide insights into 
which neural processes are associated with our questions of interest but they cannot prove whether the 
relationships discovered are causal. In other words these techniques can detect correlations between 
activation and performance in a task but not activations that are critical and necessary for the task 
(Fellows et al., 2005). 
 
Non-invasive brain stimulation techniques, such as Transcranial Magnetic Stimulation (TMS) and 
Transcranial Direct Current Stimulation (tDCS), are commonly used methods available for assessing 
causal relationships in healthy humans. These techniques temporarily alter the activity of a specific 
brain region and its associated network, and if there is a causal relationship between the targeted brain 
network and behavior, one would then expect a change in behavior. A lack of change in behavior 
would then speak against a causal contribution, as long as the neuromodulation was effective. In TMS 
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a coil is used to produce a magnetic field that is directed at a specific area of the brain. The coil is 
positioned on the scalp, and the magnetic field induces neuronal firing, and depending on the 
parameters used such as the frequency, intensity or duration of the pulses it can be excitatory or 
inhibitory. TMS has been extensively utilized in cognitive tasks, with various studies showcasing its 
success (Rossini et al. 2015). tDCS uses electrodes placed on the scalp to deliver a direct current across 
the brain. Instead of directly causing neuronal firing, tDCS modifies the environment around neurons, 
allowing the neural activity to be either facilitated or inhibited depending on the direction of the current 
flow. This method is considered to be more cost-effective and portable than TMS and has fewer side 
effects (Brunoni et al., 2012). A more recently developed non-invasive brain stimulation technique is 
"transcranial Focused-Ultra-Sound" (tFUS). It uses a single-element-focused transducer to modulate 
brain activity, with a spatial resolution of a few millimeters. This technique can target deep structures 
in the brain that cannot be reached with other brain stimulation techniques such as TMS or tDCS. This 
aspect seems promising for the study of empathy for pain and social decision-making where areas such 
as the insula are of great importance (Legon et al., 2014). 
 
Gallo et al. (2018) used TMS and tDCS within the same paradigm described in Chapter 2 showing the 
key role of SI in both the perception of pain and prosocial behavior when the pain was conveyed by 
the kinematics of the confederate’s hand in pain. It would be intriguing to see whether the mechanism 
is the same in individuals reporting mirror pain synesthesia experiences. Moreover, neuromodulation 
during the moral conflict learning task described in Chapter 4, could provide further causal insights on 
how disturbing specific areas would influence prosociality and individual learning parameters. 
Identifying areas necessary for obedience, whose modulation would alter the obedience-disobedience 
ratio, would also be of great interest. 
 
Some of the studies in this thesis relied on analyzing brain activity using voxel analyses containing 
millions of neurons. In these occasions, it is unclear whether the relationship between brain activity 
and behavior observed with fMRI is due to activity at the neuron or population level. fMRI has also 
been shown to be sensitive to changes in synaptic input even this synaptic input does not trigger activity 
in the measured brain region. In Chapter 3 we used intracranial recordings, to study pain observation, 
which is a method providing a more direct way of measuring neuronal activity.  
Limited ethnic sampling 
 
In the on site experiments described in Chapters 2, 3, 4, 5 and in the fMRI experiment described in 
Chapter 6 we involved participants from the local Amsterdam area. In the EEG experiment described 
in Chapter 6 our participants were recruited from the Brussels area. In the online study of Chapter 4 
individuals across the globe could take part. We did not collect information on ethnicity or cultural 
background for any of our experiments and the question whether such differences would play a role is 
an important one. 
 
The need to be more cautious and be explicit about the generalizability of research findings across 
different samples and settings has already been highlighted (Simons et al., 2017). The lack of inclusion 
of representative experimental samples has been brought up over the years as a challenge in 
contemporary experimental psychology research (Chiao, 2009; Henrich et al., 2010; Rilling and 
Sanfey, 2011). It has been stated that most experimental psychology research is limited to a narrow 

DISCUSSION

298

https://www.zotero.org/google-docs/?X0XCaw
https://www.zotero.org/google-docs/?dRp8VG
https://www.zotero.org/google-docs/?2ukezd
https://www.zotero.org/google-docs/?IAvrby
https://www.zotero.org/google-docs/?IAvrby


segment of humanity known as "WEIRD people" (Western, Educated, Industrialized, Rich, and 
Democratic) (Henrich et al., 2010). The assumption that there is minimal variation between 
populations or that "standard subjects" are representative of the entire human species is not supported 
by the available data. On the contrary comparative analyses reveal that there is substantial variation in 
experimental results across populations, with WEIRD subjects often being outliers. Research on 
hierarchy employing similar paradigms to the ones described at Chapters 5 and 6 has shown that culture 
plays an important role in the attitude people have towards authority (Caspart et al., 2022). This 
demonstrates the necessity to expand the scope of research to encompass a more diverse and 
representative sample of humanity (Henrich et al., 2010; Chiao, 2009) and also points to a limitation 
of the studies included in this dissertation. 
 
Online experiments, as the one used in Chapter 4 or VR experiments make it possible to study 
individuals from remote locations who can in this way participate in identical experiments and 
environments. As a result, research can be carried out in a uniform manner across the planet, beyond 
the boundaries of university participant pools in western societies. 
 
 

Future perspectives 
 

Towards more naturalistic paradigms 
 
The importance of naturalistic paradigms and ecological validity for moral cognition studies has 
already been highlighted (Lamm et al., 2019; Moll et al., 2005; Rilling and Sanfey, 2011). Some studies 
have tried tο simulate real world situations in the laboratory and others to directly study real life 
situations outside of the laboratory environment by testing individuals who have for instance risked 
their lives to save a stranger (Rand and Epstein, 2014) or kidney donors, volunteering to donate one of 
their kidneys to a stranger (Brethel-Haurwitz et al., 2018; Marsh et al., 2014).  
 
The paradigms utilized in Chapters 2,4,5 and 6 of this dissertation intended to create naturalistic 
situations within the limitations of the laboratory context and the repetitions that neuroimaging 
techniques demand. Our participants met in person and interacted with the recipient of the pain before 
performing each task. In experiments described in Chapters 2 and 4 the recipient of the pain was a 
confederate that was introduced to our participants as another naive participant while in the 
experiments described in Chapters 5 and 6 two actual participants took part each time. In the 
experiments described in Chapters 2 and 4, the pain stimulations varied in intensity and the face of the 
individual in pain was visible while in the experiments of Chapters 5 and 6 the intensity of the pain 
stimulations was constant in intensity and only the hand was visible. Inviting an actual participant in 
the experiments described in Chapters 2 and 4 would entail the risk of large variability in our stimuli 
due to potential differences in the expressiveness of the pain recipients but also in terms of temporality 
and movement. Having a stable confederate and pre-recorded validated pain stimuli ensured the lack 
of such confounds. However even in the case of involving the same confederate within a study, we 
cannot rule out the possibility that the confederate was not acting precisely in the same manner in all 
experiments influencing to an extent the behavior of different participants. In Chapter 4, the online and 
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fMRI experiments involved different variations of the same cover story with the online participants 
knowing that the stimuli are past video recordings and that no pain was administered real time. They 
believed that based on their choices a subset of the painful stimulations will be administered at another 
participant at a later time point. Participants that underwent both cover stories reported believing in 
their realness. In the online experiment the percentage of prosocial participants was smaller than in the 
on-site fMRI experiment though but as the cover stories were different, inferring the effect of the 
online environment on decision-making is not trivial. In Chapter 6 we tested participants in EEG and 
fMRI in two slight variations of the same task. The EEG experiment had shorter time intervals and an 
additional manipulation that allowed measuring the sense of agency. We cannot exclude that the 
differences we found between these two experiments were not because of the shorter time intervals 
that kept our participants more engaged or that participants in fMRI felt more disengaged and in 
distance. 
 
In order to simulate real world interactions, other studies have conducted virtual reality (VR) 
experiments to examine social decision-making. Previous studies have demonstrated that for everyday 
scenarios virtual reality environments do not significantly differ from real-life situations in terms of 
evoking individuals' sensory experiences, physiological reactions, and emotional responses (Newman 
et al., 2022; Sollfrank et al., 2015). In a study by Zanom et al. (2014) the neuronal basis of altruistic 
behavior was investigated by simulating in VR a life-threatening situation where participants, while 
escaping a burning building, had to decide whether to risk their own survival by assisting a virtual 
individual in danger. Apart from high ecological validity, the use of virtual reality in psychological 
research can provide more precise control over an experiment, including the behavior and the attributes 
of the confederates such as their gender, age, and ethnicity. This allows for high levels of realism while 
ensuring that confederates' behavior and appearance remain consistent across all participants. 
(Blascovich et al., 2002). Directly comparing in site, online and VR versions of the experiments 
described in this thesis could give further insights and directions for the effect each of them has on 
behavior.  

 
Help vs avoid harm, the role of framing 
 
Chapters 2,4,5 and 6 in this thesis included experiments with a conflict between helping another to 
spare pain versus maximizing financial gain for the self. 
 
The way in which a problem is presented can greatly influence people's preferences for different 
options, even if the problem itself is the same. This phenomenon is known as "framing effect" and 
studies have shown that even when presented with two objectively equivalent statements of the same 
problem, people's preferences can change dramatically depending on how the problem is framed 
linguistically (Rabin, 1998). The framing effect cognitive bias has been observed in social situations 
as well. Research has shown that when presented with the same scenario, people's behavior can differ 
depending on whether the scenario is framed as "harm" or "not help." Specifically, people have been 
found to act more prosocially, by donating more money, when the scenario is framed in terms of 
avoiding harm, rather than offering help (Liu et al., 2020). 
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Participants in the first two experiments were given the option to help or not, in Chapter 2 by directly 
deciding the amount of help and in Chapter 4 by learning and choosing the symbol that would lead 
them to their preferred outcome, while in the experiments described in Chapters 5 and 6 participants 
were ordered to harm or not a victim or were left free to decide whether to harm or not. Under this 
lens, we can say that our participants were in some experiments indirectly primed towards helping and 
in others towards harming. It would be both relevant and intriguing to further explore the “harm” vs 
“not help” framing effect further in the tasks of the present thesis, e.g. how it would influence the 
amount of donation in experiment 2, the learning parameters in Chapter 4 or compliance in the 
experiments of Chapters 5 and 6. 
 
In the experiments described in Chapters 2 and 4, the confederate would still receive some pain 
regardless of the participant's actions, while in the experiments described in Chapters 4 and 5, the 
victim would not be harmed unless decided by the participant. In the first two experiments someone 
would receive harm anyways but participants could decide to help reduce part of it. In the costly 
helping paradigm in Chapter 2 the confederate would still receive some pain, even if participants were 
always donating the maximum amount of money, since the first pain stimulation of each trial was one 
of random intensity and participants were only capable of reducing the intensity of the second pain 
stimulation of each trial with their donation. Similarly in the conflictual learning paradigm of Chapter 
4 even if a participant would decide to help and would manage to learn correctly and relatively fast the 
symbols associations, the confederate would still receive high pain in some of the trials because of the 
probabilistic nature of the task. On the contrary in the experiments on hierarchy described in Chapters 
5 and 6 unless the agent/executor decided to press the button to deliver a shock or the commander 
pressed the button to deliver the order to an agent/executor for a shock, the victim would never receive 
any pain. It would be interesting to investigate whether being able to only partly alleviate someone’s 
pain versus completely preventing them receiving any pain makes a difference in participants' 
decision-making. 

 
Characterizing individual differences in social decision-making 
 
In Chapter 2 we showed that somatically feeling the pain of another individual can promote helping 
even if this comes with a cost to the self. Could these individuals that reported mirror pain synesthesia 
experiences in their everyday lives, be examples of extraordinary altruists similar to the kidney donors 
or those who spontaneously engage in prosocial acts riskinging their own lives to help strangers? 
Crockett & Lockwood (2018) suggest that individuals who exhibit extraordinary altruism have a higher 
level of overlap to self and others' pain, and suggest that the idea of being "selfless" may be more literal 
than previously assumed. 
 
Some studies view extraordinary altruism representing one end of a caring continuum with the other 
being psychopathy (Marsh et al., 2014; Skeem et al., 2011). Even though this is an fascinating 
proposition, more research would be required to see whether these seemingly opposite behaviors 
derive from opposite functional mechanisms. We know that psychopaths can experience empathy 
when they wish to and it is the spontaneous engagement that they don’t demonstrate (Meffert et al., 
2013). Maybe the polar opposite in this case would be a total inability to voluntarily control empathy 
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in extraordinary altruists. We know that individuals from the general population have the ability to 
modulate their empathy (Borja Jimenez et al., 2020). 
 
The need for further identifying neural correlates of individual variation in social decision- making has 
already been highlighted (Rilling and Sanfey, 2011) even if challenging (Lebreton et al., 2019). 
Variation in behavior within a specific context could result due to genetics, developmental parameters, 
personality, hormone neurotransmitter levels or hormone and neurotransmitter receptor density. For 
instance, we have established a collaboration with the Human Emotion Systems Laboratory in Turku 
in order to investigate the role of the opioid system in costly helping by running the costly helping 
paradigm presented in Chapter 2 in participants who undergo PET (Positron Emission Tomography) 
while having been injected with carfentanil, a radioligand agonist that has high affinity for the 
endogenous μ-opioid receptor (MOR). It has already been shown that mu-opioid receptors are involved 
in vicarious pain perception (Karjalainen et al., 2017) and attachment styles (Nummenmaa et al., 2015; 
Turtonen et al., 2021). 
 
Another method that is being increasingly used in order to study individual differences and address 
subjective experience is the one of micro-phenomenology (Petitmengin, 2006). The method allows 
participants to become aware of their subjective experiences, and describe them with great precision. 
In this way instead of trying to eliminate subjectivity from psychological and neuroscientific research, 
subjective experiences could be incorporated and their contribution explored. Such a method would 
allow investigating for instance how in Chapter 2 and 3 participants perceived the different stimuli in 
the face and hand conditions or how in Chapter 2 was the experience of somatically feeling the pain 
of someone else on one owns body. The subjective experience of being in hierarchical contexts, giving 
and following orders in Chapters 5 and 6 could also be investigated. The term “Neurophenomenology” 
(Varela, 1999) has been used to propose integration of subjective experiential data with objective 
measures of brain activity, combining the perspectives of neuroscience and phenomenology, in order 
to gain a better understanding of the relationship between the mind and the brain (Varela 1999; Bayne, 
2004; Bitbol and Petitmengin, 2017). A need for complementing methodologies and dialogue between 
neuroscience and the humanities has also been highlighted and is leading to increasingly 
interdisciplinary collaborations over the years (Gallese, 2019; Tsakiris et al., 2021). 
 
Computational modeling has been used in different learning situations to formally explain behavior 
(Hein et al., 2016; Hutcherson et al., 2015; Lockwood et al., 2020, 2016). Reinforcement learning has 
been used to describe the underlying neural mechanisms in both general populations and clinical 
populations. The field of computational psychiatry has been using such strategies within clinical 
settings in order to better characterize the neural basis of pathological behavior and consequently 
improve both diagnosis and treatment. Since many psychiatric conditions are associated not just with 
altered subjective states, such as moods, but also with impaired decision-making, it has been suggested 
that if the normative decision-making can be characterized and parameterized within a computational 
framework, this can then contribute to further understanding the different ways in which decision-
making can go “wrong”. In this way specific components of the models could be linked to measurable 
aspects of behavior, molecular or neural substrates. Research within this framework could start with 
humans, define a computational phenotype, further investigate the neural and genetic correlates of the 
phenotype, and then turn to animal models for further biological examination (Montague et al., 2012). 
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With respect to our paradigm described in Chapter 4, it would be worth investigating whether 
individuals with antisocial tendencies present a similar ability to the participants of our study, 
meaning  tracking separate associations for self benefit and other pain. Alternatively it could be that 
individuals from this population would find it easier to suppress their responsiveness to the pain of the 
confederate and focus on benefiting themselves. It would also be interesting to test mirror-pain 
synesthetes with the moral-conflict paradigm described in Chapter 4 and investigate whether their 
enhanced prosocial attitude would also be accompanied by altered learning parameters as learning 
rates. 
 
(Dis)obedience in everyday life 
 
In Chapters 5 and 6 we focused on individuals having different positions within a hierarchical chain 
and showed how coercion can facilitate committing actions that harm others, with agency, 
responsibility and empathy being distributed across multiple individuals. 
 
Social structures based on hierarchical authority are deeply embedded in many aspects of society. 
From education to business and government, hierarchy often determines the power dynamics of a given 
context. Even though such structures can be helpful to achieving organizational goals, our results show 
how crucial it is to be aware about the reduced sense of responsibility, agency and empathy that come 
with hierarchy. Institutions could implement more horizontal ways of organizing and to educate their 
staff about the dangers of “only receiving or giving” orders-instructions. 
 
Our paradigms were designed to study the neural mechanisms under obedience and indeed we saw 
that the vast majority of our participants complied with the orders of the experimenter. Very few 
participants disobeyed for a few trials and even less participants for the whole experiment. Even though 
it would have been fascinating to explore the neural mechanism of disobedience in these studies, the 
lack of an adequate number of disobedience trials in the first case and of compliance trials in the second 
case did not allow for such analyses.  
 
A novel paradigm has been developed by Caspar (2021) to study disobedience to authority by 
manipulating different variables, within an experiment similar to the one described in Chapter 5. Six 
variants of the same task were tested with some inducing higher prosocial disobedience than others. 
Disobedience in this case refers to the number of times ‘agents’ refused to deliver an electrical shock 
to the ‘victim’. The variants of the task involved manipulations such as asking participants to justify 
their obedience, altering the monetary reward amount, introducing a monetary loss or altering the 
framing of disobedience as deceiving the experimenter. In the same study an alternative approach to 
induce disobedience is discussed, which would involve pre-selecting participants based on personality 
questionnaires. It has already been shown that scoring low on the authority and the purity subscale of 
the moral foundations questionnaire (MFQ, Graham et al., 2011)  correlates with higher prosocial 
disobedience (Caspar et al., 2021). 
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The benefits of empathy and the development of interventions 
 
Due to the great benefits of empathy and prosociality there has been an increasing number of 
interventions to enhance them further in individuals. It would be of great interest to examine whether 
such manipulations would also change the behaviors and neural mechanisms in the paradigms 
described in the present thesis as this would allow further validation of them and investigate the 
mechanism each one acts upon. 
 
While it's clear that empathy and prosocial behavior can have a direct and positive effect on the person 
who is the recipient of them, it can also be beneficial for the person engaging in empathic or prosocial 
behavior and for society as a whole. When it comes to the benefits that prosociality has for oneself, it 
has been found for instance that spending money on others compared to oneself can result in higher 
levels of happiness (Dunn et al., 2014) higher success at school and less risky behaviors in both 
children (Caprara et al., 2000) and adolescents (Gerbino et al., 2018). Acting prosocially also promotes 
self esteem and a positive self concept in adolescents (Christner et al., 2022; Fu et al., 2017). At the 
same time the community can benefit from the prosocial acts of its members in ways such as public 
interest offerings like volunteering and charity donating and by more considerate attitudes towards 
stigmatized or minority groups (Batson et al., 2002). 
 
Even though empathy can improve relationships, individual well-being, and promote prosocial 
behavior it often appears to be in short supply (Zaki, 2014). It is known that racial, political, cultural, 
and even laboratory-created social differences can diminish the expression of empathy in a behavioral 
but also neural, and physiological level. Such empathic failures can lead to discrimination, neglect, 
and aggression (Zaki and Cikara, 2015). Empathy does not appear to be universal or automatic. In 
Keysers & Gazzola (2014) the ability and the propensity to empathize are dissociated and it is 
suggested that costly helping might be better predicted by the propensity for empathy. 
 
Hein et al. (2016) conducted a study exploring the neuropsychological mechanisms through which 
learning interacts with empathy and demonstrated that empathy is highly plastic and can be altered by 
learning. In this study participants were provided with equal help from either a member of their own 
group or from an out-group member. Results showed that receiving help from an out-group member 
elicited a prediction error in the anterior insula, which subsequently predicted a higher level of empathy 
towards a different member of the same out-group. Another study by Schumann et al. (2014) found 
that people who believed that empathy could be cultivated, instead of being fixed, were more likely to 
invest time in listening to an out-group member’s emotions and to join empathy training after not 
performing well at an interpersonal-accuracy task. In group settings, emphasizing empathy as a typical 
trait of one's own group can boost the level of empathy that individuals from that group express towards 
out-group individuals (Tarrant et al., 2009). 
 
These findings suggest that relatively few positive learning experiences are enough to increase 
empathy. Having this as a starting point, there have been many attempts and interventions designed to 
enhance empathy and promote prosocial behavior. Many of the interventions have targeted specific 
groups such as individuals with psychopathy, who are able to report others’ mental states without 
feeling themselves congruent emotions (Blair, 2005) or professional helpers, who can experience 
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compassion fatigue (Sinclair et al., 2017). However as we saw, enhanced empathy and prosocial 
behavior can have many benefits and different interventions have attempted to promote them more 
widely. In this way interventions can leave the clinical settings and become available to the rest 
members of society.  
 
Video games is an approach that has been shown to be efficient in achieving this purpose. It has be 
found that playing a prosocial instead of a neutral video game can increase helping behavior 
(Greitemeyer et al., 2010; Iten et al., 2018), promote empathy (Happ et al., 2015) and sharing behaviors 
outside of the game (Harrington and O’Connell, 2016). In a study by Pech et al. (2022) playing a video 
game involving a fictional minority group decreased intergroup biases towards non-fictional minorities. 
The same study found that players playing this game instead of the control game demonstrated a higher 
sense of agency when helping the outgroup participant compared to when they did not. Virtual reality 
allows individuals to step into someone else’s shoes in a more embodied way than 2D video games. A 
study by Schutte et al. (2017) compared a VR and 2D version of the same empathy promoting paradigm 
towards a refugee girl and demonstrated that the VR experience resulted in greater engagement and a 
higher level of empathy. Due to the perceptual illusion of embodying another person that VR can allow, 
it has been used for empathy training (Bertrand et al., 2018). Embodying a virtual character of a 
different skin color has been found to lead to increased empathy (Patané et al., 2020; Thériault et al., 
2021) and to reduce racial prejudice (Banakou et al., 2016). Body swap approaches have also been 
adopted by art projects taking in this way empathic training out of the laboratory and into the public 
sphere. An example is the “Library of Ourselves” project by the BeAnotherLab collective, an ongoing 
VR archive consisting of stories recorded from a first-person perspective of people from various 
communities around the world (Doyle, 2020; Jarvis, 2019). But the relationship between empathy and 
art has been found to also be more direct, with higher empathetic traits correlating with more expertise 
in art (Ardizzi et al., 2018). Greater engagement with the arts also predicts prosociality (Van de Vyver 
and Abrams, 2018) and supports overall wellbeing (Trupp et al., 2022). 
 
In any case it has been highlighted how interventions must for each situation diagnose the specific 
empathic failures and their causes and address the unique features of each failure accordingly. This 
approach involves focusing on the specific empathic process that is deficient in a particular 
circumstance (Zaki and Cikara, 2015). For instance different programs have incorporated techniques 
aimed at enhancing perspective taking in diverse settings, such as schools and medical practices with 
the goal of improving interpersonal and intergroup relationships (Riess et al., 2012; Todd and Galinsky, 
2014). However, in certain situations individuals may understand others' emotions and experience 
personal distress, but this distress hinders their ability to feel empathy (Batson et al., 1987). Research 
focusing on further understanding empathy and social decision-making in different situations taking 
into account individual differences, as the research conducted in this thesis, can contribute to the 
development of more accurate and efficient interventions that could promote prosocial behavior and 
emphasize individual responsibility.  
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Conclusion 
 

The aim of this thesis was to provide new insights and perspectives to the existing body of literature 
on pain observation and moral decision-making, with a focus on how witnessing the pain of others can 
influence our choices. Through an exploration of different parameters, context and individual 
differences this thesis contributed to existing research on the intricate dynamics at play and the 
underlying neural mechanism. In line with our hypothesis, our findings revealed that the vicarious pain 
network played a significant role in influencing participants' choices in different situations. Our 
understanding of the topic is still evolving, and future research promises to shed further light on the 
intricate interplay between brain and moral decision-making. Ultimately, a comprehensive 
understanding has the potential to inform different research fields and lead to practical applications in 
areas such as computational psychiatry, education, ethics, and policy making. By elucidating these 
novel insights and addressing potential limitations, this thesis aimed to contribute to the existing body 
of literature and stimulate further exploration in the field of study. 
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Summary in English 

 
Everyday people are faced with dilemmas that require them to make decisions that may benefit others 
at the cost of their own interests. In some instances, the outcomes of different actions are easily 
foreseeable, allowing for straightforward decision-making processes. However, in other cases, the 
consequences of actions are uncertain, requiring individuals to consider their intentions, while also 
learning about the actions that may lead to their preferred outcomes. There are also situations where 
people are instructed by others to take certain actions that may result in harm to others. It has been 
observed throughout history that individuals who have previously refrained from causing harm may 
be willing to do so when under the orders of someone in a higher position of authority. In these cases, 
the decision to prioritize self-benefit or cause harm to others is made by someone else, and the only 
choice left for the individual is whether to comply or not. Moreover, those who give orders may also 
receive orders from even higher authorities, leading to the creation of structures where those involved 
in decision-making may feel detached from the consequences of their actions. This dissertation is a 
collection of five studies. Four of the studies investigate how individuals make morally conflictual 
decisions that concern themselves and others under different situations and hierarchical positions. The 
studies employ ecological paradigms that involve real life interaction between two individuals each 
time. A fifth study is focusing on the role in pain perception or a region present in all chapters, the 
insula. Overall, the focus is on the underlying neural mechanisms with particular emphasis on the role 
of the vicarious pain network.  
 
In chapter 2 we examine how brain areas that have traditionally been associated with the experience 
and observation of pain are involved in decision-making that involves costly helping and how 
individual differences in empathy can modulate helping behavior and the underline brain activity. 
Participants performed a helping task that involved a moral conflict. They witnessed from inside the 
fMRI scanner a confederate who they believed was receiving painful stimulations whose intensity they 
could reduce by donating money. We recruited self declared mirror-pain synesthetes, who report to 
somatically feel on their body the pain of others, and individuals without such experiences. We 
hypothesized that activation of the vicarious pain network would correlate with the amount of the 
donation given, that mirror-pain synesthetes would act more prosocially and that their somatosensory 
cortex would be activated in a different way than control participants. We observed that mirror-pain 
synesthetes donated indeed more money in order to help than control participants and that this was 
explained by increased activation of SII, in a condition where the pain was conveyed by the kinematics 
of the hand in pain. Additionally our results revealed that irrespectively of mirror-pain synesthesia 
reported experiences, in a condition where the pain was conveyed by facial expressions, activation in 
insula, SII and MCC could explain the trial by trial donation made and MTG and SI activation was 
correlated with the donation in the condition where the pain was conveyed by the kinematics of the 
hand. We also found the brain networks for experience of pain and experience of guilt to be involved 
in the decision-making process. 
 
Chapter 3 explores the role of insula in pain perception combining iEEG and fMRI. By having 
presurgical epilepsy patients implanted with electrodes rate the same two types of face and hand stimuli 
used in Chapter 2, we found that broadband activity in the 20-190 Hz range correlated with the trial 
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by trial perceived intensity in the insula for both types of stimuli. We additionally isolated 8 insular 
neurons with spiking that correlated with perceived intensity and found that some locations only code 
intensity for faces, and others only for hands. When comparing the broadband activity measured with 
iEEG with results from an fMRI experiment where a different sample of participant performed the 
same rating task, we found a consistent spatial organization for the representation of intensity from our 
hand stimuli, with stronger intensity representation more anteriorly and around neurons with intensity 
coding. We found a more disorganized representation for the face stimuli. These findings indicate that 
the insula encodes cues from different parts of the body to represent the intensity of pain observed in 
others. 
 
The aim of Chapter 4 was to explore how individuals learn the consequences of their actions under 
situations of moral conflict when benefiting the self comes at the expense of others. Participants 
performed a costly learning task while their brain activity was measured in fMRI. They could learn to 
choose between two symbols associated with either high monetary gain for self and high pain for a 
confederate or low monetary gain for self and low pain for the other while the actions-outcomes were 
assigned in a probabilistic manner. To examine the computational processes underlying the subject’s 
decision, we fitted the behavioral data with a series of reinforcement learning models that were 
compared against each other. Our results showed that individuals learn separating money and pain in 
their mental computations while keeping track of both their preferable and non preferable options but 
in a biased way. The individual differences across participants’ preferences were captured by a 
valuation parameter indicative of relative weight of the different outcomes. This valuation parameter 
predicted participants choices in the costly helping task described in Chapter 2. Our neuroimaging 
results revealed that brain activation in the pain observation and reward networks covary with 
prediction errors for the harm to others in ways that do not depend on whether participants prefer to 
maximize gains for self or minimize harm to others. That implies that even participants who decide to 
maximize their own gain are still aware of the pain that they cause to others. When taking into account 
the individual preferences that participants have, vmPFC which is an area implicated in valuing 
different outcomes seems to play a key role.  
 
Chapter 5 contributes to the literature by investigating the effect of hierarchy on moral decision-
making and the brain. In this study two actual participants performed a task together but in different 
roles. The ‘victim’ received painful electric shocks at the hand of constant intensity while being 
recorded and the ‘agent’ was in fMRI and could decide whether to deliver pain or not to the ‘victim’ 
via a button press in exchange of money. There was a condition where the agent was coerced by the 
experimenter-commander on what action to perform and a free choice condition. In the middle of the 
experiment a role reversal took place with the old victim becoming the new agent and vice versa. Even 
though participants were aware of the fact that the pain intensity would not change throughout the 
experiment, they reported perceiving the shocks on the ‘victim’ as less painful in the coerced condition 
compared to when they were deciding to administer the same shocks freely. Additionally participants 
reported to feel less responsible, bad and sorry in the coerced condition and their brain network for 
guilt was downregulated. Neuroimaging results further indicated that obeying orders reduced activity 
associated with witnessing the pain to the victim in the ACC, insula, IFG, TPJ, MTG and dorsal 
striatum and the same was the case for the overall networks for pain observation and experiencing. 
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Finally we observed vindictive behavior since the more shocks participants received when they were 
‘victims’, the more they administered when they afterwards became ‘agents’ themselves. 
 
In Chapter 6 we continue investigating social decision-making and brain activations within 
hierarchical contexts focusing on ‘commanders’, the individuals giving orders to executors-agents. 
Two participants performed a paradigm where one of them, the ‘victim’,  
received painful electric shocks at the hand while being recorded and the other, the ‘commander‘ could 
decide whether to give an order to an executor to inflict a painful electrical shock to the ‘victim’ or 
not. With the delivery of each shock the ‘commander’ got a small monetary reward. There was a 
condition where the participant was an ‘intermediary’, coerced by a commander-experimenter even 
higher up in the hierarchical chain on what order to give to the executor and a condition where the 
commander could decide freely what order to give to the executor. In a third condition the commander 
gave orders to a robot executor instead of a human one. Commanders were reassured that the executors 
would always obey their orders. The task was performed in both fMRI and EEG in separate 
experiments and during the later sense of agency was also assessed. Behavioral results indicated that 
the sense of agency did not differ between commanders and intermediaries, irrespectively of whether 
the executing agent was a robot or a human. EEG results indicated that the neural response over P3, 
witnessing the pain of the victim, was higher when the executing agent was a robot compared to a 
human. Additional analyses involving signal source reconstruction of the EEG signal revealed that this 
effect was mediated by areas including the insula and ACC. When comparing the fMRI results to those 
obtained from the experiment described in Chapter 4, where participants had the position of the agent, 
we observed that neural activations in areas including IPL and fusiform gyrus, SII and IPL were 
reduced when individuals are commanding another agent compared to when participants are agents 
themselves, suggesting that acting has a higher influence on the neural response than having decisional 
power.  
 
Concluding, this dissertation contributes in further understanding the neural mechanisms during moral 
decision-making and pain perception. We show how the vicarious pain network scales with how much 
people help and that somatically feeling someone else's pain increases prosociality. Diving deeper into 
the neural mechanism of pain observation we find how insula encodes the intensity of other people's 
pain with some regions in the insula only encode intensity for faces, while others are specific to hands. 
Additionally our results showed that broadband activity correlated with subjectively perceived 
intensity and the existence of 8 insular neurons whose spiking activity correlated with the perceived 
intensity. By studying conflictual learning, we show that individuals, irrespective of their preference 
towards maximizing their gains or sparing someone else's pain, can learn to keep track of both 
modalities. We found that even people who decide to benefit themselves still represent the others' pain 
in their brain and that vmPFC is involved when individual preferences are taken into account. When 
it comes to our research on hierarchy, our results reveal that obeying orders has a measurable influence 
in the brain on how people perceive and process others’ pain and neither coerced agents or commanders 
seem to experience agency over their actions and its consequences. This demonstrates how powerful 
and potentially dangerous hierarchical situations can be, as agency, responsibility and empathy are 
split across multiple individuals. Limitation of the presented studies as well as avenues for future 
research are also discussed. 
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Summary in Dutch 

Dagelijks worden mensen geconfronteerd met dilemma's waarbij zij beslissingen moeten nemen die 
anderen ten goede kunnen komen ten koste van hun eigen belangen. In sommige gevallen zijn de 
uitkomsten van verschillende handelingen gemakkelijk te voorzien, zodat de besluitvorming 
eenvoudig is. In andere gevallen zijn de gevolgen van acties echter onzeker, waardoor mensen hun 
intenties moeten overwegen en tegelijkertijd moeten leren welke acties kunnen leiden tot de resultaten 
van hun voorkeur. Er zijn ook situaties waarin mensen door anderen worden opgedragen bepaalde 
handelingen te verrichten die anderen schade kunnen berokkenen. In de loop van de geschiedenis is 
waargenomen dat personen die zich voorheen onthielden van het toebrengen van schade, bereid 
kunnen zijn dat wel te doen wanneer zij het bevel krijgen van iemand in een hogere autoriteitspositie. 
In deze gevallen wordt de beslissing om voorrang te geven aan eigen voordeel of aan het berokkenen 
van schade aan anderen genomen door iemand anders, en de enige keuze die het individu dan nog heeft 
is of hij al dan niet gehoorzaamt. Bovendien kunnen degenen die bevelen geven ook bevelen ontvangen 
van nog hogere autoriteiten, wat leidt tot het ontstaan van structuren waarin degenen die betrokken 
zijn bij de besluitvorming afstand kunnen ervaren van de gevolgen van hun daden. Dit proefschrift is 
een verzameling van vijf studies. Vier van de studies onderzoeken hoe individuen in verschillende 
situaties en hiërarchische posities moreel conflictueuze beslissingen nemen die henzelf en anderen 
betreffen. De studies maken gebruik van ecologische paradigma's waarbij telkens interactie tussen 
twee individuen in het echte leven plaatsvindt. Een vijfde studie richt zich op de rol die een gebied dat 
in alle hoofdstukken aanwezig is, de insula, speelt bij pijnperceptie. In het algemeen ligt de nadruk op 
de onderliggende neurale mechanismen met in het bijzonder aandacht voor de rol van het 
plaatsvervangende pijnnetwerk.  

In hoofdstuk 2 onderzoeken we hoe hersengebieden die traditioneel worden geassocieerd met het 
ervaren en waarnemen van pijn, betrokken zijn bij besluitvorming die gepaard gaat met kostbaar 
helpen (iets of iemand helpen wat een negatief effect heeft voor de helper) en hoe individuele 
verschillen in empathie hulpgedrag en de onderliggende hersenactiviteit kunnen moduleren. 
Deelnemers voerden een taak uit waarbij iemand geholpen moest worden, waarin  een moreel conflict 
zat. Ze waren vanuit de fMRI-scanner getuige van een mededeelnemer waarvan zij werden overtuigd 
dat die pijnprikkels kreeg waarvan ze de intensiteit konden verminderen door geld te doneren. Wij 
rekruteerden zelfverklaarde personen met synesthesie specifiek voor pijn, die aangeven de pijn van 
anderen somatisch op hun lichaam te voelen, en personen zonder dergelijke ervaringen. Wij stelden 
de hypotheses dat activering van het plaatsvervangende pijnnetwerk zou correleren met het bedrag van 
de gegeven donatie, dat spiegel-pijn synestheten meer prosociaal zouden handelen en dat hun 
somatosensorische cortex op een andere manier zou worden geactiveerd dan die van controle 
deelnemers. Wij stelden vast dat spiegel-pijn synestheten inderdaad meer geld doneerden om te helpen 
dan controle deelnemers en dat dit werd verklaard door verhoogde activatie van SII, in een conditie 
waarin de pijn werd overgebracht door de kinematica van de hand die pijn had. Bovendien bleek uit 
onze resultaten dat, ongeacht de spiegel-pijn synesthesie ervaringen, in een conditie waarin de pijn 
werd overgebracht door gezichtsuitdrukkingen, activatie in insula, SII en MCC de trial by trial gedane 
donatie kon verklaren en dat MTG en SI activatie gecorreleerd was met de donatie in de conditie 
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waarin de pijn werd overgebracht door de kinematica van de hand. Wij vonden ook dat de 
hersennetwerken voor pijnbeleving en schuldbeleving betrokken waren bij het besluitvormingsproces. 

Hoofdstuk 3 onderzoekt de rol van de insula in pijnperceptie door iEEG en fMRI te combineren. Door 
pre-operatieve epilepsiepatiënten geïmplanteerd met elektroden dezelfde twee soorten gezichts- en 
handstimuli als in hoofdstuk 2 te laten beoordelen, vonden we dat breedbandige activiteit in het bereik 
20-190 Hz correleerde met de trial by trial waargenomen intensiteit in de insula voor beide soorten
stimuli. Daarnaast isoleerden we 8 neuronen in de insula met spiking die correleerde met waargenomen 
intensiteit en vonden we dat sommige locaties alleen intensiteit coderen voor gezichten, en andere 
alleen voor handen. Een vergelijking van de met iEEG gemeten breedbandactiviteit en resultaten van 
een fMRI-experiment waarbij een andere steekproef van deelnemers dezelfde beoordelingstaak 
uitvoerde, vonden wij een consistente ruimtelijke organisatie voor de representatie van intensiteit van 
onze handstimuli, met een sterkere intensiteit representatie meer anterieur en rond neuronen met 
intensiteit codering. Voor de gezichtsstimuli vonden wij een meer ongeorganiseerde representatie. 
Deze bevindingen wijzen erop dat de insula cues van verschillende delen van het lichaam codeert om 
de intensiteit van de bij anderen waargenomen pijn te representeren. 

Het doel van hoofdstuk 4 was te onderzoeken hoe individuen de gevolgen van hun acties leren in 
situaties van moreel conflict wanneer voordeel voor het zelf ten koste gaat van anderen. Deelnemers 
voerden een kostbare leertaak uit terwijl hun hersenactiviteit werd gemeten met fMRI. Ze leerden 
kiezen tussen twee symbolen die ofwel hoge geldelijke winst voor henzelf en hoge pijn voor de ander 
betekenen, ofwel lage geldelijke winst voor henzelf en lage pijn voor de ander, waarbij de actie-
uitkomsten op een probabilistische manier werden toegewezen. Om de computationele processen die 
ten grondslag liggen aan de beslissing van de proefpersoon te onderzoeken, fitten wij de gedragsdata 
met een reeks reinforcement modellen, die met elkaar werden vergeleken. Onze resultaten toonden aan 
dat individuen in hun mentale berekeningen geld en pijn van elkaar leren scheiden, terwijl ze zowel 
hun voorkeurs- als niet-voorkeursopties bijhouden, maar op een bevooroordeelde manier. De 
individuele verschillen tussen de voorkeuren van de deelnemers werden weergegeven door een 
waarderingsparameter die het relatieve gewicht van de verschillende uitkomsten aangeeft. Deze 
waarderingsparameter voorspelde de keuzes van de deelnemers in de in hoofdstuk 2 beschreven 
kostbare helptaak.. Onze neuroimaging resultaten lieten zien dat hersenactivatie in de pijnobservatie- 
en beloningsnetwerken samengaan met voorspellingsfouten voor de schade aan anderen op manieren 
die niet afhangen van de vraag of deelnemers de voorkeur geven aan maximale winst voor zichzelf of 
minimale schade aan anderen. Dat betekent dat zelfs deelnemers die besluiten hun eigen winst te 
maximaliseren zich nog steeds bewust zijn van de pijn die zij anderen berokkenen. Wanneer rekening 
wordt gehouden met de individuele voorkeuren van deelnemers, lijkt de vmPFC, een gebied dat 
betrokken is bij de waardering van verschillende uitkomsten, een sleutelrol te spelen.  

Hoofdstuk 5 levert een bijdrage aan de literatuur door het effect van hiërarchie op morele 
besluitvorming en het brein te onderzoeken. In deze studie voerden twee daadwerkelijke deelnemers 
samen een taak uit, maar in verschillende rollen. Het 'slachtoffer' kreeg pijnlijke elektrische schokken 
van constante intensiteit op de hand terwijl hij werd opgenomen op film en de 'agent'  in fMRI kon 
beslissen of hij het slachtoffer al dan niet pijn zou toedienen via een druk op de knop in ruil voor geld. 
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Er was een conditie waarin de agent door de experimentator-commandant werd opgedragen welke 
actie hij moest uitvoeren en een vrije-keuze conditie. In het midden van het experiment vond een 
rolwisseling plaats waarbij het oude slachtoffer de nieuwe agent werd en vice versa. Hoewel 
deelnemers zich bewust waren van het feit dat de pijnintensiteit gedurende het experiment niet zou 
veranderen, rapporteerden zij de schokken op het slachtoffer als minder pijnlijk te ervaren in de 
gedwongen conditie in vergelijking met wanneer zij dezelfde schokken in vrijheid mochten toedienen. 
Bovendien meldden de deelnemers zich minder verantwoordelijk, slecht en spijtig te voelen in de 
dwangconditie en werd hun hersennetwerk voor schuld verminderd. Neuroimaging resultaten wezen 
er verder op dat het gehoorzamen aan bevelen de activiteit verminderde die samenhangt met het 
getuige zijn van de pijn van het slachtoffer in de ACC, insula, IFG, TPJ, MTG en het dorsale striatum 
en hetzelfde was het geval voor de algemene netwerken voor pijnwaarneming en -ervaring. Ten slotte 
observeerden we wraakzuchtig gedrag, want hoe meer schokken deelnemers kregen toen ze slachtoffer 
waren, hoe meer ze toedienden toen ze daarna zelf agent werden. 

In hoofdstuk 6 gaan we verder met het onderzoek naar sociale besluitvorming en hersenactiviteit 
binnen hiërarchische contexten, waarbij we ons richten op 'commandanten', de personen die bevelen 
geven aan uitvoerders-agents. Twee deelnemers voerden een paradigma uit waarbij één van hen, het 
'slachtoffer', pijnlijke elektrische schokken op de hand kreeg terwijl hij werd opgenomen op film en 
de andere, de commandant kon beslissen of hij een opdracht gaf aan een uitvoerder om het slachtoffer 
al dan niet een pijnlijke elektrische schok toe te dienen. Bij het toedienen van elke schok kreeg de 
commandant een kleine geldelijke beloning. Er was een conditie waarin de deelnemer een 
‘tussenpersoon’ was, die door een nog hoger in de hiërarchische keten geplaatste commandant-
experimentator werd gedwongen een zeker bevel aan de uitvoerder te gegeven, en een toestand waarin 
de commandant vrij kon beslissen welk bevel aan de uitvoerder te gegeven. In een derde conditie gaf 
de commandant bevelen aan een robotuitvoerder in plaats van een menselijke. De commandanten 
werden gerustgesteld dat de uitvoerders hun bevelen altijd zouden opvolgen. De taak werd in aparte 
experimenten uitgevoerd in zowel fMRI als EEG en tijdens de latere experimenten werd ook het gevoel 
van agency beoordeeld. Gedragsresultaten lieten zien dat het gevoel van agency niet verschilde tussen 
commandanten en tussenpersonen, ongeacht of de uitvoerende agent een robot of een mens was. De 
EEG-resultaten gaven aan dat de neurale respons over P3, getuige van de pijn van het slachtoffer, 
hoger was wanneer de uitvoerende agent een robot was dan een mens. Aanvullende analyses met 
signaalbron reconstructie van het EEG-signaal lieten zien dat dit effect gemedieerd werd door gebieden 
als de insula en de ACC. De vergelijking van de fMRI-resultaten met die van het in hoofdstuk 4 
beschreven experiment, waarbij deelnemers de positie van de agent hadden, laat zien dat neurale 
activatie in gebieden als IPL en de fusiforme gyrus, SII en IPL lager was wanneer individuen een 
andere agent bevelen dan wanneer deelnemers zelf agent zijn, wat suggereert dat handelen een grotere 
invloed heeft op de neurale respons dan het hebben van beslissingsbevoegdheid. 

Concluderend draagt dit proefschrift bij aan het verder begrijpen van de neurale mechanismen tijdens 
morele besluitvorming en pijnperceptie. We laten zien hoe het plaatsvervangende pijnnetwerk schaalt 
met hoeveel mensen helpen en dat het somatisch voelen van andermans pijn prosocialiteit verhoogt. 
Als we dieper ingaan op het neurale mechanisme van pijnwaarneming zien we hoe de insula de 
intensiteit van andermans pijn codeert, waarbij sommige regio's in de insula alleen de intensiteit voor 
gezichten coderen, terwijl andere specifiek zijn voor handen. Bovendien toonden onze resultaten aan 
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dat de breedbandactiviteit correleert met de subjectief waargenomen intensiteit en het bestaan van 8 
insulaire neuronen waarvan de spike activiteit correleert met de waargenomen intensiteit. Door 
conflicterend leren te bestuderen, tonen wij aan dat individuen, ongeacht hun voorkeur voor het 
maximaliseren van hun winst of het sparen van andermans pijn, kunnen leren om beide modaliteiten 
bij te houden. Wij vonden dat zelfs mensen die besluiten om zichzelf te bevoordelen nog steeds de pijn 
van de ander in hun hersenen vertegenwoordigen en dat de vmPFC betrokken is wanneer rekening 
wordt gehouden met individuele voorkeuren. Wat ons onderzoek naar hiërarchie betreft, laten onze 
resultaten zien dat het gehoorzamen van bevelen een meetbare invloed in de hersenen heeft op hoe 
mensen de pijn van anderen waarnemen en verwerken, en dat noch dwang-agents noch commandanten 
agency lijken te ervaren over hun acties en de gevolgen daarvan. Dit toont aan hoe krachtig en 
potentieel gevaarlijk hiërarchische situaties kunnen zijn, omdat agency, verantwoordelijkheid en 
empathie over meerdere individuen worden verdeeld. De beperkingen van de gepresenteerde studies 
en mogelijkheden voor toekomstig onderzoek worden eveneens besproken. 
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