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Paying Attention to Function Words

Shane Steinert-Threlkeld∗
Institute for Logic, Language and Computation, Universiteit van Amsterdam

S.N.M.Steinert-Threlkeld@uva.nl

Twas brillig, and the slithy toves
Did gyre and gimble in the wabe;
All mimsy were the borogoves,
And the mome raths outgrabe.

Excerpt from ‘Jabberwocky’ in Carroll [5].

The poem excerpted in the epigraph has often been called a ‘nonsense poem’. But it is not entirely
so. While the content words (unemphasized: nouns, verbs, adjectives) are nonsense, the function
words (emphasized: determiners, tense, auxiliaries, conjunctions, etc.) are not. The structure that
they provide greatly aids our interpretation.

The distinction between these two types of expression occupies a central place in modern linguistics
[4, 15, 17]. Rightfully so: every natural language exhibits a distinction between content and function
words. The former provide the content of sentences and fall into what are called ‘open classes’ (it is
easy to introduce a new noun, for instance) while the latter provide the ‘grammatical glue’ of complex
expressions and fall into ‘closed classes’ (it is difficult to introduce a new determiner, for instance).

Yet surprisingly little has been said about the emergence of this universal architectural feature of
natural languages. Why have human languages evolved to exhibit this division of labor between
content and function words? How could such a distinction have emerged in the first place?

This paper takes steps towards answering these questions by showing how the distinction can emerge
through reinforcement learning in agents playing a signaling game across contexts which contain
multiple objects that possess multiple perceptually salient gradable properties. In the next section,
I will introduce the new signaling game. Section 2 presents experimental results. After discussing
related work in Section 3, I conclude with future directions in Section 4.

1 A Signaling Game with Varying Contexts

I will introduce a type of signaling game [12, 18] – called the Extremity Game – with a few helper
definitions. Following the literature on gradable adjectives [9, 8], I will assume that objects have
some number of gradable properties, where each property has a corresponding scale. A scale in turn
is a set of degrees, totally ordered with respect to a dimension. For example, the size of a circle
corresponds to its radius, with degrees being positive real numbers (i.e. R+). For the degree of an
object o on a scale s, I will write s(o). Given a set S of scales, I will define a context as follows.

(1) A context c over scales S is a set of objects such that: for each o ∈ c, there is a scale s ∈ S
such that either o has the least degree on s (o = argmino′∈c s(o

′)) or the highest degree on s
(o = argmaxo′∈c s(o

′)).
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At its most general form, the game takes place between a sender and a receiver in the following way.

(2) Extremity Game, in general:
a. Nature chooses a context c and a target object o ∈ c.
b. The sender sees c and o and sends a message m from some set of messages M .
c. The receiver sees c and m and chooses an object o′ from c.
d. The play is successful (and the two agents equally rewarded) if and only if o′ = o.

To fully specify a game, one must say what the messages M available are and how the agents make
their choices. I will specify the former now and the latter in the next section. The set of available
messages will be inspired by the semantics for gradable adjectives. There, it is assumed that adjectives
map objects (of type e) on to their degree on the corresponding scale (of type d). Morphemes like
-est and least then map a contextually specified set of objects to those with the highest and lowest
degrees, respectively.

(3) Toy semantics for a gradable adjective and superlative morphemes.
a. JsizeK = λx.ssize(x)

b. J-estKc = λP〈e,d〉.λxe.x ∈ c and ∀x′ ∈ c, P (x) � P (x′)
c. JleastKc = λP〈e,d〉.λxe.x ∈ c and ∀x′ ∈ c, P (x) � P (x′)

In contexts as defined in (1), having one expression for each scale and the morphemes -est and
least will suffice to uniquely pick out each object in the context. I will assume, then, that the set of
messages M =MS ×MP where MS is a set of size |S| (i.e. there are as many messages in MS as
there are gradable properties for each object) and MP is a set of size two (P for ‘polarity’).

2 Experiment

A trial of our experiment will consist of some number of iterations of playing an Extremity Game as
in (2). The sender and receiver are each neural networks, schematically depicted in Figure 1. They
are trained using the REINFORCE algorithm ([21, 20]). There are two types of receiver: Basic and
Attentional. The Basic one is a multilayer perceptron, taking the context and the signals, outputting a
distribution over target objects, from which a sample is taken to determine the reward.

target

ms0 ms1 mp0 mp1

msi

d0 d1

mpj

o0 o1 o2 o3

sample

(a) Basic Sender (b) Attentional Receiver

Figure 1: Schematic depictions of network architectures.

The Attentional Receiver uses an attention mechanism ([13, 22]) to focus on a perceptually salient
dimension. They implement a hard attention mechanism in the following sense. First, they receive as
input the context c and the message msi from MS chosen by the sender. On this basis, the receiver
chooses a dimension to attend to: the input is filtered so that the agent only sees the objects according
to one dimension (e.g. size or lightness). Then, the agent uses this attended-to dimension and the
message from MP chosen by the sender to choose a target object. This attention mechanism reflects
the perceptual salience of the gradable properties of the objects: it is very natural, for instance, in the
contexts depicted in Figure 1, to attend only to the size or the shade of the circles.
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I varied the number of dimensions (i.e. gradable properties) between 1 and 3, and ran 10 trials for
each (for five-, twenty-, and fifty-thousand mini-batches respectively, where each mini-batch was
size 64). I recorded the rolling accuracy over 10 training steps, as well as the accuracy and detailed
properties about contexts and signals used on 5000 new games at the end of training. Complete details
of the architecture and training set-up, as well as a link to the code, are included in an Appendix.

Results: Basic Receiver Mean communicative success per number of dimensions on 5000 novel
games is provided in Table 1. In one and two dimensions, the agents reliably learned to communicate
effectively. In three dimensions, they usually get stuck in sub-optimal protocols.

dims mean std

1 0.975 0.006
2 0.985 0.003
3 0.731 0.062

Table 1: Success on test,
Basic Receiver.

Inspection of the learned communication protocols also show that they
do not learn to treat either of the signals as a function word. The learned
systems are always ‘maximally’ separating in the following sense: for
any two contexts c, c′ and targets o, o′, if o = argminc sd(o) and o′ =
argmaxc′ sd(o) for the same dimension d, then the sender’s message for
o in c differs from its message for o′ in c′ in both syntactic positions. This
holds true for both the 2- and 3-dimensional cases. In such a system, the
agents are not grouping context/target pairs according to the dimension
along which the target can be singled out as maximal or minimal.

This could be for roughly the following reason: in expectation, target objects that differ only in
whether they are the minimum/maximum in context on the same dimension will actually be farther
from each other in Euclidean space than from other objects. So the sender could be using maximally
different signals for the two types of target objects to help the receiver distinguish them.

Results: Attentional Receiver Mean communicative success per number of dimensions on 5000
novel games is provided in Table 2. In one and two dimensions, the agents reliably learned to
communicate effectively. In three dimensions, we find a lower mean and higher variance. Visual
inspection shows that many trials wind up near 88% communicative success, while others get stuck
in very sub-optimal communication protocols.

dims mean std

1 0.959 0.005
2 0.964 0.005
3 0.697 0.144

Table 2: Success on test,
Attentional Receiver.

Analyzing the resulting communication protocols yields promising re-
sults. Figure 2 shows an example learned communication system for
a two-dimension (left) and three-dimension (right) trial. These are bar
plots, showing the frequency with which the sender made various choices
on the test games. The left column corresponds to MS , and the right to
MP . The top row corresponds to the true dimension of the target object
in context, and the bottom row to the true polarity of the target object.
The top-left corner in each case shows that the different signals in MS

are being used to reliably communicate the dimension. The bottom-right
corner in each figure shows that the signals inMP are reliably being used to communicate the polarity
of the object.

Figure 2: Example communication systems with two and three dimensions.
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When the agents are communicating in this way, the signals that communicate direction can be
interpreted as function words. The signals in MS reliably communicate a bit of ‘content’: a
dimension. The signals in MP reliably signal whether the target has the greatest/lowest degree
along that dimension of all the objects in the context. This is non-trivial modification of one linguistic
item by another. The resulting communication protocols behave exactly like the toy semantics in (3).

3 Related Work

Three prominent studies of the evolution of compositionality from different disciplines have yielded
much insight, but do not explain the emergence of function words. Nowak and Krakauer [16] show
that an evolutionary dynamic will eventually lead to the adoption of a ‘grammatical’ language:
messages here are pairs of signals, with one signal corresponding to an object (noun) and the other
to an action (verb). Such a language has no function words. Barrett [1, 2] studies reinforcement
learning in simple signaling games with multiple senders. Here, the senders learn to jointly partition
the state space, and the receiver learns to interpret by set intersection. All of the signals provide
content, which the receiver then interprets via a simple conjunctive operation. Mordatch and Abbeel
[14] apply multi-agent reinforcement learning to agents who desire to get other agents to perform
certain actions on certain landmarks in their shared environment. In the resulting systems, there are
separate signals for each agent, type of action, and landmark; the complex signals are interpreted
‘conjunctively’, without sensitivity to word order.

In the extended version of this paper, linked in the acknowledgments footnote on the first page, I
prove a limitative result that explains why these and similar models fail to account for the emergence
of function words. Roughly: if optimal communication consists in recovering from a sequence of
symbols a target object from among a fixed set of states, the receiver interprets complex signals as
generalized conjunction. In such systems (which are there called trivially compositional), there are
no function words.2

Lazaridou, Peysakhovich, and Baroni [11] develop an approach to learning in reference games which
directly inspired the present one. Their contexts consist of two natural images, one of which is the
target. The sender chooses one signal from a fixed-sized vocabulary to send to the receiver. While
they are interested in whether natural concepts emerge in such a setting, I am focused on less natural
input but more complex communication protocols in order to explore the emergence of functional
vocabulary.

4 Conclusion

Every natural language divides the lexicon into content and function words. The latter provide the
‘grammatical glue’ that enables robust forms of compositional communication to arise. Most existing
approaches to the evolution of compositionality do not explain the emergence of function words.
In this paper, I introduced a signaling game with variable contexts consisting of multiple objects
with multiple gradable properties. Simple reinforcement learning by neural networks – in particular
with the ability to pay attention to certain perceptually salient aspects of the input – in this game can
generate expressions that are appropriately characterized as function and as content words.

Much work remains to be done. One would like architectures that make fewer assumptions about
what aspects of the input the receiver pays attention to. A first step in this direction will be to
use a soft, as opposed to hard, attention mechanism. A more thorough hyper-parameter search
may also generate more reliable learning results in the higher-dimensional settings. One can also
generalize the input so that the networks additionally have to discover which dimensions are relevant
for being able to successfully refer to objects across contexts, instead of having it built into the current
definition of context that every dimension is in principle useful in every context. More generally, one
would like communication systems like those exhibited here to emerge in the very general setting of
communicating by a sequence of symbols (e.g. with recurrent neural network senders and receivers),
with costs for things like vocabulary size and length of messages. All of these exciting avenues
remain to be pursued in future work.

2For examples of systems that avoid the assumptions of the result, see [3, 19].
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A Full Experiment Details

For each number of dimensions n, a context has 2n objects. Each object is specified by n real
numbers, chosen uniformly at random from the interval (0, 2) at steps of 0.1. The values are
uniformly subtracted by 1 to center them around 0.

The sender thus has 2n2 input nodes. As a convention, the first object for the sender is always the
target. It has two hidden layers of 64 nodes each, with exponential linear activation [6]. The final
hidden layer is then passed through two linear layers, with output sizes |MS | and 2, respectively.
These are batch normalized [7] and fed into a softmax, to generate distributions over MS and MP .

The Basic Receiver receives the context, but with the objects in a random order compared to the
sender, and two signals sampled from the sender’s output distributions, encoded as one-hot vectors. It
then has three rectified linear hidden layers of 64, 64, and 32 units respectively. Then a final linear
layer with 2n output nodes (one for each target object) is passed through batch normalization and
softmax to generate a distribution.

The Attentional Receiver passes the context and a messaged from MS sampled from the sender
through one exponential linear layer of 64 units, before batch normalization and softmax of size n,
one for each dimension. A sample is taken from this distribution. The corresponding scalar values for
each object along the dimension, together with a message sampled from the sender’s distribution over
MP are passed through exponential linear layers of size 64 and 32, before batch normalization and
softmax produce a distribution over target objects.

We trained using the REINFORCE algorithm, with mini-batches of size 64, and the Adam optimizer
[10] with learning rate 5 · 10−4. For n = 1, 2, 3 dimensions, and each type of receiver, we ran 10
trials of 5000, 20000, and 50000 mini-batches of training. After training, the trained networks then
played 5000 versions of the game; the signals chosen, the target chosen, whether it was correct, and
what the ‘true’ dimension and direction (min/max) for identifying the target in context were recorded.

Everything was implemented in PyTorch. The code and data are available at https://github.com/
shanest/function-words-context.
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