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Institute: Institute of Formal and Applied Linguistics
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Abstract: Modern language models are strong at generating grammatically cor-
rect, natural language. However, they still struggle with commonsense reasoning
— a task involving making inferences about common everyday situations with-
out explicitly stated information. Prior research into the topic has shown that
providing additional information from external sources helps language models
generate better outputs. In this thesis, we explore methods of extracting infor-
mation from knowledge graphs and using it as additional input for a pre-trained
generative language model. We do this by either extracting a subgraph relevant
to the context or by using graph neural networks to predict which information
is relevant. Moreover, we experiment with a post-editing approach and with a
model trained in a multi-task setup (generation and consistency classification).
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language model fine-tuning baseline, although they do not set a new state of the
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Introduction
“A man provided with paper, pencil, and rubber, and subject to strict
discipline, is in effect a universal machine.”

Alan Turing

The opening quote inspires one to imagine a man sitting behind a desk, sur-
rounded by heaps of paper, holding a pencil in one hand and rubber in the other
one; bags under his eyes but a slight, tired smile, for he has just made a ground-
breaking discovery. Most people easily deduce that the rubber in question refers
to a small rectangular object used for erasing pencil marks. It is unlikely that
anyone — especially those familiar with said stationery — would think of a car
tire in this situation. This is in spite of the fact that the quote does not explicitly
mention erasing errors.

While such a deduction may seem trivial, it actually requires years of lived
experience. Humans are able to reason about the world because they have been
observing it all their life, often without the facts being explicitly mentioned.
They have acquired an immense amount of commonsense knowledge that they
use constantly to infer unstated information.

Even though it may come naturally to humans, commonsense reasoning re-
mains a challenging task for computers. Commonsense reasoning involves critical
aspects of language, such as the capacity to resolve ambiguity1 or co-references.2
Modern language models — while excellent at grammar, language understanding,
and a wide range of other tasks — still often struggle to make inferences if they
require a substantial amount of world knowledge.

Specifically, generative commonsense reasoning is an integral part of natural
language generation (NLG) tasks. Contemporary NLG is done using language
models (LMs), such as GPT [Radford et al., 2019] or BART [Lewis et al., 2020].
NLG requires the language model to be able to understand commonsense relations
in the generated text. Failure to do so leads to unrealistic, often nonsensical
texts. Conversely, language models strong at commonsense reasoning produce
natural, contextually appropriate generations; they can infer implicit information
which is useful, e.g., in conversational agents; they are able to detect and prevent
inconsistencies and contradictions. At the end of the day, commonsense reasoning
is vital if we want to deploy a system in the real world.

The CommononGen benchmark dataset [Lin et al., 2020] has been developed
to test language models’ commonsense capabilities. The benchmark’s objective
is to generate a commonsense sentence from a set of 3 to 5 words, also called
concepts. The examples range from easy concept sets that frequently occur to-
gether to difficult ones where the complex relationship between the concepts is
not obvious and a model must possess strong commonsense reasoning capabilities

1Homonyms can lead to completely different interpretations of a text. Consider the sentence:
A man shoots his girlfriend. The meaning is drastically different depending on whether the
shooting is done with a camera or with a gun.

2The Winograd Schema Challenge [Levesque et al., 2012] is a famous commonsense reasoning
challenge. The task is to disambiguate references for pairs of twin sentences that differ in
one word; this word determines what the pronoun refers to. Solving the challenge requires
commonsense reasoning.
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to uncover it.
Current research in generative commonsense reasoning generally explores var-

ious ways of adding relevant information to the model on input. The prevalent
approach is the retrieve-and-generate approach in many variations [Fan et al.,
2020, Li et al., 2021, Yu et al., 2022]. Retrieve-and-generate models involve ex-
tracting a sentence relevant to the concepts from an external source and using it as
a basis for generating a prediction. The external source is “the entire Internet”
— a large multi-domain collection of unstructured documents. The individual
approaches differ in both the retrieval and the generating methods used.

In this thesis, we explore using knowledge graphs to find relevant information
to feed to the model. Unlike retrieve-and-generate models, we use a structured
source to extract knowledge. Some researchers claim that knowledge graphs do
not contain enough commonsense knowledge to be especially useful for the task,
which is, perhaps, why this direction has been relatively under-investigated so
far. However, we believe that their structured nature presents a promising op-
portunity.

In our approach, we fine-tune pre-trained language models and provide addi-
tional information on input. We propose several input enhancements with knowl-
edge extracted from a knowledge graph. First, we extract different types of sub-
graphs from the knowledge graph containing some or all of the input concepts.
The linearized subgraphs are used as an additional input to a language model.
Second, we train a graph neural network (GNN) model to predict whether two
concepts can occur in the same sentence. The predicted concepts are added to
the input on top of the original input concept set. Moreover, we propose to refine
these models’ predictions by using a model trained to add missing concepts to a
sentence. Finally, we explore a model trained to perform two tasks, classification
and language generation, simultaneously.

Some of our methods lead to significant improvements over a simple language
model fine-tuning approach. They manage to produce sentences that reproduce
commonsense relations well, although they still struggle with concept sets with
more complex relationships. While we do not achieve a new state of the art on the
CommonGen benchmark, we show that using knowledge graphs is a promising
direction of research that deserves further exploration.

This thesis is structured into four main parts. In Chapter 1, we define the task
of generative commonsense reasoning and show the research that has been done
in this area. Chapter 2 provides a background for the concepts and techniques
used throughout this thesis, such as language modeling and knowledge graphs.
In Chapter 3, we provide a description of the experiments we perform with the
objective of improving at commonsense language generation over a fine-tuning
baseline approach. Finally, we discuss the results of our experiments in Chapter 4,
where we present both an automatic evaluation and a manual analysis. We
conclude with a short summary of our results and potential suggestions for future
work on this task.
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1. Motivation
The objective of this thesis is to explore methods aimed at addressing common-
sense reasoning. Commonsense reasoning continues to pose significant challenges
for computers. Extracting implicit information from text or images requires com-
puter programs to possess or be able to acquire a profound understanding of the
world. While humans accumulate world knowledge from their day-to-day expe-
rience, computer programs lack the inherent ability to do so and therefore must
be provided with the necessary information through alternative means.

In this chapter, we describe the subject in detail. In Section 1.1, we for-
mulate the task of commonsense reasoning; specifically, the task of generative
commonsense reasoning. The section contains a description of the CommonGen
benchmark which we use to evaluate our models, as well as the metrics used for
the evaluation. Section 1.2 provides an overview of methods used to advance the
state of the art in generative commonsense reasoning. We show a variety of ap-
proaches to injecting commonsense information into a language model, including
retrieval from external sources and different pre-training regimes.

1.1 Generative commonsense reasoning
According to Lin et al. [2020], the ability to understand and use concepts from our
surrounding environment, i.e., commonsense reasoning, is a significant milestone
in human development.

Multiple challenges have been designed to test computers’ capacity to perform
commonsense reasoning. Some of them are designed as discriminative tasks: the
model is trained to choose the most likely answer from a set of options. Such
discriminative challenges include Commonsense QA (Talmor et al. [2019]), Social
IQA (Sap et al. [2019]), and HellaSwag (Zellers et al. [2019]).

Commonsense reasoning is hard. Davis and Marcus [2015] identify five key
challenges of the commonsense reasoning task: poor understanding of the do-
mains involved, their logical complexity, the involvement of plausible reasoning
(making conclusions that are likely but not guaranteed to be correct from partial
information), the long-tail problem (a small number of examples is very frequent
in a corpus, while a much larger number only occurs once), and choosing the
proper level of abstraction.

Another issue with machine commonsense reasoning lies in the fact that due
to the extent of the domain that commonsense reasoning involves (in essence,
the entire human experience), it has proved difficult to design benchmarks that
measure computers’ performance on the task. Each such benchmark focuses on
a narrow subdomain only, thus a model performing well on one benchmark does
not necessarily perform well on others.

In this work, we focus on commonsense reasoning from the generative perspec-
tive. In simple words, the task of generative commonsense reasoning (common-
sense text generation) consists of generating a sentence from a set of keywords
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(concepts). This sentence should describe a common real-life scenario. For ex-
ample, consider the set of concepts from Lin et al. [2020]:

dog, frisbee, catch, throw,

and their corresponding two sentences:

The dog catches the frisbee when the boy throws it. (1.1)

A dog throws a frisbee and a dog catches it. (1.2)

We can tell that sentence 1.1 is consistent with our everyday experience, while
sentence 1.2 violates it. Therefore, our goal, given these concepts, is to generate
a sentence such as sentence 1.1.

The formal definition of generative commonsense reasoning, as given by Lin
et al. [2020], is the following. The task is to learn a function f : X → Y that
maps a set of k concepts (a concept set) x = {c1, c2, . . . , ck} ∈ X , ci ∈ C ∀i,
where C denotes the concept vocabulary and X denotes the space of all possible
concept sets, to a grammatical sentence y ∈ Y that describes and ordinary real-
life scenario and uses all concepts from x.

This thesis explores techniques aiming to improve the performance of baseline
systems on the generative commonsense reasoning task. We use the Common-
Gen benchmark dataset [Lin et al., 2020]1 to train and test our systems.

Each individual data point in the CommonGen dataset consists of a concept
set (consisting of three to five concepts), a concept-set index (an integer that
identifies the concept set), and a target sentence. Multiple target sentences can
be associated with each concept set.

The concept sets in the dataset were sourced from various image- and video-
captioning datasets, such as Flickr30k [Young et al., 2014], MSCOCO [Lin et al.,
2014], and LSMDC [Rohrbach et al., 2015]. After part-of-speech-tagging the
captions, the authors selected concept sets consisting of 3-5 words based on their
frequency and scene diversity. This procedure ensures that the concept sets in
the dataset are not completely arbitrary (there exist common situations that can
be described using all of the concepts), and, at the same time, they reflect the
natural distribution of concept sets in the real world.

The original captions were then discarded. The target sentences were crowd-
sourced from Amazon Mechanical Turk with manual quality control.

Table 1.1 shows the basic statistics of the dataset. We can see that the
validation and test partitions have a larger average number of references, allowing
more freedom in text generation. In addition, the test set does not contain any
concept pairs present in the train set, meaning that a well-performing model must
possess the ability to generalize to unseen pairs.

The dataset authors identify two key challenges of CommonGen. The first
one is relational reasoning. To achieve good performance, the models must
recall relevant relational commonsense facts about the concepts, including spatial
relations, object properties, temporal event knowledge, social conventions, etc. It
is possible that these facts are not included in any existing knowledge base. The
second challenge is compositional generalization: the models must be able to
reason about sets of concepts even if they have never co-occurred before.

1The dataset is available at https://huggingface.co/datasets/common_gen.
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Statistics train dev test
# Concept sets 32,651 993 1,497
- size = 3 25,020 493 -
- size = 4 4,240 250 747
- size = 5 3,391 250 750
# Sentences 67,389 4,018 7,644
per concept set 2.06 4.04 5.11
Average length 10.54 11.55 13.28
# Unique concepts 4,697 766 1,248
# Unique concept pairs 59,125 3,926 8,777
# Unique concept triples 50,713 3,766 9,920
# Unseen concepts - 6.53% 8.96%
# Unseen concept pairs - 96.31% 100%
# Unseen concept triples - 99.60% 100%

Table 1.1: Basic statistics of the CommonGen dataset.

CommonGen evaluation

Models tested on the CommonGen benchmark are evaluated using a range of
automatic metrics which we describe below.

BLEU The BLEU metric [Papineni et al., 2002] is one of the most widely
used automatic metrics in natural language processing. Its simplicity makes it
fast (therefore, suitable for testing many iterations of a model) and easily in-
terpretable. The BLEU metric is based on computing the overlap between a
prediction and one or more references. First, we define the n-gram precision for
a given n over a test set:

pn =
∑︁

C∈{Candidates}
∑︁

n-gram∈C countclip(n-gram, C)∑︁
C′∈{Candidates}

∑︁
n-gram′∈C′ count(n-gram′, C ′) (1.3)

where countclip(n-gram, C) is the maximum number of times the n-gram occurs in
a single C’s reference sentence and count(n-gram, C ′) is the number of times the
n-gram occurs in C ′. In other words, pn is the proportion of correctly predicted
n-grams out of all predicted n-grams.

We also define the brevity penalty BP that penalizes short sentences and thus
discourages the model from generating very short outputs containing very prob-
able words only. Let c be the length of the candidate sentence and r the length
of the reference. Then,

BP =
⎧⎨⎩1 if c > r

e(1−r)/c if c ≤ r
. (1.4)

The BLEU score of the corpus is then computed as

BLEU = BP · exp(
N∑︂

n=1
wnlog pn) (1.5)

Essentially, the BLEU metric computes a weighted average of n-gram preci-
sions, balancing the prediction’s adequacy (meaning the correct choice of words,
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corresponding to 1-grams) and fluency (captured by longer n-grams). The stan-
dard maximum n-gram length is 4.

CIDEr The CIDEr metric [Vedantam et al., 2015] was originally developed
for image captioning. It measures the similarity of the candidate to the human
consensus. The computation involves calculating the overlap of n-grams of length
1 to 4 between the candidate and each reference sentence. Each n-gram of length n
is assigned a Term Frequency Inverse Document Frequency (TF-IDF) [Robertson,
2004] score with respect to the candidate and a TF-IDF score with respect to
the reference. The scores are aggregated in two vectors (corresponding to the
candidate- and reference-related scores, respectively) for which we calculate their
cosine similarity. The final CIDEr score is computed by taking a weighted average
of the cosine similarities between vectors corresponding to different values of n.

SPICE Another metric originating from the field of computer vision is the
SPICE metric [Anderson et al., 2016]. The metric eliminates the sensitivity to n-
grams, which limited previous major metrics. Instead, it focuses on the semantic
propositional context of the candidate and reference sentences.

The metric compares a candidate-reference pair by transforming both of them
into a scene graph by parsing the sentence’s syntactic dependencies and trans-
forming it according to a set of rules. The score is calculated as the F-score over
the triples corresponding to the relations in the resulting graph.

It is possible to use other standard NLP metrics to evaluate systems, such as
ROUGE [Lin, 2004], developed for text summarization evaluation, or METEOR
[Banerjee and Lavie, 2005], originally designed for machine translation. However,
the dataset authors consider CIDEr and SPICE to be the most appropriate for
the tasks since they focus on the associations between the concepts. In this work,
we focus on BLEU, CIDEr, SPICE, and coverage, which is the proportion of input
concepts that appear in the predictions.

1.2 Related work
Commonsense reasoning has long been of great interest among researchers who
have developed a variety of methods to tackle the task. At the point of writing
this thesis, systems still struggle to provide consistently good results, although
recent advancements have led to significant improvements.

We provided examples of commonsense reasoning benchmarks in Section 1.1.
In this section, we focus specifically on approaches to generative commonsense
reasoning evaluated on the CommonGen benchmark [Lin et al., 2020]. Some
concepts used in this section are described in more detail in Chapter 2. The
results of the systems we describe in this section are shown in Table 1.2.

1.2.1 Fine-tuned off-the-shelf language models
Lin et al. [2020] provide a baseline performance score for the CommonGen
dataset by fine-tuning standard transformer-based language models: GPT-2 [Rad-
ford et al., 2019], BERT-Gen [Mitzalis et al., 2021], UniLM [Dong et al., 2019],
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Model BLEU-4 CIDEr SPICE
GPT-2 23.73 12.19 23.57

BERT-Gen 23.47 12.61 24.82
UniLM 30.73 14.89 27.43

BART-base 29.01 13.98 28.00
T5-base 18.54 9.40 19.87
T5-large 31.96 15.13 28.86

CoNT + T5-base [An et al., 2023] 31.96 15.12 28.86
EKI-BART [Fan et al., 2020] 35.95 17.0 29.58
KG-BART [Liu et al., 2020] 33.87 16.93 29.63

SAPPHIRE (T5-large) [Feng et al., 2021a] 37.12 16.90 29.75
VisCTG (BART-large) [Feng et al., 2021b] 36.94 17.20 29.97

NeuroLogic A*esque [Lu et al., 2022] 39.60 17.29 30.13
RE-T5 [Wang et al., 2021] 40.86 17.66 31.08

Imagine-and-Verbalize [Wang et al., 2022] 40.57 17.72 31.29
PU-GEN (T5-large) [Seo et al., 2022] 38.23 18.04 31.68

KGR4̂ (BART) [Liu et al., 2022] 42.82 18.38 33.56
KFCNet [Li et al., 2021] 43.62 18.85 33.91
RACo [Yu et al., 2022] 43.62 19.14 34.03
DKRM [He et al., 2022] 44.33 19.54 34.59

Human performance (upper bound) 46.49 37.64 52.43

Table 1.2: Methods for generative commonsense reasoning measured on the Com-
monGen benchmark. Scores measured on the test set and reported by Lin et al.
[2020].

UniLM-v2 [Bao et al., 2020], BART [Lewis et al., 2020], and T5 [Raffel et al.,
2019]. Additionally, the authors provide scores obtained by humans which can
be considered the upper bound.

1.2.2 Knowledge-graph-based methods
Some works on commonsense generative reasoning incorporate knowledge graphs.
Knowledge graphs such as ConceptNet [Speer et al., 2017] contain world knowl-
edge in the form of relations between common concepts. The advantage of knowl-
edge graphs is that they have a well-defined schema, making it easy to use them
programmatically.

However, knowledge graphs also lack a substantial amount of knowledge.
Since common sense covers an immense number of topics, it is to be expected
that a human-constructed knowledge base does not contain every possible link.
This limitation suggests that using knowledge graphs in commonsense-reasoning
models may not lead to optimal results.

Liu et al. [2020] use knowledge graphs and graph attention to enhance lan-
guage models’ commonsense reasoning. Their framework, Knowledge Graph-
Augmented BART (KG-BART), works in two steps: knowledge-graph grounding
and graph-based encoder-decoder modeling.

In the first step, the authors construct two graphs. The concept-reasoning
graph GR is established by matching the input concepts to the entities in Con-
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ceptNet. The concept-expanding graph GE is then constructed by ranking neigh-
boring nodes in GR according to a word-similarity score.
GE is used in the second step in a graph-augmented encoder and decoder.

The authors use a graph-informed attention mechanism to incorporate the graph-
structure information into token embeddings, as well as the decoding process. The
underlying encoder-decoder structure to which the graph attention is attached is
a fine-tuned BART language model [Lewis et al., 2020].

In general, knowledge graphs have rarely been used in generative commonsense
reasoning research, possibly due to the limitations outlined above. Nevertheless,
we believe that they have a potential to improve a language model’s performance.
This thesis attempts to find novel approaches to exploit the knowledge contained
in them, as described in Chapter 3.

1.2.3 Retrieve-and-generate models
Some of the best-performing commonsense-reasoning systems are based on the
retrieve-and-generate framework. While they differ in the exact details, the gen-
eral process is the same. First, the system retrieves knowledge related to the input
concepts from an external source. The source generally consists of unstructured
documents collected from the internet. The retrieved information is then used to
construct prototype sentences. By prototype sentence we mean any sentence that
somehow resembles the desired output sentence but is not necessarily the final
output. The prototypes, along with the input concepts, are then passed into a
language model (generally, encoder-decoder models such as BART [Lewis et al.,
2020] or T5 [Raffel et al., 2019], but decoder-only models are possible too) which
is trained to generate the reference sentences.

The prototype’s function in the framework is to compensate for the lack of
world knowledge in the language model. As noted by Yu et al. [2022], retrieval-
augmented methods work well because of their flexibility in accessing world knowl-
edge. Unlike, for example, knowledge-graph-augmented methods, which are lim-
ited by the relation schema, retrieval-augmented allow access to almost unlimited
sources of knowledge, which is why they tend to perform better (see Table 1.2).

Fan et al. [2020] propose the Enhanced Knowledge Injection BART (EKI-
BART). This retrieve-and-edit framework uses several image- and video-caption-
ing datasets as sources of external knowledge to retrieve a single prototype sen-
tence by matching the input concepts. The prototype is then edited with the
help of the language model to generate the final sentence.

As an example, consider the concepts

front, guitar, sit.

An external source might provide the prototype

A singer performed the song standing in front of the audiences while playing
guitar.

The prototype lacks the concept sit, which is why it cannot be used as the final
output. However, it already contains the remaining concepts and thus provides
some necessary context.
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The authors then construct the input to the language model by concatenating
the concepts and the prototype. The language model (in this case, BART [Lewis
et al., 2020]) is then trained to generate, for example, the sentence

A singer sitting in front of the audiences while playing guitar.

Similar to Fan et al. [2020], Wang et al. [2021] propose a retrieve-and-generate
method with a trainable retriever. Their method, Retrieval-Enhanced T5 (RE-
T5), involves training a retriever model to predict the score of the prototype
sentences extracted from an external source. The concatenation of the concepts
and the best-ranked prototypes is then used as input to T5 [Raffel et al., 2019].

[Liu et al., 2022] propose a four-stage Knowledge-enhanced Commonsense
Generation framework. The four stages are Retrieve, Retrospect, Refine, and
Rethink. In the first stage (Retrieve), prototype sentences are retrieved by a
rough mapping from an external source. Similarly to Wang et al. [2021], a scorer is
trained to select the most plausible prototypes. In the second stage (Retrospect),
a BART [Lewis et al., 2020] is trained to either copy or edit the prototypes to
generate candidate sentences. The candidate sentences are refined using another
BART model to remove potential errors in the third stage (Refine). In the last
stage (Rethink), the authors employ the scorer trained in the first stage to select
the best sentence within the generated candidates.

The Knowledge Filtering and Contrastive Learning Network (KFCNet) [Li
et al., 2021] first employs a BERT-based [Devlin et al., 2019] model to rank
prototype sentences retrieved from an external source. Then, it uses contrastive
learning in both the encoder and the decoder. It picks an anchor sample from
which it constructs both positive and negative samples. The model learns to pull
the anchor close to the positive examples and push it away from the negative
examples in the embedding space.

He et al. [2022] further improve the retriever by distilling the knowledge from a
metric (e.g., BLEU [Papineni et al., 2002]). They claim that previous approaches’
retrievers often do not provide the most relevant prototypes as they use sparse
methods depending only on the concepts for the retrieval. They train the retriever
to pick sentences that achieve a high score with respect to the reference sentences,
thus improving the quality of the prototypes.

Yu et al. [2022] construct a unified framework for Retrieval-Augmented Com-
monsense Reasoning (RACo) to solve various commonsense tasks. They collect
over 20 million documents from various sources containing commonsense knowl-
edge and propose strategies for efficient document retrieval from the corpus in
order to boost retrieval-based models’ performance. Such strategies include using
two models to encode the query and the document separately and training them
to minimize the distance between the encodings.

1.2.4 Other methods
Other methods have been proposed to tackle the commonsense generative chal-
lenge.

An et al. [2023] propose to use contrastive learning to improve the perfor-
mance of a T5 model [Raffel et al., 2019]. In addition to positive examples, the
model is also provided with negative examples. It is then trained to predict the

10



likelihood of the generated sentence, as well as the distance between the input to
the model and the provided sentence. During inference, the two objectives are
then combined to select the best sentence generated by the model.

The SAPPHIRE framework (Set Augmentation and Post-hoc Phrase Infilling
and Recombination), proposed by Feng et al. [2021a], uses two augmentation
methods: keyword-based augmentation that selects new keywords based on the
similarity of their embeddings to the original concept set, and attention-based
augmentation where the concept set is augmented by those keywords that have
been most attended to in the human references.

Feng et al. [2021b] introduce the Visually Grounded Concept-to-Text Genera-
tion (VisCTG) framework enhanced with visual information. They motivate this
approach by the fact that images generally depict common, plausible situations.
It involves obtaining images for each concept set and captioning them using a
pre-trained captioning model. The concepts and captions are then concatenated
to form the input of a language model which is then trained to produce the final
sentences.

Lu et al. [2022] note that in common open-ended text-generation approaches,
the cost (i.e., probability) of generating the next word only depends on previously-
generated text; whereas constrained text generation would benefit from esti-
mating future cost as well. Taking inspiration from the A* algorithm [Russell
and Norvig, 2010, Chap. 3], they develop the NeuroLogic A*esque heuris-
tic that combines decoding algorithms with future cost estimation. Specifically,
the heuristic relies on lexical constraint satisfaction which guides the selection of
candidates in the next decoding step.

Wang et al. [2022] design the Imagine-and-Verbalize framework based on con-
structing a scene knowledge graph (SKG) from the concepts (the imagination
module) and generating a sentence based on the SKG (the verbalization module).
The SKG construction is formulated as an autoregressive sequence-generation
task conditioned on the context and the concepts with the objective being to
construct a plausible scene involving the concepts. The linearized SKG is then
fed into a language model which produces the final sentence.

Seo et al. [2022] PU-GEN, incorporate both scene and relational knowledge
into the generative process. To enhance the model with scene knowledge, they
collect human-generated image captions. For each concept set, they then retrieve
those captions that contain at least two of the concepts. Relational knowledge is
retrieved from Wikipedia articles. A language model is then pre-trained to gen-
erate information the retrieved information from concepts. This method extends
the commonsense knowledge contained in the language model. Finally, the model
is fine-tuned on the CommonGen dataset.

In conclusion, most methods for generative commonsense reasoning attempt
to inject world knowledge into the model by providing additional information on
input. We follow this approach as well in Chapter 3. However, instead of using
external knowledge sources as do most models in this section, we explore the
opportunities provided by knowledge graphs.
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2. Background
In Chapter 1, we introduced the generative commonsense reasoning task along
with its recent approaches. The primary objective of this thesis is to explore new
approaches to address this task. Before we discuss our experiments in Chapter 3,
it is essential to acquire an understanding of the techniques employed. This
chapter aims to establish a background to our methods.

First, in Section 2.1, we explain text generation — an essential pre-requisite for
generative commonsense reasoning — and related concepts. The most important
one is language modeling which underlies most of the current state-of-the-art
for language generation. Next, we introduce knowledge bases and, specifically,
knowledge graphs in Section 2.2, which we use to inject external information into
the language models. Finally, in Section 2.3, we describe graph neural networks
which we use to capture higher-order relationships between nodes in ConceptNet.

2.1 Text generation
Text generation constitutes the basis of a large portion of today’s state-of-the-art
systems in machine translation [Kocmi et al., 2022], speech recognition [Inter-
speech, 2022], conversational dialogue [Ji et al., 2022], and others. In text gen-
eration, the system usually generates text based on some other text or another
medium: in machine translation, it is the text in the source language; in speech
recognition, it might be the speech signal.

This section starts by introducing the notion of a language model. Then,
we describe how language modeling is useful in text generation, presenting ap-
proaches from N -gram models to modern-day large neural language models.

2.1.1 Language models
The fundamental component of many modern state-of-the-art text-generating
systems is a language model. The role of language models is to predict the
next word in a sequence of words; they are usually trained to produce natural-
sounding, grammatically correct text. In addition to language technologies, lan-
guage models have found their application even in seemingly unrelated fields such
as biotechnology.

Formally, according to Jurafsky and Martin [2023, Chap. 3], a language model
is a probability distribution over sequences of words, P (w1, w2, . . . , wn), wi ∈ V ∀i,
where V denotes the vocabulary. We can equivalently reformulate the definition
as a next-word prediction task by leveraging the chain rule of probabilities:

P (w1:n) = P (w1)P (w2|w1)P (w3|w1:2) . . . P (wn|w1:n−1)

=
n∏︂

k=1
P (wk|w1:k−1). (2.1)

Each factor except for the first one is in the form P (w|h), i.e., the probability
that the word w follows the history h. Therefore, a language model can be trained
to model the probability of a word following a specific history.
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N-gram language models. In general, h may be of unlimited length. Histor-
ically, modeling the probability distribution over sequences of an arbitrary length
has been a difficult task. Instead, language models used to exploit the Markov
assumption

P (wn|w1:n−1) ≈ P (wn|wn−1) (2.2)
which can be generalized to

P (wn|w1:n−1) ≈ P (wn|wn−k+1:n−1) (2.3)

for some k ∈ N .
In other words, the Markov assumption says that the probability distribution

over sequences of words of an arbitrary length can be approximated by a proba-
bility distribution over sequences of words whose length is bounded from above
by an integer k.

A class of language models that use the Markov assumption is the class of
N -gram language models. These models are trained to estimate the probability
of N -grams, i.e., sequences of words of length N . For example, a bigram language
model (N = 2) estimates the probability P (wn|wn−1), while a trigram language
model (N = 3) estimates the probability P (wn|wn−2, wn−1). The probability of a
sequence of words using an N -gram language model is then computed as

P (w1:n) ≈
n∏︂

k=1
P (wk|wk−N+1:k−1) (2.4)

where the first N words’ probabilities are estimated by padding the history with
special beginning-of-string tokens.

The N -gram probabilities are calculated using the maximum-likelihood esti-
mation according to the following formula:

P (wN |w1:N−1) = C(w1:N)∑︁
w C(w1:N−1w) (2.5)

where C(w1:N) and C(w1:N−1w) denote the number of times the word sequences
w1:N and w1:N−1w appeared in the training data, respectively.

Additional techniques can be used in probability estimation, such as smooth-
ing or backoff to avoid zero-probabilities.

RNN language models. While N -gram language models achieve relatively
high performance while being simple to implement, they suffer from major limi-
tations stemming from the fact that they only see a very limited part of history.

Models from the family of recurrent neural networks (RNN) counteract this
limitation. RNN models work by processing the input sequence of an arbitrary
length one output at a time, storing an intermediate representation of the already
processed part of the sequence. Formally, the process for sequences of words is
as follows:

1. The words are converted into word-embedding vectors [Mikolov et al., 2013].
Word embeddings capture the meanings of words in a latent space of a
dimension much smaller than the size of the vocabulary, thus making it
easier to work with them than, e.g., one-hot vector representations.
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2. The first word embedding e1 and a pre-initialized hidden-state vector h0
are passed through an RNN cell. The cell can be a simple neural network,
such as a perceptron, or it can have a more complicated architecture, such
as long short-term memory LSTM [Hochreiter and Schmidhuber, 1997].

3. The RNN cell outputs two vectors: an output y1 for the current time step
and a hidden state h1.

4. The hidden state h1 and the second word embedding e2 are passed through
the same RNN cell (i.e., it has the same weights). The cell produces a new
output y2 and a new hidden state h2.

5. The process is repeated until the whole input sequence is consumed.

6. The final hidden state, theoretically, captures the information from the
whole sequence and can be used for further tasks.

RNNs model language by learning the probability distribution over the vocab-
ulary given a history. Each output yt is a vector whose dimension is equal to the
size of the vocabulary; each component of the vector determines the probability
of the following word being the word corresponding to the component’s index.
Mathematically, the probability of the word sequence P (w1:n) can be expressed
as

P (w1:n) =
n∏︂

t=1
P (wt|w1:t−1)

=
n∏︂

t=1
yt[wt].

(2.6)

2.1.2 Encoder-decoder models
In many natural language processing tasks, the expected generated text usually
varies depending on some input, such as text in the source language in machine
translation or dialogue history in dialogue systems. For such tasks, it is convenient
to use an encoder-decoder model.

The encoder-decoder model based on RNNs [Sutskever et al., 2014] consists
of two main components: the encoder that processes the input and outputs its
representation, and the decoder that generates text based on this input represen-
tation. The encoder-decoder model is often used in tasks with inputs or outputs
of variable length.

The encoder processes the input sequence as shown in Section 2.1.1. After
consuming the whole sequence, it produces the final hidden state, also called the
context vector. The decoder, which is another RNN, produces an output sequence
as follows:

1. The first input to the RNN is the context vector and a pre-initialized hidden
state.

2. The inputs are passed through an RNN cell, which produces a hidden vector
and an output modeling the distribution of the vocabulary.
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3. The output vector determines which word will be the next word in the
output sequence. One can use greedy decoding, meaning that at each time
step, the word with the highest probability is selected, or a more complex
algorithm, such as beam search [Zarrieß et al., 2021].

4. The RNN cell receives the selected word (its embedding) and the previous
hidden state as input in the next time step.

5. The process is repeated until the decoder produces an end-of-string token
or the sequence reaches a predetermined length.

The process of decoding in which the next word in the sequence is selected
based on the words that the decoder output previously is called autoregressive
decoding.

2.1.3 Transformer models
RNN attention-based encoder-decoder systems outperformed previous state-of-
the-art machine translation approaches [Bahdanau et al., 2016] [Luong et al.,
2015]. However, RNNs have a significant disadvantage because the input must
be processed one token at a time, rendering the computation impossible to par-
allelize.

A novel architecture based solely on attention mechanisms, the Transformer
architecture [Vaswani et al., 2017], has been proposed. An attention mechanism
enables the model to focus on specific parts of the sequence. While previous
encoder-decoder RNN models already used attention [Luong et al., 2015], Trans-
former’s major improvement over them is the fact that it processes the entire
input sequence at once instead of sequentially. The most important consequence
is that computations can be parallelized, enabling larger input sizes during train-
ing and more training data.

The architecture models global dependencies between words by introducing
the attention mechanism into the network. Attention performs well at capturing
long-distance dependencies in the decoder because the number of computation
steps required to model the relationship between the generated words is constant
regardless of the words’ position. This is a significant improvement over RNN ar-
chitectures where modeling the relationship between words at distance n requires
O(n) steps [Vaswani et al., 2017].

Figure 2.1 shows the architecture of a Transformer model. We provide an
explanation of the model based on Alammar [2018]. The Transformer model con-
sists of two major components: the encoder and the decoder. Both are composed
of an identical number of encoder and decoder layers (6 in the original paper).
The role of the encoder and the decoder is similar to the encoder and decoder
from previously-described RNN networks: the former captures the information
from the input, while the latter autoregressively generates the output based on
this information.

Each encoder layer further consists of a self-attention layer and a feedforward
network. Additionally, the architecture employs residual connections around each
sublayer, followed by layer normalization.

A decoder layer is almost identical to an encoder layer with the difference being
an additional encoder-decoder attention sublayer between the self-attention and
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Figure 2.1: The Transformer model architecture [Vaswani et al., 2017].
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the feedforward sublayer. The self-attention sublayer is modified in such a way
that the decoder can only attend to previous positions. This ensures that each
newly-generated token depends on previous tokens only.

A sequence is processed as follows:

1. The words from the input sequence are converted into word embeddings.
Additionally, they are summed with positional encoding vectors in order to
distinguish the same word at different positions.

2. The first encoder layer receives the word representations as input. The
entire input sequence at once is passed through all sublayers. The layer
produces a sequence of the same length as the input sequence.

3. The other encoder layers’ input is the previous layer’s output. They also
process the whole sequence at once.

4. The decoder works the same way as the encoder. The input to the decoder
(either the target output sequence during training or a single end-of-string
token during inference) is converted into word embeddings and summed
with positional encodings.

5. The sequence passes through each decoder layer.

6. The encoder layers’ outputs are also passed to the decoder layers where
they are used in the encoder-decoder attention sublayers.

7. The output of the top decoder layer is further processed by a linear layer
to generate a logit vector whose size corresponds to the size of the model’s
vocabulary.

8. Finally, we apply the softmax function to obtain normalized probabilities
from the logits; these are used to decide on the next token.

The decoding works slightly differently depending on whether we are doing
training or inference. During training, we pass the entire target output sentence
through the decoder at once, masking certain tokens so that the decoder can
only attend to the left context of each token. During inference, we start with a
single end-of-string token. After it passes through the decoder, the next token is
generated. The process must be repeated until we generate the entire sequence.

Attention is the most important part of the model. Transformer uses two
types of attention, self-attention and encoder-decoder attention, that only differ
in what is being attended to. The authors describe attention as mapping a query
and a set of key-value pairs to an output. The queries, keys, and values are
computed by multiplying a vector X by a weight matrix:

Q = X×WQ

K = X×WK

V = X×WV

(2.7)

where WQ, WK, and WV are trainable parameters. In self-attention, K, V,
and Q are derived from the previous layer’s outputs, whereas in encoder-decoder
attention, K and V are constructed from the encoder’s output.
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Attention is then computed as

Attention(Q, K, V ) = softmax(QK⊤
√

dk

)V. (2.8)

More descriptively, attention is a weighted sum of the values where weights
are determined by a combination of the query and the corresponding key. The
scaling factor

√
dk (dk denotes the key vectors’ dimension) is used for reasons of

numerical stability.
The Transformer model actually uses the so-called multi-head attention. The

intuition behind it is that each head can focus on different aspects of the input
[Voita et al., 2019]. We train multiple sets of parameters WQ

i , WK
i , and WV

i
for each head. We then calculate Qi, Ki, and Vi as in Equation (2.7). The
attention for each head is then computed according to Equation (2.8) using the
head’s respective parameters. The outputs of each head are then concatenated
and projected into the desired space.

2.1.4 Pre-trained language models
After the Transformer was first introduced, a range of architectures and pre-
trained models based on it were released. While the original Transformer was
developed for and tested on the machine translation task, these new models target
a wider variety of tasks.

Pre-trained language models can be used for downstream tasks by adding
an additional task-specific layer on top of the base model. The model is then
fine-tuned on task-specific data either by training the top layer only, training the
entire model, or anything in-between. With some exceptions, these pre-trained
models are publicly available.1 Depending on the task, we distinguish encoder-
only, decoder-only, and encoder-decoder Transformer-based models.

Encoder-only models. For tasks such as text classification, it is not strictly
necessary to have a decoder as all necessary information from the input should
be captured by the encoder. This motivates the development of encoder-only
Transformer-based models, such as BERT [Devlin et al., 2019] or RoBERTa
[Zhuang et al., 2021].

BERT, which stands for Bidirectional Encoder Representations from Trans-
formers, is an encoder-only language representation model. BERT processes the
input sequence bidirectionally, meaning that each token representation models
information from both its left and right context.

BERT’s architecture is identical to the encoder from the original Transformer.
The input sequence to BERT always starts with a special [CLS] token whose
representation is used for downstream sentence-level tasks. If the input sequence
consists of two or more sentences (e.g., in question-answering tasks), they are
separated by a special [SEP] token.

BERT is pre-trained on two unsupervised tasks. The first one is masked lan-
guage modeling (MLM). It is similar to language modeling in that it predicts
an unknown word from the context. However, while standard language modeling
predicts the word from previous tokens only, MLM predicts a masked word from

1The pre-trained models are available, for example, on https://huggingface.co/models.
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both previous and following tokens. This form of pre-training enables the model
to learn token representations from both the left and right contexts.

The second pre-training objective is next-sentence prediction. The model
is given two sentences A and B and it is trained to predict whether B follows
A. This way, the model is trained to capture the relationship between the two
sentences in the [CLS] token representation.

Fine-tuning BERT is done by either passing the [CLS] token representation
through a feedforward network for sentence-level (classification) tasks or by pass-
ing each token representation through a feedforward network for token-level tasks.

BERT outperformed the state-of-the-art in a broad set of tasks including
paraphrasing, natural language inference, question answering, and others.

Decoder-only models. Some tasks can be modeled as generating a plausible
continuation to a text. In this case, the input plays the role of a prompt to a
model. The most famous in this class is the family of GPT models [Radford et al.,
2018, 2019, Brown et al., 2020].

Generative Pretrained Transformer, or GPT [Radford et al., 2018], was de-
veloped for language understanding tasks. The authors only used the decoder
from the original Transformer. Each decoder layer consists of a self-attention and
a feedforward sublayer; the encoder-decoder attention sublayer is missing as there
is no encoder.

The authors first trained a base GPT model on a language modeling ob-
jective. They fine-tuned the model for the individual tasks by taking the repre-
sentation of the last token from the top transformer layer and passing it through
a feedforward network. As all of the benchmarks are classification tasks, the
training objective is the following:

L(x, y) = logP (y|x) (2.9)
for all example-label pairs (x, y).
GPT achieved state-of-the-art results in a number of tasks including natural

language inference [Bowman et al., 2015], question answering [Lai et al., 2017],
and text similarity [Dolan and Brockett, 2005].

Encoder-decoder models. These models are suitable for tasks that require
a conversion between the input and output sequences (e.g., between languages).
In addition to the original Transformer, this family of models consists of BART
[Lewis et al., 2020], T5 [Raffel et al., 2019], or LLaMa [Touvron et al., 2023].

BART is a denoising autoencoder for pre-training sequence-to-sequence mod-
els. Its name comes from the fact that it combines Bidirectional and Autoregres-
sive Transformers.

BART’s architecture is identical to the original Transformer. The model is
trained by optimizing a reconstruction loss on documents corrupted by an ar-
bitrary noising function. The noising functions used by the authors are token
masking, token deletion, text infilling (replacing a span of text with a single
[MASK] token, thus forcing the model to learn to predict the missing span length),
sentence permutation, and document rotation.
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The model performs especially well at generation tasks, outperforming previ-
ous state-of-the-art models at summarization [Narayan et al., 2018], dialogue [Di-
nan et al., 2020], and abstractive question answering [Fan et al., 2019]. It matches
the results of state-of-the-art models in discriminative tasks. Additionally, the
authors showed that the model also performed well at machine translation.

The authors noted that the major limitation of the model is its tendency to
hallucinate.

2.1.5 Large language models
In recent years, the language-model research paradigm has shifted from the pre-
training and fine-tuning approach to prompting. Radford et al. [2019] showed
that language models perform well in zero-shot settings since many tasks, such
as translation, occur naturally in corpora on which the models are trained.

This gives rise to the idea of large language models (LLMs). Their architecture
is largely similar to previous models such as GPT, except it is scaled many-fold
to a size of billions of parameters and trained on very large amounts of data.
LLMs, such as GPT3 [Brown et al., 2020], can be used as-is without any further
task-specific fine-tuning. As LLMs are typically decoder-only models, we can
accomplish specific tasks by using the input as a prefix and letting the model
generate a continuation. This method is called prompting.

Generally, scaling the models leads to better performance [?Chowdhery et al.,
2022]. Additionally, new abilities arise in LLMs that are not present in smaller
models. This phenomenon is referred to as emergence and includes abilities such
as chain-of-thought reasoning, or the ability to answer questions truthfully, among
others [Wei et al., 2022]. However, increasing the parameter count yields diminish-
ing returns [Chowdhery et al., 2022]. Other techniques have thus been developed
to advance the state of the art.

Hoffmann et al. [2022] found that contemporary large language models are
significantly undertrained. They proposed to double the amount of training data
with every doubling of the number of parameters. Their Chinchilla model, trained
on an adequate number of tokens, matches the performance of larger models and
even outperforms them at some tasks.

While LLMs perform well at language modeling, they are not necessarily
aligned with the user. This manifests as generating untruthful, toxic, or gen-
erally unhelpful outputs. Such behavior can be partially rectified by training
an instruction-following model, such as InstructGPT [Ouyang et al., 2022]. In-
structGPT is trained by fine-tuning a pre-trained GPT-3 model. First, a team
of human writers provides demonstrations of the desired outputs given a specific
prompt. The base GPT-3 model is fine-tuned on this dataset. Second, human
labelers rank different model outputs for the same input. A reward model is
trained to predict human preference. Finally, InstructGPT is fine-tuned using a
reinforcement-learning algorithm with the reward model used as a reward func-
tion.

Fine-tuning GPT-3 in this manner showed promising results. InstructGPT’s
outputs were significantly preferred by human labelers. The model also improved
in truthfulness and toxicity over GPT-3. The instruction-following paradigm has
since been widely adopted in publicly available LLMs, such as ChatGPT [OpenAI,
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2022].
Models’ instruction-following capabilities can be further improved by using

the Self-Instruct framework [Wang et al., 2023a]. Self-Instruct uses a
bootstrapping algorithm to generate new instructions or tasks for instruction-
following models. Thanks to this process, models can learn to follow more diverse
instructions, as human-written instructions often suffer from the fact that they
tend to be common NLP tasks, as noted by the authors.

LLMs generally require too much computing power to be run locally even
for inference only and are usually only accessible via online APIs. However,
techniques such as mixed-precision training and inference [Raschka, 2023] enable
the models to consume fewer resources with minimal impact on performance.
Such techniques may lead to smaller-scale equally-powerful models in the future.
Still, LLMs currently require significantly more computational resources than
models such as BERT and BART.

2.2 Knowledge bases
Knowledge bases, in general, are sources of information about a topic, a service,
a product, etc [Atlassian]. Typically, they are stored in a machine-readable form
that facilitates easy retrieval of information contained in them; this is necessary
because they commonly constitute components in software systems that need
external information to provide accurate information to users.

If a knowledge base is constructed as a set of objects connected by (possibly
different types of) relations, we refer to it as a knowledge graph.

DBPedia2 [Lehmann et al., 2015] is a well-known example of a knowledge
base. It is a community-built multidomain ontology that started by collecting
infoboxes from Wikipedia.3 Its entries are organized in hierarchies and can be
described using over 3000 properties.

Another large knowledge base is Wikidata4 which stores structured data from
Wikipedia and related projects. The information contained in it is multilingual
and community-sourced. Similarly to DBPedia, its entities are connected by
different types of relations.

In NLP applications, knowledge bases often represent relationships between
words. One of the most widely-known knowledge bases in natural language pro-
cessing is WordNet [Princeton University, 2010]. WordNet groups words together
based on their meanings. The authors define the concept of a synset - specific
meaning of each word. A synset consists of a set of words that shared the same
meaning, i.e. synonyms. It is these synsets that are linked together in the net-
work. In addition to implicit synonymy, the relations between synsets include
antonymy, meronymy, hyponymy, and hyperonymy.

While WordNet is a very extensive work in terms of the number of words it
covers, the narrow set of relations, which are mostly oriented towards linguistics,
is a limiting factor. ConceptNet [Speer et al., 2017] is a multilingual knowledge
graph that represents world knowledge. It consists of a set of approximately

2https://www.dbpedia.org/
3https://www.wikipedia.org/
4https://www.wikidata.org/wiki/Wikidata:MainP age
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relation example
RelatedTo (language, RelatedTo, English)

IsA (French, IsA, language)
HasPrerequisite (talking, HasPrerequisite, language)

UsedFor (language, UsedFor, communication)
HasProperty (language, HasProperty, spoken or written)

Table 2.1: Examples of relations in ConceptNet.

8 million nodes corresponding to concepts, and over 21 million directed edges
representing the relations between them. Both nodes and edges may contain
additional metadata, such as the original source of the information.

The set of relations extends WordNet’s set of relations to 36 types. Some of
them are shown in Table 2.1. While most relations are asymmetric, some, such
as RelatedTo, are designed to be symmetric.

ConceptNet is available online.5 Programmatically, it can be accessed via an
online API, or through a locally-run copy.

2.3 Graph neural networks
Some deep-learning approaches assume data that is structured in a certain way.
For example, convolutional neural networks (CNNs) are often used in practice
for data structured in a grid, while RNNs work with sequences, i.e., data struc-
tured as a directed path. Graph neural networks (GNNs) can be thought of as a
generalization of these and other techniques.

GNNs are networks capable of modeling data structured as general graphs.
Social groups, computer programs, or biological molecules are examples of graph-
like entities whose structure is vital in defining their characteristics. GNNs are an
integral part of some of the most influential advancements in recent years, such
as the AlphaFold model for protein structure prediction [Jumper et al., 2021], a
task which had previously found very little success.

In this section, we introduce GNNs and their applications. First, we define a
graph and related terminology. Then, we present the fundamental idea of GNNs,
message passing. Finally, we describe the possibilities of modeling entities with
GNNs.

2.3.1 Graph
A graph is the pair (V, E), where V is the set of nodes and E is the set of edges
[Matoušek and Nešetřil, 2022]. If E ⊆

(︂
V
2

)︂
, we say that the edges are undirected

and the graph is undirected. If E ⊆ V ×V , then we say that the edges are directed
and the graph is directed.

We can represent a graph in an adjacency matrix. The adjacency matrix A
of a graph G = (V, E) is a matrix of size |V | × |V | whose entries are ones and
zeros. A[u, v] = 1 if (u, v) ∈ E, or 0 otherwise. The adjacency matrix of a
directed graph is symmetrical, that of an undirected graph does not need to be.

5https://conceptnet.io/
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Figure 2.2: Overview of message passing [Hamilton, 2020, p. 49].

Since adjacency matrices are sparse, they are stored as lists of edges in computer
memory.

2.3.2 GNNs and message passing
The fundamental idea of GNNs is message passing. This idea is implicitly present
in CNNs and RNNs as well. As its name suggests, message passing ensures that
information is propagated between nodes that are connected by a path.

According to Hamilton [2020], message passing iteratively updates each node’s
representation based on its neighboring nodes’ representations. The following two
steps are performed for every node during a single iteration of the algorithm:

1. Aggregate information from the node’s neighboring nodes.

2. Update the node’s representation by combining its current representation
and the aggregated information.

Formally, the update to a node v at time step t can be expressed as

ht
v = Update(ht−1

v , Aggregate({ht−1
u ∀u ∈ N (v)})) (2.10)

where ht
v denotes node v’s representation at time t and N (v) denotes the neigh-

borhood of node v. The exact details of the Update and Aggregate functions’
implementation are not important for this work.

Figure 2.2 shows how information is propagated to node A in two-iteration
message passing. The left side of the figure shows the structure of the graph. The
right side shows the ”unrolled” graph with the paths through which the message
is passed. We see that some nodes’ information reaches the target node multiple
times.

2.3.3 GNN tasks
In practice, GNNs are used for three main purposes: node classification, graph
classification, and edge prediction.
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Node classification. Node classification involves assigning labels to nodes in a
graph. The prediction is based on node features, as well as the graph’s structure.
Popular benchmarks include scientific paper classification [McCallum et al., 2000,
Giles et al., 1998]. These benchmarks consist of a network of scientific papers,
each of which is represented using language features (e.g., word vectors or TF-IDF
vectors [Robertson, 2004]), where and edge connects two papers if one of them
cites the other. The task is to predict the topic of the paper. Other applications
include social media analysis (e.g., identifying bot accounts) or fraud detection in
banking. Usually, such graphs only include a small number of positive examples.

Kipf and Welling [2017] proposed the graph convolutional network (GCN)
model for node classification. The GCN model uses localized aggregations of node
features that propagagate across the graph. GCN is a specific implementation of
message passing, where the Aggregate function is a convolution.

Graph classification. Some tasks, such as molecule classification [Wang et al.,
2023b], require the model to make a prediction for the entire graph. Graph
classification is implemented by adding a special node with edges connecting it
to all other nodes. This node represents the whole graph. Training and inference
is then done in the same way as for node classification, except labels are only
predicted for this node.

Relation prediction. The capabilities of GNNs can also be leveraged in tasks
that require relation prediction, such as recommender systems [Ying et al., 2018]
or knowledge graph completion [Schlichtkrull et al., 2017]. Relation prediction -
predicting whether an edge is present in the graph or not - is how we use GNNs in
this thesis (see Section 3.3). During training, the model optimizes a pairwise node
embedding loss function, such as the inner product z⊤

i zj for the node embeddings
zi and zj for which we want to predict the presence of an edge [Hamilton, 2020].
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3. Experiments
The goal of this thesis is to explore improvements to generative commonsense
reasoning in pre-trained language models. We investigate multiple approaches,
with our main focus being using external databases as knowledge sources. We
motivate our approach by recalling that multiple papers in Section 1.2 showed
that adding information on input, including concept-set augmentation, leads to
considerable performance improvement. Although some works (notably, Yu et al.
[2022]) claim that knowledge graphs do not contain sufficient knowledge to lead to
significant performance gain, we nevertheless believe that exploring the approach
is worthwhile. While we do not expect to surpass the current state of the art,
we expect that our experiments will lead to improvements over a baseline. Our
results will show which directions are worth exploring further.

In this chapter, we describe the experiments we performed. We divide the
experiments into several groups based on the nature of the augmentations added
to the models. First, in Section 3.1, we describe a baseline model - a simple
fine-tuning of a language model - to which we compare the other experiments.
In Section 3.2 and Section 3.3, we describe experiments with textual additions to
the input. These two methods are based on enriching the model with information
from an external source, namely ConceptNet [Speer et al., 2017], using several
different methods. While the former is based on extracting relevant subgraphs
from ConceptNet, the latter processes ConceptNet with a GNN.

In Section 3.4, we describe a post-editing approach. The method described is
partially inspired by the approach proposed by Liu et al. [2022]; specifically, its
refining stage, where an initial generation is passed through another model to fix
potential errors.

Finally, we propose a modification of the model’s learning objective in Sec-
tion 3.5. This approach is influenced by the technique of multi-task learning,
where two tasks being learned at the same time can potentially improve the
model’s performance on both.

At the end of the chapter, we describe the process of evaluating the experi-
ments in Section 3.6.

3.1 Baseline
We compare all our experiments to a baseline model’s performance. To obtain our
baseline, we fine-tune a Hugging Face implementation of BART-base [Lewis et al.,
2020] with a language-modeling head1 on the CommonGen dataset. During fine-
tuning, all parameters are set to trainable. On input, we use concatenated input
concepts separated by a space. The target output is the reference sentence. As
the CommonGen dataset contains multiple reference sentences for each concept
set, we train the model on multiple instances of the same input with different
target outputs.

1https://huggingface.co/docs/transformers/model_doc/bart#transformers.
BartForConditionalGeneration
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3.2 Enhancing inputs using simple graph algo-
rithms

We propose to use a knowledge graph as a source of external knowledge. Con-
ceptNet [Speer et al., 2017] is a human-created knowledge graph that contains
over 21 million commonsense relations of different types connecting over 8 million
concepts, as described in Section 2.2. We are of the opinion that even though
the knowledge covered by ConceptNet does not include every possible piece of
commonsense information, the source is rich enough to lead to considerable im-
provements over the baseline if used well.

In this section, we explore approaches to extracting useful information from
ConceptNet by using simple queries and standard graph algorithms (as opposed
to using GNNs, which is described in Section 3.3).

In ConceptNet, the individual concepts, represented as nodes, are connected
to other concepts by different types of semantically meaningful relations. Instead
of injecting the graph structure directly into the language model, we transform
it so that it resembles natural language. For each relation, we define a template
which is then filled in with the specific concepts. We work with 17 templates in
total.

As an example, consider the relation type MadeOf. The template for the
relation (A, MadeOf, B) is

A is made of B.

Therefore, the relation (window, MadeOf, glass) will be transformed to the
sentence

Window is made of glass.,

even though it is not grammatically correct.
We train several models that differ in what specific information is obtained

from ConceptNet. The models are trained on input-output pairs corresponding
to data points in the CommonGen dataset. For each input concept set, we
query ConceptNet for information related to the concepts. The input to the
language model then consists of space-separated concepts, followed by a special
[SEP] token, followed by one or more sentences created as described above from
the extracted information. The model is trained to generate a reference sentence
for the specific concept set.

Below, we describe the different input enhancements, i.e., approaches to ex-
tracting information from ConceptNet and feeding it to the model as additional
input.

Basic input enhancement. In this input enhancement, we select one of the
input concepts at random. We further randomly choose one edge leading from
this concept in the ConceptNet graph. This enhancement can be thought of
as another baseline since it allows us to compare enhancements that add more
information and see whether the additional information provides any value.
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All-concept input enhancement. Here, we select one random relation in
ConceptNet for each input concept. Since we do not restrict the relation selection,
this enhancement will lead to a lot of irrelevant information on the input. We
investigate this approach mostly in order to compare it to the fully-connected
enhancement. The latter adds a similar amount of additional information, but
the information is selected purposefully; therefore, we expect it to yield better
results.

Pairwise input enhancement. We try to find an edge in ConceptNet that
contains two of the input concepts. If no such edge exists, the input is not
enriched at all. If multiple such edges exist, we pick one of them at random. We
expect this enhancement to outperform the basic enhancement as the additional
knowledge should be relevant to the context.

Fully connected input enhancement. Here, we attempt to connect all nodes
to each other through the shortest path that exists between them in ConceptNet
and feed all information on the path to the model.2 This is the maximum size
of added information investigated in this thesis. We expect that amount of extra
knowledge steers the language model to generate contextually-appropriate sen-
tences that also align with common sense. Algorithm 1 shows how we obtain the
relations for a specific concept set. Each extracted relation is added to the input
using templates as described above.

Algorithm 1 Fully connected information extraction
edges← ∅
for each unordered pair c1, c2 in concept set do

path← shortest path from c1 and c2
edges← edges ∪ all edges in path

end for
return edges

Spanning-tree-like input enhancement. While the fully-connected enhance-
ment enriches the model with a large amount of information, it only connects the
concepts to each other. Perhaps, a language model can perform better if we add
information about the new nodes in the fully-connected enhancement. We thus
experiment with taking the spanning tree induced by vertices of the graph in
the fully-connected enhancement. We describe how we extract the information in
Algorithm 2.

Table 3.1 shows what the input to a language model looks like for the concept
set drive, snow, car when using different enhancements.

2We call this approach fully-connected despite the fact we actually do not use the whole
subgraph induced by vertices on the shortest paths.
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Algorithm 2 Spanning-tree-like information extraction
vertices← ∅
for each unordered pair c1, c2 in concept set do

path← shortest path from c1 and c2
vertices← vertices ∪ all vertices on path

end for
G← minimum spanning tree of the subgraph induced by vertices
return all edges in G

enhancement input to the LM
baseline drive snow car

basic drive snow car [CLS] If you want to drive then you should go to a golf course

all-concept drive snow car [CLS] drive is a type of return [SEP] The effect of snow is shovelling.
[SEP] A volvo is a type of car

pairwise drive snow car [CLS] car would make you want to drive

fully-c.
drive snow car [CLS] drive is related to person person does not desire rain rain is the
opposite of snow [SEP] drive is related to car [SEP] snow is used for children [SEP]
children can be found at car

spanning-tree-like

drive snow car [CLS] snow can be found at roof [SEP] roof is a part of car [SEP] children
can be found at car [SEP] car causes drive [SEP] Something that might happen while
ride is climb [SEP] ocean can be found at water [SEP] land can be found at ocean [SEP]
Something that might happen while drive is ride [SEP] water can be found at snow

Table 3.1: Different enhancements on the concept set drive, snow, car.

3.3 Information extraction using GNNs
Approaches in Section 3.2 exploit the concepts’ close neighborhood in Concept-
Net. While these methods can reveal substantial information about the rela-
tionship between two concepts, a lot of knowledge about the nodes is embedded
further away in the graph. It might thus be advantageous to use techniques that
can aggregate information from the graph beyond simple paths between nodes.

We propose using graph neural networks (GNNs, Section 2.3) to capture more
complex relationships between nodes. Our approach is inspired by the notion of
recommender systems in social media where GNNs are employed to recommend
entities to other entities of the same type, such as suggesting accounts in social
media [Wu et al., 2022]. Here, we learn to “recommend” a concept to another
concept to be included in the same sentence.

We devise a multi-step method that involves pre-training a GNN “recom-
mender” model and using its results to fine-tune a BART model for sentence
generation. The steps are the following:

1. First, we collect all pairs of words that appear together in at least one
reference sentence in the training set of CommonGen. We only consider
verbs, nouns, and adjectives.

2. We define a new type of undirected edge in ConceptNet representing the
co-occurrence of two concepts in the same sentence. We connect all pairs of
nodes in ConceptNet corresponding to the words identified in the first step
by this edge type.

3. We train a GNN model to predict the existence of a co-occurrence edge be-
tween two arbitrary nodes. We sample negative examples randomly, which
is a standard approach in recommender systems [Wu et al., 2022].
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4. For each concept that appears in CommonGen, we use the GNN model to
predict other concepts that might co-occur in the same sentence. We make
predictions for all words at a distance of at most 2 steps from the origin
node in ConceptNet3 since it would be too computationally expensive to
make predictions for the entire ConceptNet graph.

5. We fine-tune BART to generate reference sentences from an input that
consists of the input concept set and the concepts predicted in Step 4. The
predicted concepts are appended to the input as individual words since it
is not clear what the relationship between the original concepts and their
predicted co-occurring concepts is and, therefore, we cannot use templates
as in Section 3.2.

3.4 Post-editing
The post-editing method has two components: a base model that produces an
initial generation, and an error-correcting model that refines the initial generation.
Both models are trained separately and are only combined at the inference stage.
This approach builds upon previously-discussed methods. Its main objective is
to correct omission errors.

The training data for the error-correcting model is synthesized from the refer-
ence sentences from the training set of CommonGen. We obtain a dependency
tree of the sentence and remove a subtree that contains exactly one input concept.
A subtree can only be deleted if its root is a non-core or nominal dependent.4 This
way, the resulting sentence remains semantically and grammatically correct. If
there are multiple candidates for removal, we include all the resulting sentences in
the training data. If no subtree meets the conditions, we do not add any sentence
to the training data.

As an example, consider the concepts

ride, shirt, wear, bike, helmet

and a reference sentence

A boy puts on his helmet and rides his bike to the store to find a new shirt to
wear.

The corresponding dependency tree is shown in Figure 3.1.
We can remove the subtree corresponding to the phrase to wear, whose reoot

is wear, since it contains exactly one concept (wear) and the root is a nominal
dependent (adnominal clause). We cannot remove the subtree corresponding to
the phrase his helmet, whose root is helmet, because the root is a core argument
(object), nor can we remove the subtree corresponding to the phrase to find a new
shirt to wear, whose root is find since it contains multiple concepts (shirt, wear),
even though the root is a non-core dependent. The only candidate sentence is
thus

3We determined the distance limit empirically.
4We use the list of non-core and nominal dependents at https://universaldependencies.

org/u/dep/index.html.
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Figure 3.1: A dependency tree of an example sentence. Generated by UDPipe
[Straka, 2018].

A boy puts on his helmet and rides his bike to the store to find a new shirt.

In the training data, we store the concept set, the modified sentence, and the
reference sentence which will, again, be the target for a language model. Since
some initial generations by the base model may already be sufficient, we also
include data points where both the input and the target are unmodified reference
sentences. The ratio of modified to unmodified inputs is approximately 2:1.

Once we have the training data, we use it to fine-tune a BART model. It gets
the concatenated concepts and the potentially synthetic sentence as input and is
trained to generate the original sentence.

During inference, we first generate a sentence using either the baseline model
from Section 3.1, or one of the two best-performing models from Sections 3.2
and 3.3. Then, we pass the output and the concept set to the fine-tuned error-
correcting model which produces the final sentence. We expect that the error-
correcting model learns to recognize when a concept is missing and add it to a
suitable position.

3.5 Composite loss
The final method we explore is training a model to perform two tasks at once.
The first task is to generate a commonsense sentence from a set of concepts same
as the baseline from Section 3.1. The second task is learning to classify sentences
depending on whether they contain all input concepts.

The training data for this model is synthesized in the same way as the training
data for the error-correcting model from Section 3.4; however, the synthesized
sentences are used as targets, not inputs. In addition to that, we include a
classification target – a boolean feature that determines whether the sentence
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includes all concepts or not. The value is determined by matching the lemmas in
the sentence to the concept set lemmas.

Specifically, the model gets two inputs (the concept set and the potentially
modified sentence) and learns to produce two outputs (the original sentence and
the completeness). Its architecture consists of two heads (one for generation, one
for classification) built on top of a base BART model. The sum of the losses from
both heads is propagated through the entire model. The generation loss is set to
0 for sentences marked as incomplete, i.e., the model is not trained to generate
incomplete sentences.

Our objective is to investigate whether the inclusion of an additional classifi-
cation task leads to performance gains on the generation task.

3.6 Evaluation
In this section, we explain the evaluation process for our experiments. We test our
models on the validation set of CommonGen since the test set is not available
publicly. It is worth mentioning that the validation set differs from the test set,
especially in the overlap of pairs of concept sets present in the train set and other
characteristics shown in Table 1.1.

First, we evaluate our experiments using automatic metrics. The metrics we
use are described in Section 1.1. We report BLEU [Papineni et al., 2002], ROUGE
[Lin, 2004], METEOR [Banerjee and Lavie, 2005], CIDEr Vedantam et al. [2015],
and SPICE [Anderson et al., 2016] for the entire validation set. We use the
testing suite provided by the CommonGen authors.5 Unlike other works, we
also split the validation set by concept set size and report BLEU, CIDEr, and
SPICE separately for each subset. This enables us to see whether a method yields
significantly better or worse results for a specific input complexity.

Additionally, we measure the coverage of the concepts by the model, i.e., the
proportion of input concepts that appear in the generated sentence. We allow
the input concept in any word form. We determine whether a concept is present
by lemmatizing the generated output.

Since it is possible that random network initialization affects the model, we
repeat each experiment 5 times. The reported metrics are the arithmetic average
of the 5 measurements. Additionally, we perform a two-sample t-test to determine
whether the measured results are significantly different from the baseline.

Second, we perform a manual performance analysis. After obtaining the base-
line model’s results, we identify its key weaknesses. We select specific inputs and
compare the quality of the other models’ generations on these inputs. Our main
focus is commonsense correctness. Additionally, we also compare examples on
which the baseline performed well to ensure that our approaches do not intro-
duce new errors.

5The code and instructions for the CommonGen test suite are available at https://github.
com/INK-USC/CommonGen/tree/master/evaluation/Traditional.

31

https://github.com/INK-USC/CommonGen/tree/master/evaluation/Traditional
https://github.com/INK-USC/CommonGen/tree/master/evaluation/Traditional


4. Results
This chapter presents the results of our experiments with setups described in
Chapter 3. The purpose of this chapter is to determine whether the approaches
we designed improve upon a basic fine-tuning approach and if so, by how much.

Section 4.1 shows the results of an automatic evaluation with all commonly
used metrics for this task. We report detailed results broken down by input length
in order to better identify the specific strengths and weaknesses of the respective
approaches. In Section 4.2, we select specific input examples and observe how
each approach affects the outputs. We focus on examples that are particularly
challenging for the basic fine-tuning approach.

Overall, we find that graph information extraction described in Section 3.2,
specifically, the all-concept and fully-connected enhancements, yield the best re-
sults. Moreover, when combined with post-editing (Section 3.4), they produce
even better outputs as measured by the automatic metrics and confirmed by
manual evaluation.

4.1 Automatic evaluation
In this section, we summarize the results of the automatic evaluation of the
experiments. We report the BLEU [Papineni et al., 2002], CIDEr [Vedantam
et al., 2015], SPICE [Anderson et al., 2016], ROUGE [Lin, 2004], and METEOR
[Banerjee and Lavie, 2005] scores; all these metrics are described in Section 1.1.
BLEU, CIDEr, and SPICE are also computed separately for each input concept
set length. Additionally, we report the concept coverage (the percentage of con-
cepts included in the outputs).

As explained in Section 3.6, we repeated each experiment five times. In ad-
dition to the overall mean scores from all runs, we also report the t-test value
for each set of experiments by comparing its results to the baseline (on the set
of 5 results). The t-test assumptions (independent, normally distributed random
variables) are fulfilled in our case. We set the significance level to 0.05.

Baseline

model B C S R M c
baseline 26.88 14.09 28.82 35.42 38.84 87.66

Table 4.1: Automatic evaluation of the baseline model on the entire validation
dataset. B = BLEU, C = CIDEr, S = SPICE, R = ROUGE, M = METEOR, c
= coverage.

model (3)B (3)C (3)S (4)B (4)C (4)S (5)B (5)C (5)S
baseline 25.38 14.34 28.72 30.6 15.11 29.64 25.64 13.48 28.14

Table 4.2: Automatic evaluation of the baseline model split by concept set size. B
= BLEU, C = CIDEr, S = SPICE, R = ROUGE, M = METEOR, c = coverage.
Metric initial preceded by a number indicates that it was computed on concept
sets of that size.
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Tables 4.1 and 4.2 show the metrics computed for the outputs of the base-
line model (Section 3.1). One thing to notice is that the model performs best
according to all metrics on concept sets of size 4. Another interesting result is
the relatively low concept coverage of 87.66% which could certainly be improved.

Enhancing input using simple graph algorithms

model B C S R M c
baseline 26.88 14.09 28.82 35.42 38.84 87.66

basic 27.1 14.42* 29.1 35.52 39.28 88.84
all-concept 28.64† 15.36† 30.6† 36.48† 40.82† 92.62†

pairwise 26.76 14.03 28.88 35.48 39.16 88.66
fully-c. 28.92† 15.35† 30.68† 36.68† 40.88† 92.26†

spanning-tree 28.5* 15.26† 30.26* 36.44† 40.62* 91.44*

Table 4.3: Automatic evaluation of models with simple graph algorithm enhance-
ments on the entire validation set compared to the baseline. B = BLEU, C =
CIDEr, S = SPICE, R = ROUGE, M = METEOR, c = coverage. A star (*)
marks those results that are significant (p < 0.05). A cross (†) marks results
with p < 0.001. Bold type is used for the best-performing model according to the
respective metrics; underline for the second best.

model (3)B (3)C (3)S (4)B (4)C (4)S (5)B (5)C (5)S
baseline 25.38 14.34 28.72 30.6 15.11 29.64 25.64 13.48 28.14

basic 25.72 14.79* 29.12 30.08 15.21 29.84 26.3 13.76* 28.34
all-concept 27.58* 15.67† 30.92† 32.3* 16.36† 31.34* 26.94* 14.54* 29.24*

pairwise 25.62 14.4 28.94 29.78 14.94 29.46 25.58 13.33 28.16
fully-c. 27.78† 15.62† 30.84† 32.96* 16.56† 31.52† 26.86* 14.42† 29.56*

spanning-tree 27.8* 15.7† 30.62* 31.46 16.1* 30.38 26.94* 14.37* 29.3*

Table 4.4: Automatic evaluation of the model with the composite loss split by
concept set size compared to the baseline. See Table 4.3 for metric and symbol
explanations.

Tables 4.3 and 4.4 show the results of the experiments described in Section 3.2.
The models with the all-concept and fully-connected enhancements perform best,
followed by the model with the spanning-tree-like enhancement. These three
achieve higher scores in every metric than any other model. Based on the t-
test p-values, this improvement is statistically significant. The only exception is
the spanning-tree-like enhancement, which does not have a significant effect on
concept sets of size 4. That being said, neither input enhancement leads to a
better performance than the state-of-the-art systems (cf. Section 1.2).

The three enhancements share the property that they add a substantial amount
of information to the input. We hypothesized that the fully-connected enhance-
ment would perform better than the all-concept one due to the information being
relevant for all the concepts. However, this does not seem to be the case. While
the fully-connected enhancement was better than the all-concept one in more
cases than vice versa, the scores for each metric are similar. On the other hand,
the spanning-tree-like enhancement, whose amount of added information is the
largest among the three, was worse than both of them on average. It seems that
the input concepts’ immediate neighbors in ConceptNet help the language model
generate better sentences, even though they are, in theory, less relevant for the
context than more distant nodes.
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On the other hand, the basic and pairwise enhancements do not lead to signifi-
cant improvements. While they generally achieve higher scores than the baseline,
they do not do so by a large margin. Note that the basic enhancement performs
slightly better than the pairwise enhancement in all metrics. Considering the fact
that the pairwise enhancement either adds information relevant to at least two
input concepts or it does not add any information at all, and information was
added in about 85% cases, while the basic enhancement adds information that is
possibly relevant to only one of the concepts, this is surprising. It suggests that
some information, however irrelevant it may seem, drives the model to generate
better sentences than possibly no information at all.

Enhancing input using GNNs

model B C S R M c
baseline 26.88 14.09 28.82 35.42 38.84 87.66

gnn 27.54* 14.66* 29.58* 35.92* 39.58* 89.58*

Table 4.5: Automatic evaluation of the model with the GNN enhancement on
the entire validation set compared to the baseline. See Table 4.3 for metric and
symbol explanations.

model (3)B (3)C (3)S (4)B (4)C (4)S (5)B (5)C (5)S
baseline 25.38 14.34 28.72 30.6 15.11 29.64 25.64 13.48 28.14

gnn 26.06 14.95* 29.76* 31.22 15.66* 29.98 26.3* 13.92* 28.96*

Table 4.6: Automatic evaluation of the model with GNN enhancement split by
concept set size compared to the baseline. See Table 4.3 for metric and symbol
explanations.

Tables 4.5 and 4.6 show the scores achieved by the model with the GNN
enhancement. We see that the enhancement had a significant positive effect
except for the concept sets of size 4. While the improvement is not as substantial
as for the all-concept, fully-connected, and spanning-tree-like enhancements, we
can confidently say that the GNN enhancement manages to steer the language
model to generate better outputs.

Post-editing

model B C S R M c
baseline 26.88 14.09 28.82 35.42 38.84 87.66

baseline + post 26.26 14.41 29.26 35.24 39.72* 92.66*
all-concept 28.64 15.36 30.6 36.48 40.82 92.62

all-concept + post 28.22 15.56 30.94 36.36 41.48 96.3*
fully-c. 28.92 15.35 30.68 36.68 40.88 92.26

fully-c. + post 28.46 15.56 31.08 36.56 41.56* 96.08*

Table 4.7: Automatic evaluation of models with post-editing on the entire valida-
tion set compared to their non-post-edited counterparts.See Table 4.3 for metric
and symbol explanations.

Shown in Tables 4.7 and 4.8 are the scores of the two-stage models with post-
editing (Section 3.4). For comparison, we also show the scores of the respective
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model (3)B (3)C (3)S (4)B (4)C (4)S (5)B (5)C (5)S
baseline 25.38 14.34 28.72 30.6 15.11 29.64 25.64 13.48 28.14

baseline + post 24.86 14.29 28.84 29.62* 15.38 30.12 25.28 14.59* 29.2*
all-concept 27.58 15.67 30.92 32.3 16.36 31.34 26.94 14.54 29.24

all-concept + post 27.28 15.61 30.94 31.62 16.55 31.78 26.64 15.31* 30.14*
fully-c. 27.78 15.62 30.84 32.96 16.56 31.52 26.86 14.42 29.56

fully-c. + post 27.46 15.61 30.96 32.14 16.69 31.92 26.66 15.2* 30.38*

Table 4.8: Automatic evaluation of models with post-editing split by concept set
size compared to their non-post-edited counterparts. See Table 4.3 for metric and
symbol explanations.

model edited predictions
baseline + post-editing 24.97%

all-concept + post-editing 16.8%
fully-c. + post-editing 17.24%

Table 4.9: Proportion of the base model’s predictions edited by the error-
correcting model.

models’ outputs without post-editing. We see that most of the time, there was
no statistically significant difference between the base model and its post-edited
version. Notable exceptions are CIDEr and SPICE measured on concept sets of
length 5 and coverage. Clearly, the post-editing managed to introduce missing
concepts into the base predictions, which was our main objective here. While
this did not have an effect on input concept sets of sizes 3 and 4, it led to a
significant improvement for the longer inputs of length 5 in the most relevant
metrics (CIDEr and SPICE). The interpretation of this improvement could be
that it is easier for the error-correcting model to add the missing concepts to base
predictions in a meaningful way when there is already enough context.

The error-correcting model did not affect all base predictions equally. As we
can see in Table 4.9, predictions made by the models with the all-concept and
fully-connected enhancements were considerably less likely to be changed. This
may be due to the fact that their base predictions are already of higher quality
than those made by the baseline, as evidenced by Tables 4.3 and 4.4.

Compound loss

model B C S R M c
baseline 26.88 14.09 28.82 35.42 38.84 87.66

composite loss 6.12 3.27 10 20.7 12.8 12.17

Table 4.10: Automatic evaluation of the model with the composite loss on the
entire validation set compared to the baseline. See Table 4.3 for metric explana-
tions.

model (3)B (3)C (3)S (4)B (4)C (4)S (5)B (5)C (5)S
baseline 25.38 14.34 28.72 30.6 15.11 29.64 25.64 13.48 28.14

composite loss 6.76 3.95 10.78 6.38 3.39 9.96 4.82 1.15 8.5

Table 4.11: Automatic evaluation of the model with the composite loss split by
concept set size compared to the baseline. See Table 4.3 for metric explanations.

As Tables 4.10 and 4.11 show, using a loss function composed of a classifica-
tion and a generation component leads to severe performance degradation on the
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concepts model outputs
field, look, stand baseline A woman stands in a field looking at the camera.
kid, room, dance baseline The kids are dancing in the living room.

Table 4.12: Examples of baseline model’s satisfactory outputs for concept sets of
size 3. For full outputs of all five runs, see Appendix A (Table A.1).

concepts model outputs
dance, front, stage,
crowd baseline The crowd is dancing in front of the stage.

score, goal, team,
player baseline soccer player scoring a goal for his team

Table 4.13: Examples of baseline model’s satisfactory outputs for concept sets of
size 4. For full output listings of all five runs, see Appendix A (Table A.2).

generation task. The model not only fails to generate outputs with proper seman-
tic content, which is measured by SPICE, but it also produces ungrammatical
sentences, as indicated by the BLEU scores.

We hypothesize that the additional loss makes the model overfit on the easier
task (i.e., the classification component), leading to degraded performance on gen-
eration. Our experiments with different settings of the classification loss weight
did not resolve the issue; we believe additional regularization may be necessary.

4.2 Manual evaluation
Although evaluating the experiments automatically gives us some insight into the
models’ performance, it only does so on a high level. Automatically computed
metrics can tell us that a model performed better or worse overall but they do
not say anything about the origin of the differences [van Miltenburg et al., 2021].
In order to understand how exactly a specific enhancement affects the model’s
behavior, we must analyze its output manually.

Another reason to analyze the results manually is that automatic metrics
compare the outputs to a relatively small set of references. However, there are
potentially infinitely many correct sentences for each concept set, many of which
are quite distant from the references. In other words, automatic metrics do not
necessarily correlate with human judgement [Novikova et al., 2017]. This can
cause models to obtain low scores even if they generate good sentences. Manual
analysis helps identify such instances.

In this section, we analyze the sentences generated by each model to see how
they differ from the baseline model. Since it is infeasible to evaluate every test
example, we select 9 specific informative “difficult” examples for the baseline
model and compare the other models’ outputs for them. To ensure that our
approaches do not fail at examples that the baseline model was able to handle,
we also select a sample of 6 “easy” examples where the baseline performed well.

Baseline

First, let us examine the outputs generated by the baseline models. In general,
they produced good sentences in most cases, as evidenced by Tables 4.1 and 4.2.
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concepts model outputs
skateboarder,
jump, ramp, wear,
shirt

baseline A skateboarder wearing a red shirt jumps down a ramp.

brush, makeup,
face, use, apply baseline A woman uses a brush to apply makeup to her face. A woman uses a

brush to apply foundation to her face.

Table 4.14: Examples of baseline model’s satisfactory outputs for concept sets of
size 5. For full output listings of all five runs, see Appendix A (Table A.3).

concepts model outputs

cat, pet, couch baseline cat petting a cat on the couch
A cat is petting a couch.

walk, street, leash baseline a woman walks along the street on a leash
A woman walks down the street on a leash.

picture, camel,
take baseline an image taken by a camel

A camel takes a photo.

Table 4.15: Examples of baseline model’s unsatisfactory outputs for concept sets
of size 3. For full output listings of all five runs, see Appendix A (Table A.4).

Looking at the specific generations, Tables 4.12, 4.13 and 4.14 show examples
where the baseline model generated sentences that are correct in both the com-
monsense and grammatical aspects. The models were able to correctly identify
the relationships between the concepts: for example, in the generated sentences
in Table 4.13, one jumps a ramp and wears a shirt, instead of the other way
round.

However, even these good outputs exhibit a problem that is prevalent among
all generated outputs. Namely, the models have a tendency to omit a concept,
sometimes replacing it with a closely related word. An example of this error can
be seen in Table 4.14: for the concept set brush, makeup, face, use, apply, one
of the models failed to use the word makeup and generated the word foundation
instead. Skipping concepts is mostly present in the outputs for the more complex
concept sets of lengths 4 and 5.

The baseline models made specific types of errors depending on the length of
the input concept set. For concept sets of size 3, they seemingly learned to treat
the concepts as a triple of a verb, subject, and object (regardless of their order)
and generate the simplest sentence structure containing these parts of speech.
While this approach often works, some concept sets do not fit into the pattern.

Table 4.15 shows examples where such a sentence structure is inadequate. In
the first concept set (cat, pet, couch), the models are either unable to reason
that they need another word as the petter or the subject of the petting (A cat is
petting a couch), or they fill in one of the words from input (cat petting a cat on

concepts model outputs

sit, toy, hand, chair baseline hands sitting on a chair with toys
hands sitting on a toy

spray, water, hose,
dog baseline A dog sprinkles water on a hose.

cut, pumpkin,
knife, top baseline A man cutting a pumpkin with a knife on top.

A man cutting a pumpkin on top of a knife.

Table 4.16: Examples of baseline model’s unsatisfactory outputs for concept sets
of size 4. For full output listings of all five runs, see Appendix A (Table A.5).
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concepts model outputs
game, paper, kid,
scissor, rock baseline A kid is playing a game with scissors and scissors.

A group of kids playing a game with paper and scissors.
peel, hand, knife,
orange, hold baseline A woman holding a knife in her hand.

A man holding a knife with an orange peeling it.
use, gutter, stand,
roof, clean baseline A man uses a gutter to clean the roof.

A man uses a gutter to clean a standing roof.

Table 4.17: Examples of baseline model’s unsatisfactory outputs for concept sets
of size 5. For full output listings of all five runs, see Appendix A (Table A.6).

the couch). Similarly, for concept set picture, camel, take, some models generated
a sentence where the camel is the picture taker, instead of being the subject of
the picture. Given concept set walk, street, leash, all models correctly identified
that one walks on the street and attempted to connect the word leash with a new
word. However, they did not manage to construct the sentence so that it makes
sense.

The outputs for concept sets of length 4 (Table A.5) are the easiest ones for the
models according to Tables 4.1 and 4.2. However, there are still some errors made.
Similarly to concept sets of length 3, the model seems to have learned to generate
sentences of a very similar structure: a subject, a verb, and two objects. Since
four concepts provide more opportunities for different combinations, the models
most often produced commonsense sentences. However, in some instances, the
models failed to make the right connection.

For the concept set sit, toy, hand, chair, the models generated sentences with
one of the concepts (hand) as the subject, while a completely different word
should be used instead. The output for the concept set spray, water, hose, dog
suffers from the same problem of an inappropriate subject, suggesting that the
models do not have the knowledge of the common trope of a dog being sprayed
with a hose. In the last example (cut, pumpkin, knife, top), the models seem to
have been confused by the word top which they all used in an incorrect context.

Finally, the outputs for the 5-concept inputs (Table 4.17) indicate that the
models are often unable to connect all the words in a proper manner, leading to
certain concepts being left out as in the outputs for the concept set peel, hand,
knife, orange, hold, or generating a sentence with all of them in a way that does
not make sense (use, gutter, stand, roof, clean).

The first example given (game, paper, kid, scissor, rock) is an example of
missing world knowledge in the language model. While most people would prob-
ably immediately think of the game rock, paper, scissors, as evidenced by the
human-generated references shown in Appendix A (Table A.6), the models did
not generate any output containing this phrase.

Enhancing input using simple graph algorithms

Shown in Tables 4.18, 4.19 and 4.20 are the outputs of the models introduced in
Section 3.2 for “easy” inputs on which the baseline performs well (cf. Tables 4.12,
4.13 and 4.14). The models occasionally omit concepts even in examples where
the baseline did not, but these are isolated incidents that are likely due to random
chance. In the vast majority of cases, all of the input-enhanced models produce
a sentence very similar or identical to that of the baseline.
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concepts model outputs

field, look, stand

baseline A woman stands in a field looking at the camera.
basic A man stands in a field looking at the camera.
all-
concept Two giraffes standing in a field looking towards the camera.

pairwise A man is standing in a field looking at the camera.
fully-c. A man stands in a field looking at the camera.
spanning-
tree A man stands in a field looking at the camera

kid, room, dance

baseline The kids are dancing in the living room.
basic The kid is dancing in the living room.
all-
concept A kid is dancing in a room.

pairwise The kids are dancing in the living room.
fully-c. A kid is dancing in a room.
spanning-
tree The kids are dancing in the living room.

Table 4.18: Examples of baseline model’s satisfactory outputs for concept sets of
size 3. For full output listings of all five runs, see Appendix A (Table A.1).

concepts model outputs

dance, front, stage,
crowd

baseline The crowd is dancing in front of the stage.
basic A crowd of people are dancing in front of a stage.
all-
concept A crowd dancing in front of a stage.

pairwise A crowd of people are dancing in front of a stage.
fully-c. The crowd is dancing in front of the stage.
spanning-
tree A man is dancing in front of a crowd on stage.

score, goal, team,
player

baseline soccer player scoring a goal for his team
basic players score a goal against sports team
all-
concept football player celebrates scoring a goal against sports team

pairwise soccer player scoring a goal for his team
fully-c. football player celebrates after scoring a goal against sports team
spanning-
tree football player score a goal for football team

Table 4.19: Examples of graph-enhanced models’ outputs for “easy” concept sets
of size 4. For full output listings of all five runs, see Appendix A (Table A.8).

concepts model outputs

skateboarder,
jump, ramp, wear,
shirt

baseline A skateboarder wearing a red shirt jumps down a ramp.
basic A skateboarder wearing a red shirt jumps off a ramp.
all-
concept A skateboarder wearing a red shirt is jumping down a ramp.

pairwise A skateboarder wearing a red shirt jumps off a ramp.
fully-c. A skateboarder in a red shirt is doing a jump on a ramp.
spanning-
tree A skateboarder wearing a red shirt jumps off a ramp.

brush, makeup,
face, use, apply

baseline A woman uses a brush to apply makeup to her face.
basic use a brush to apply makeup to your face
all-
concept use a brush to apply makeup to your face

pairwise use a brush to apply makeup to your face.
fully-c. use a brush to apply makeup to the face
spanning-
tree A woman uses a brush to apply makeup to her face.

Table 4.20: Examples of graph-enhanced models’ outputs for “easy” concept sets
of size 5. For full output listings of all five runs, see Appendix A (Table A.9).
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concepts model outputs

cat, pet, couch

baseline cat petting a cat on the couch
A cat is petting a couch.

basic A cat is petting a couch.
A cat petting a cat on a couch.

all-
concept

A cat is petting a cat on a couch.
A cat is petting a couch.

pairwise A cat is petting a couch.
cat petting a cat on a couch

fully-c. A cat is petting a cat.
A man petting a cat on a couch.

spanning-
tree

A cat petting a cat on a couch.
A man petting a cat on a couch.

walk, street, leash

baseline a woman walks along the street on a leash
A woman walks down the street on a leash.

basic a woman walks down the street on a leash
Two people walking on a leash on a street.

all-
concept

a dog walks on a leash on a street
A man walks down a street with a leash.

pairwise a dog walks on a leash on a street
A woman walks on a leash in the street.

fully-c. A dog walks down the street on a leash.
A dog walks on a leash on a street.

spanning-
tree

a dog walks on a leash in the street
A dog walking on a leash in a street.

picture, camel,
take

baseline an image taken by a camel
A camel takes a photo.

basic A man takes a picture of a camel.
A woman takes a picture of a camel.

all-
concept

A man is taking a picture of a camel.
A camel taking a picture.

pairwise A camel takes a photo.
a man taking a photo of a camel

fully-c. c camel taking a picture
A man takes a picture of a camel.

spanning-
tree

c camel taking a picture
A man takes a picture of a camel.

Table 4.21: Examples of graph-enhanced models’ outputs for “difficult” concept
sets of size 3. For full output listings of all five runs, see Appendix A (Table A.10).
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concepts model outputs

sit, toy, hand,
chair

baseline hands sitting on a chair with toys
hands sitting on a toy

basic hands sitting on a chair with toys
hands sitting on a chair with a toy

all-
concept

hands sitting on a chair with toys
hands sitting on a chair with a toy

pairwise hands sitting on a chair with toys
hands sitting on a chair with a toy

fully-c. hands sitting on a chair with toys
A man sits on a chair with a toy in his hand.

spanning-
tree

hands sit on a chair and play with toys
A hand sits on a chair next to a toy.

spray, water, hose,
dog

baseline A dog sprinkles water on a hose.

basic a dog sprinkles water on a hose
A dog isspraying water on a hose.

all-
concept

A dog is spraying water on a hose.
A dog is being sprayed with water from a hose.

pairwise A dog sprinkles water on a hose.

fully-c.
A dog is spraying water on a hose.
A dog is being sprayed with water.
A dog uses a hose to spray water on the ground.

spanning-
tree

A dog is using a hose to spray water.
A dog is being spray with water from a hose.

cut, pumpkin,
knife, top

baseline A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin on top of a knife.

basic A man cutting a pumpkin on top of a knife.
A man cutting a pumpkin with a knife on top.

all-
concept A man cutting a pumpkin with a knife on top.

pairwise A man cutting a pumpkin with a knife on top.
fully-c. A man cutting pumpkins with a knife on top.
spanning-
tree A man cutting a pumpkin with a knife on top.

Table 4.22: Examples of graph-enhanced models’ outputs for “difficult” concept
sets of size 4. For full output listings of all five runs, see Appendix A (Table A.11).
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concepts model outputs

game, paper, kid,
scissor, rock

baseline A kid is playing a game with scissors and scissors.
A group of kids playing a game with paper and scissors.

basic A kid is playing a game with scissors on a rock.
A kid is playing a game of scissors with paper.

all-
concept

A kid is playing a video game with scissors and paper on a rock.
A group of kids playing a game with scissors and paper.

pairwise A kid is playing a game with scissors and paper.
A group of kids playing a game with scissors and paper.

fully-c. A kid is playing a game of scissors on paper with rocks.
A kid is playing a game with scissors on paper.

spanning-
tree

A kid is playing a game of scissors on paper.
A group of kids play a game with paper and scissors.

peel, hand, knife,
orange, hold

baseline A woman holding a knife in her hand. A man holding a knife with an
orange peeling it.

basic hands holding a knife with oranges
A man holding a knife with an orange on it.

all-
concept

A man holding a knife with oranges and oranges on it.
A hand holds a peel of an orange with a knife.

pairwise A hand holding a knife with oranges in it.
A hand holds a large knife with an orange on it.

fully-c. A man holding a knife with oranges in his hand.
A man holding a knife with an orange peel on it.

spanning-
tree

A man holding a knife with oranges and bananas in it.
A hand is holding an orange peeled with a knife.

use, gutter, stand,
roof, clean

baseline A man uses a gutter to clean the roof.
A man uses a gutter to clean a standing roof.

basic A man uses a gutter to clean a roof.
A man is standing in a gutter to clean the roof.

all-
concept

A man uses a gutter to clean a roof.
A man uses a gutter to clean his roof while standing.

pairwise use a gutter to clean the roof
A man uses a gutter to clean a man standing on a roof.

fully-c. A man standing next to a gutter that is being used to clean the roof.
A man is standing on a roof and cleaning a gutter.

spanning-
tree

A man uses a gutter to clean the roof.
A man is standing in a gutter to use to clean the roof.

Table 4.23: Examples of graph-enhanced models’ outputs for “difficult” concept
sets of size 5. For full output listings of all five runs, see Appendix A (Table A.12).
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concepts model outputs

field, look, stand baseline A woman stands in a field looking at the camera.
gnn A man standing in a field looking at the camera.

kid, room, dance baseline The kids are dancing in the living room.
gnn The kids are dancing in the living room.

Table 4.24: Examples of GNN-enhanced model’s outputs for “easy” concept sets
of size 3. For full output listings of all five runs, see Appendix A (Table A.13).

The models’ outputs for the “difficult” examples are shown in Tables 4.21,
4.22 and 4.23. The weaker models based on metrics in Section 4.1 (the basic and
pairwise enhancements) often generated similar outputs to the baseline, including
the same errors. Interestingly, the model with the basic enhancement generated
a valid commonsense sentence for the concept set picture, camel, take in all five
cases (see Table A.10). However, the slightly higher scores for the basic and
pairwise models compared to the baseline probably originate from similar one-off
successes; it does not seem that the improvements are systematic.

Conversely, there is a clear trend of improvements in the models with the
spanning-tree-like, all-concept, and especially fully-connected enhancements. The
fully-connected enhancement managed to drive the model to generate common-
sense sentences for all selected 3-concept concept sets (Table 4.21), two concept
sets of size 4 (sit, toy, hand, chair and spray, water, hose, dog, Table 4.22) and
two concept sets of 5 concepts (game, paper, kid, scissor, rock and use, gutter,
stand, roof, clean, Table 4.23), although these improvements were not consistent
across all instances within a set of experiments. It was the only enhancement
that led to a commonsense output for a particularly challenging input, producing
the sentence A man sits on a chair with a toy in his hand. for the input sit, toy,
hand, chair.

The all-concept and spanning-tree-like enhancements showed some of the same
improvements, although to a lesser extent. From the analyzed sample, we can
conclude that these three enhancements do, in fact, add previously absent infor-
mation to the language model and lead to observable improvements.

However, some examples remain hard for all of these models. Specifically, no
model described in Section 3.2 managed to generate a commonsense sentence for
the concept set cut, pumpkin, knife, top, and very few did so for peel, hand, knife,
orange, hold and use, gutter, stand, roof, clean. Additionally, while the models
produced commonsense outputs for the concept set game, paper, kid, scissor,
rock, none of the generated sentences concerns the well-known game of rock,
paper, scissors, indicating that our enhancements are not sufficient to induce the
necessary world knowledge in all cases.

Enhancing input using GNNs

Tables 4.24, 4.25 and 4.26 show the GNN-enhanced model’s outputs for the
examples where the baseline generated satisfactory outputs. We see that the
GNN-enhanced model’s outputs are almost identical to the baseline’s. While the
GNN-enhanced model does not improve further, neither does it introduce new
errors.

Tables 4.27, 4.28 and 4.29 show the GNN-enhanced model’s generations for
the examples where the baseline often made errors. As expected from the au-
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concepts model outputs
dance, front, stage,
crowd

baseline The crowd is dancing in front of the stage.
gnn The crowd is dancing in front of the stage.

score, goal, team,
player

basline soccer player scoring a goal for his team
gnn football player celebrates after scoring a goal against sports team

Table 4.25: Examples of GNN-enhanced model’s outputs for “easy” concept sets
of size 4. For full output listings of all five runs, see Appendix A (Table A.14).

concepts model outputs
skateboarder, jump,
ramp, wear, shirt

baseline A skateboarder wearing a red shirt jumps down a ramp.
gnn skateboarder wearing a red shirt jumps off a ramp.

brush, makeup, face,
use, apply

baseline A woman uses a brush to apply makeup to her face.
gnn A woman uses a brush to apply makeup to her face.

Table 4.26: Examples of GNN-enhanced model’s outputs for “easy” concept sets
of size 5. For full output listings of all five runs, see Appendix A (Table A.15).

concepts model outputs

cat, pet, couch baseline cat petting a cat on the couch
A cat is petting a couch.

gnn cat petting a cat on the couch
A cat is petting a couch.

walk, street, leash baseline a woman walks along the street on a leash
A woman walks down the street on a leash.

gnn a dog walks on a leash on a street
A woman walks down the street on a leash.

picture, camel,
take

baseline cat petting a cat on the couch
A cat is petting a couch.

gnn an image of a camel taken
A man takes apicture of a camel.

Table 4.27: Examples of the GNN-enhanced model’s outputs for “difficult” con-
cept sets of size 3. For full output listings of all five runs, see Appendix A
(Table A.16).

concepts model outputs

sit, toy, hand,
chair

baseline hands sitting on a chair with toys
hands sitting on a toy

gnn hands sitting on a chair with toys
A man sits on a chair with a toy in his hands.

spray, water, hose,
dog

baseline A dog sprinkles water on a hose.

gnn A dog isspraying water on a hose.
A dog sprinkles water on a hose.

cut, pumpkin,
knife, top

baseline A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin on top of a knife.

gnn A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife.

Table 4.28: Examples of the GNN-enhanced model’s outputs for “difficult” con-
cept sets of size 4. For full output listings of all five runs, see Appendix A
(Table A.17).
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concepts model outputs

game, paper,
kid, scissor,
rock

baseline A kid is playing a game with scissors and scissors.
A group of kids playing a game with paper and scissors.

gnn A kid is playing a game with scissors and paper on a rock.
A kid is playing a game of scissors on paper.

peel, hand,
knife, orange,
hold

baseline A woman holding a knife in her hand.
A man holding a knife with an orange peeling it.

gnn hands holding a knife with oranges and peaches
A woman holds a knife with her hand, and peels an orange.

use, gutter,
stand, roof,
clean

baseline A man uses a gutter to clean the roof.
A man uses a gutter to clean a standing roof.

gnn A man uses a gutter to clean the roof.
A man is standing in a gutter to clean the roof.

Table 4.29: Examples of the GNN-enhanced model’s outputs for “difficult” con-
cept sets of size 5. For full output listings of all five runs, see Appendix A
(Table A.18).

tomatic metrics in Tables 4.5 and 4.6, the GNN enhancement did not manage
to correct all errors. Similar to the baseline, the model tends to follow a spe-
cific sentence structure and match the concepts to specific constituents. The
resulting sentences, while generally grammatically correct, are wrong from the
commonsense aspect.

However, in some cases, the GNN-enhanced model succeeded in generating
commonsense sentences where the baseline did not, for example for the concept
set picture, camel, take (Table 4.27), sit, toy, hand, chair (Table 4.28), or peel,
hand, knife, orange, hold (Table 4.29). That being said, it does not manage to do
so consistently; while some runs of the experiment generate a satisfactory output,
others produce erroneous sentences for the same input.

As far as we can tell, the GNN enhancement did not introduce new types of
errors. The most common errors remain those seen in the baseline’s generations:
the model fails to capture the correct semantic relationship between two concepts
and it often fails to produce sentences with all input concepts present.

Post-editing

Tables 4.30, 4.31 and 4.32 show the post-edited predictions on the “easy” exam-
ples. We see that the post-edited sentences are identical to their base counter-
parts. This shows that the error-correcting model does not make unnecessary
changes to sentences that are already good enough. However, when a concept
is omitted, the error-correcting model tries to add it to the sentence (see the
fully-connected comparison for the concept set field, look, stand in Table 4.30).
We found no evidence that the error-correcting model added any new systematic
errors.

Tables 4.33, 4.34 and 4.35 show how the error-correcting model edited the base
models’ predictions. As the error-correcting model was trained to add a missing
concept into a sentence, it does not change sentences that already include all input
concepts, even if they contain other errors (see cat, pet, couch in Table 4.33, sit,
toy, hand, chair in Table 4.34).

On the other hand, if a sentence misses one of the concepts, the error-
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concepts model outputs

field, look, stand

baseline A man standing in a field looking out.
A woman is standing in a field looking at the camera.

baseline
+ post

A man standing in a field looking out.
A woman is standing in a field looking at the camera.

all-
concept

Two giraffes standing in a field looking towards the camera.
A man is standing in a field looking out.

all-
concept
+ post

Two giraffes standing in a field looking towards the camera.
A man is standing in a field looking out.

fully-c. A man standing in a field looking towards the camera.
A man is standing in a field.

fully-c.
+ post

A man standing in a field looking towards the camera.
A man is standing in a field looking at the camera.

kid, room, dance

baseline The kids are dancing in the living room.
A kid is dancing in a room.

baseline
+ post

The kids are dancing in the living room.
A kid is dancing in a room.

all-
concept A kid is dancing in a room.

all-
concept
+ post

A kid is dancing in a room.

fully-c. The kids are dancing in the living room.
A kid is dancing in a room.

fully-c.
+ post

The kids are dancing in the living room.
A kid is dancing in a room.

Table 4.30: Examples of the post-edited models’ outputs for “easy” concept sets
of size 3. For full output listings of all five runs, see Appendix A (Table A.19).

concepts model outputs

dance, front, stage,
crowd

baseline The crowd is dancing in front of the stage.
A man dancing in front of a crowd.

baseline
+ post

The crowd is dancing in front of the stage.
A man dancing in front of a crowd on stage.

all-
concept

A group of people are dancing in front of a stage.
A crowd dancing in front of a stage.

all-
concept
+ post

A group of people are dancing in front of a stage with a crowd of people.
A crowd dancing in front of a stage.

fully-c. The crowd is dancing in front of the stage.
A crowd of people dance in front of a stage.

fully-c.
+ post

The crowd is dancing in front of the stage.
A crowd of people dance in front of a stage.

score, goal, team,
player

baseline football player celebrates after scoring a goal for his team
soccer player celebrates after scoring a goal against football team

baseline
+ post

football player celebrates after scoring a goal for his team
soccer player celebrates after scoring a goal against football team

all-
concept

football player score a goal against football team
soccer player celebrates after scoring a goal against sports team

all-
concept
+ post

football player score a goal against football team
soccer player celebrates after scoring a goal against sports team

fully-c. football player scoring a goal against football team
football player celebrates after scoring a goal against football team

fully-c.
+ post

football player scoring a goal against football team
football player celebrates after scoring a goal against football team

Table 4.31: Examples of the post-edited models’ outputs for “easy” concept sets
of size 4. For full output listings of all five runs, see Appendix A (Table A.20).
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concepts model outputs

skateboarder,
jump, ramp, wear,
shirt

baseline A skateboarder wearing a red shirt jumps up a ramp.
A skateboarder wearing a red shirt jumps down a ramp.

baseline
+ post

A skateboarder wearing a red shirt jumps up a ramp.
A skateboarder wearing a red shirt jumps down a ramp.

all-
concept

A skateboarder wearing a red shirt jumps up a ramp.
A skateboarder wearing a t-shirt jumping down a ramp.

all-
concept
+ post

A skateboarder wearing a red shirt jumps up a ramp.
A skateboarder wearing a t-shirt jumping down a ramp.

fully-c. A skateboarder wearing a red shirt jumps down a ramp.
A skateboarder wearing a t-shirt jumping down a ramp.

fully-c.
+ post

A skateboarder wearing a red shirt jumps down a ramp.
A skateboarder wearing a t-shirt jumping down a ramp.

brush, makeup,
face, use, apply

baseline A woman uses a brush to apply makeup to her face.
A man uses a brush to apply makeup to his face.

baseline
+ post

A woman uses a brush to apply makeup to her face.
A man uses a brush to apply makeup to his face.

all-
concept

use a brush to apply makeup to your face
A woman uses a brush to apply makeup to her face.

all-
concept
+ post

use a brush to apply makeup to your face
A woman uses a brush to apply makeup to her face.

fully-c. use a brush to apply makeup to the face
A woman uses a brush to apply makeup to her face.

fully-c.
+ post

use a brush to apply makeup to the face
A woman uses a brush to apply makeup to her face.

Table 4.32: Examples of the post-edited models’ outputs for “easy” concept sets
of size 5. For full output listings of all five runs, see Appendix A (Table A.21).

correcting model usually modifies it to include the missing concept. Sometimes,
the resulting sentence is consistent with reality (cadets taking a picture changed
to cadets taking a picture of a camel in Table 4.33), other times, the modification
is relatively unimportant for the original sentence (A woman holding a knife in
her hand. changed to A woman holding a knife in her hand and apeel. in Ta-
ble 4.34). This, of course, highly depends on the quality of the base prediction.
Sentences that are already good candidates but omit a concept have a higher
chance of being rectified by the error-correcting model; this model, however, does
not have the capacity to fix nonsense sentences.

Our error-correcting model is also limited by the fact that it has been trained
to add one new concept only. Therefore, sentences that lack more than one
concept (see peel, hand, knife, orange in Table 4.35) only get improved by one
concept. This leads to a possible further direction of research: post-editing models
that can correct more than one type of error.

It needs to be noted that there is a discrepancy in how we train the error-
correcting model and how we use it. During training, it saw synthetic sentences
that were missing a dependency subtree whose root was a non-core dependent.
However, base predictions can be missing a concept that should play the role of
the subject, a verb, or a direct object. Since the model was never trained on such
sentences, it is unable to correct them well.

We also noticed the tendency of the error-correcting model to extend the end
of the sentence instead of inserting text in the middle. This is consistent with
the prevalent syntactic structures in the training data.

Overall, the post-editing approach has proved to work well if we have base
predictions of sufficient quality available. Post-editing is not dependent on the
base model, therefore, it can be used to refine sentences generated by any model.
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concepts model outputs

cat, pet, couch baseline cat petting a cat on the couch
A cat is petting a couch.

baseline
+ post

cat petting a cat on the couch
A cat is petting a couch.

all-
concept

cat petting a cat on a couch
A cat is petting a couch.

all-
concept
+ post

cat petting a cat on a couch
A cat is petting a couch.

fully-c. A cat is petting a cat.
A man petting a cat on a couch.

fully-c.
+ post

A cat is petting a cat on a couch.
A man petting a cat on a couch.

walk, street, leash baseline A dog walks down the street on its leash.
a woman walks down the street on a leash

baseline
+ post

A dog walks down the street on its leash.
a woman walks down the street on a leash

all-
concept

a dog walks on a leash on a street
Two dogs walking on a leash on a street.

all-
concept
+ post

a dog walks on a leash on a street
Two dogs walking on a leash on a street.

fully-c. A dog walks down the street on a leash.
A dog walks on a leash on a street.

fully-c.
+ post

A dog walks down the street on a leash.
A dog walks on a leash on a street.

picture, camel,
take

baseline A camel takes a photo.
A group of people are taking notes on a camel.

baseline
+ post

A camel takes a photo of a man looking at a camera.
A group of people are taking notes on a camel in a photo.

all-
concept

c camel taking a picture
A man is taking a picture of a camel.

all-
concept
+ post

c camel taking a picture
A man is taking a picture of a camel.

fully-c. cadets taking a picture
c camel taking a picture

fully-c.
+ post

cadets taking a picture of a camel
c camel taking a picture

Table 4.33: Outputs of the post-edited models on “difficult” examples of length
3. For a more detailed summary, see Tables A.22 to A.24.
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concepts model outputs

sit, toy, hand,
chair

baseline hands sitting on a chair
hands sitting on a chair with a toy

basline +
post

hands sitting on a chair with toys
hands sitting on a chair with a toy

all-
concept

hands sitting on a chair with toys
hands sitting on a chair with a toy

all-
concept
+ post

hands sitting on a chair with toys
hands sitting on a chair with a toy

fully-c. hands sitting on a chair with toys
A man sits on a chair with a toy in his hand.

fully-c.
+ post

hands sitting on a chair with toys
A man sits on a chair with a toy in his hand.

spray, water, hose,
dog

baseline A dog sprinkles water on a hose.
basline +
post A dog sprinkles water on a hose.

all-
concept

A dog is spraying water on a hose.
A dog is being sprayed with water from a hose.

all-
concept
+ post

A dog is spraying water on a hose.
A dog is being sprayed with water from a hose.

fully-c. A dog is sprayding water on a hose.
A dog is being sprayed with water.

fully-c.
+ post

A dog is sprayding water on a hose.
A dog is being sprayed with water from a hose.

cut, pumpkin,
knife, top

baseline A man cutting a pumpkin with a knife on top.
basline +
post A man cutting a pumpkin with a knife on top.

all-
concept A man cutting a pumpkin with a knife on top.

all-
concept
+ post

A man cutting a pumpkin with a knife on top.

fully-c. A man cutting pumpkins with a knife on top.
A man cutting a pumpkin with a knife on top.

fully-c.
+ post

A man cutting pumpkins with a knife on top.
A man cutting a pumpkin with a knife on top.

Table 4.34: Outputs of the post-edited models on “difficult” examples of length
4. For a more detailed summary, see Tables A.25 to A.27.
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concepts model outputs

game, paper, kid,
scissor, rock

baseline A kid is playing a game with paper and scissors.
A kid is playing a game of scissor with paper.

baseline
+ post

A kid is playing a game of paper with scissors and scissors.
A kid is playing a game of paper with scissors on a rock.
A group of kids playing a game of rock with paper and scissors.
A kid is playing a game of rock with paper and scissors.
A kid is playing a game of scissor with paper on a rock.

all-
concept

A kid is playing a game of scissors with paper and scissors.
A kid is playing a video game with scissors and paper on a rock.

all-
concept
+ post

A kid is playing a game of scissors with paper and scissors on a rock.
A kid is playing a video game with scissors and paper on a rock.

fully-c. A kid is playing a game of scissors on paper with rocks.
A kid is playing a game with scissors on paper.

fully-c.
+ post

A kid is playing a game of scissors on paper with rocks.
A kid is playing a game of rock with scissors on paper.

peel, hand, knife,
orange, hold

baseline A woman holding a knife in her hand.
A man holding a knife with an orange peeling it.

baseline
+ post

A woman holding a knife in her hand with an orange.
A man holding a knife with an orange peeling it from his hand.

all-
concept

A man holding a knife with oranges and oranges on it.
A man holding a knife with an orange peel.

all-
concept
+ post

A man holding a knife with oranges and oranges on it in his hand.
A man holding a knife with an orange peel in his hand.

fully-c. A man holding a knife with oranges in his hand.
A man holding a knife with an orange peel on it.

fully-c.
+ post

A man holding a knife with oranges in his hand.
A man holding a knife with an orange peel on it in his hand.

use, gutter, stand,
roof, clean

baseline A man standing behind a gutter to clean the roof.
A man uses a gutter to clean the roof.

baseline
+ post

A man standing behind a gutter to clean the roof.
A man uses a gutter to clean the roof as he stands.

all-
concept

A man uses a gutter to clean a roof.
A man uses a gutter to clean a man standing on a roof.

all-
concept
+ post

A man uses a gutter to clean a roof while standing next to it.
A man uses a gutter to clean a man standing on a roof.

fully-c. A man standing next to a gutter that is being used to clean the roof.
A man is standing on a roof and cleaning a gutter.

fully-c.
+ post

A man standing next to a gutter that is being used to clean the roof.
A man is standing on a roof and cleaning a gutter for use.

Table 4.35: Outputs of the post-edited models on “difficult” examples of length
5. For a more detailed summary, see Tables A.28 to A.30.
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concepts outputs

field, look, stand
A man looking on the look of a tree.
A man is a a a city.
A man looks on the field of the field

cat, pet, couch
a dog in the of the petals.
A cat is the cat on the carpet.
A cat sleeping on a couch.

dance, front, stage, crowd
a group of a in the garden
dancing crowd in the crowd.
A crowd of a a crowd of people.

spray, water, hose, dog
water flowing water in the of the water
A dog is the water in the water.
A dog feeding the water in the water

brush, makeup, face, use, ap-
ply

the image of a the face of the earth
A man is a face.
A man is the face of her face.

peel, hand, knife, orange, hold
A plate of a in the garden
A man holding a a hand.
A panning of with aelelelmer holds her hand.

Table 4.36: Examples of outputs generated by the model with a composite loss
function (Section 3.5).

In fact, this is often the case in research related to generative commonsense
reasoning, as we have shown in Section 1.2.

Composite loss

The approach performs very poorly. We show some examples in Table 4.36 to
demonstrate that the model trained with a composite loss function is bad both
at common sense, at fluency, and at using the concepts at all.
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Conclusion
In this thesis, we explore different approaches aimed to improve generative com-
monsense reasoning. The primary method we investigate is enhancing the input
with knowledge extracted from ConceptNet. We employ graph algorithms and
GNNs to extract the knowledge. We find that the best-performing graph-based
input enhancements are those that contain a lot of additional information on
input. The GNN-enhanced model also performs relatively well, although it does
not achieve the best results. The best-performing models manage to generate
sentences that capture commonsense relations significantly better than a model
without any input enhancements. Nevertheless, all of them still fail at the concept
sets with the most complex relationships.

We also experiment with post-editing of base predictions by a model trained
to incorporate missing concepts in a given sentence. While this model is inde-
pendent of the way the base model works, in this work, we use it on some of the
input-enhanced models we have trained previously. Our results show that this
method increases coverage substantially, proving that the error-correcting model
does what it has been trained to do. Nonetheless, coverage is not indicative of
commonsense correctness, and its high value could be a result of forced unnatural
additions. While some examples certainly exhibit this behavior, post-editing also
improves CIDEr and SPICE which are more relevant for the task. We confirm
the improvement by manual analysis. The effect is more pronounced for weaker
base models, but it also shows on models that are already relatively good.

Finally, we investigate whether learning two tasks at once (i.e., language gen-
eration and classification) leads to a better performance at one of them (the
generation). As is clear from our results, the method we used did not have the
desired effect. We hypothesize that this is due to the fact that the secondary
task is comparatively very easy in relation to the main one, leading the model to
focus on it completely and neglect the other one.

In conclusion, we have explored a previously under-investigated family of ap-
proaches to commonsense reasoning. While we do not outperform the current
state-of-the-art, our results show that using knowledge graphs for commonsense
reasoning is a reasonable method showing promising results. This thesis presents
foundation that explores which research directions are worth further pursuit.

Future work

We show that extracting complex subgraphs from ConceptNet leads to relatively
good performance; however, so does using tangentially related information. It
is up for discussion whether applying more complex methods from graph the-
ory would yield better results; we hold the opinion that they would, but only
modestly.

On the other hand, we believe that there is a lot of potential in using GNNs in
novel ways to improve models’ performance. In this thesis, we treat the task as a
recommender system, “recommending” concepts to be included in the same sen-
tence. It is possible to predict edges defined in a different way, or even use edges
of various importance (such as “obligatory” words vs. “possible” concepts). Ad-
vanced techniques from recommender systems, such as better negative sampling,
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could be employed as well.
While in our GNN approach, we focused on adding information extracted from

ConceptNet on the input to a language model, GNNs provide opportunities to
be used in conjunction with a language model as a single end-to-end system. For
example, node embeddings learned by the GNN could be used instead of word
embeddings in the language model. We believe that using GNNs on knowledge
graphs is an area that deserves further attention.

Finally, while our method of multi-task learning produced a poor performance,
this does not mean that we should reject the idea altogether. We hypothesize
that training the model on two similarly complex tasks, instead of two with a
very different level of complexity, could lead to an improvement in the generation
task.
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A. Selected outputs of the
experiments
As each experiment was repeated 5 times, we show sentences generated by all
individual models trained in the specific experiment. We report the outputs as
generated by the model, i.e., with the original punctuation and capitalization.

concepts model outputs

field, look, stand
refer-
ences

The player stood in the field looking at the batter.
The coach stands along the field, looking at the goalkeeper.
I stood and looked across the field, peacefully.
Someone stands, looking around the empty field.

baseline

A woman stands in a field looking at the camera.
A man is standing in a field looking at the camera.
A group of people stand in a field looking at the camera.
A man standing in a field looking out.
A woman is standing in a field looking at the camera.

kid, room, dance
refer-
ences

The silly kid loves to dance in her room.
the dance kid room is full of kids
A kid is dancing in the room.
A group of kids are dancing around a living room.

baseline

The kids are dancing in the living room.
The kids are dancing in a room.
A kid is dancing in a room.
The kids are dancing in the living room.
A kid is dancing in a room.

Table A.1: References and baseline models’ good generations for concept sets of
size 3.

concepts model outputs

dance, front, stage,
crowd

refer-
ences

A front stage crowd dance.
The woman saw the crowd dancing in front of the stage.
The girl danced on stage in front of a crowd.
A person is dancing on a stage in front of a crowd.

baseline

The crowd is dancing in front of the stage.
A crowd dancing in front of a stage.
A crowd of people dance in front of a stage.
A man dancing in front of a crowd.
A man is dancing in front of a crowd on stage.

score, goal, team,
player

refer-
ences

The player scored a goal for his team.
The soccer player scores a goal for his team.
A player scores a goal for his team.
football player scores a goal for football team

baseline

soccer player scoring a goal for his team
football player celebrates after scoring a goal for football team
players score a goal against sports team
football player celebrates after scoring a goal for his team
soccer player celebrates after scoring a goal against football team

Table A.2: Baseline models’ good generations for concept sets of size 4.
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concepts model outputs

skateboarder,
jump, ramp, wear,
shirt

refer-
ences

The skateboarder jumped over the ramp and tore the shirt he wore that
day.
The young skateboarder was wearing a red shirt when he jumped on the
ramp and won the competition.
The skateboarder wearing a shirt jumped the ramp.
a skateboarder wearing a green shirt jumping on a ramp

baseline

A skateboarder wearing a red shirt jumps down a ramp.
A skateboarder wearing a red shirt jumps off a ramp.
A skateboarder wearing a black shirt jumps a ramp.
A skateboarder wearing a red shirt jumps up a ramp.
A skateboarder wearing a red shirt jumps down a ramp.

brush, makeup,
face, use, apply

refer-
ences

The woman uses her brush to apply makeup to her face.
Most people use a brush to apply makeup to their faces.
A woman uses a brush to apply makeup on her face.
A woman uses a brush to apply makeup to her face

baseline

A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply foundation to her face.
A man uses a brush to apply makeup to his face.
A woman uses a brush to apply makeup to her face.
A man uses a brush to apply makeup to his face.

Table A.3: Baseline models’ good generations for concept sets of size 5.

concepts model outputs

cat, pet, couch
refer-
ences

A pet cat likes to sleep on a couch.
My pet cat love to sleep on the couch.
The woman pet the cat that was sat on the couch.
actor petting long haired gray cat on couch

baseline

cat petting a cat on the couch
A cat is petting a couch.
A cat is petting a couch.
cat petting a cat on the couch
A cat is petting a couch.

walk, street, leash
refer-
ences

The children walk with their dog on a leash down the street.
I grabbed the leash to walk my dog across the street.
a man walks two dogs on leashes down the street

baseline

a woman walks along the street on a leash
A woman walks down the street on a leash.
A man walks down a street with a leash.
A dog walks down the street on its leash.
a woman walks down the street on a leash

picture, camel,
take

refer-
ences

The museum will take the picture of the camel to the basement.
Would you please take a picture of me sitting on the camel.
woman taking pictures of a group of camels

baseline

an image taken by a camel
A camel takes a photo.
A group of people are taking notes on a camel.
A man takes a photo of a camel.
A man taking a photo of a camel.

Table A.4: Baseline models’ bad generations for concept sets of size 3.
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concepts model outputs

sit, toy, hand,
chair

refer-
ences

The woman’s hand grabbed the toy as she was sitting down in the chair.
A baby sits on a chair with a toy in one of its hands.
Sit down in the chair and I will hand you the toy.
Sit on the chair and hand the toy to me.
A woman chose to sit in the chair while she held a toy in her hand.
A child is sitting on a chair with a toy in his hands.

baseline

hands sitting on a chair with toys
hands sitting on a chair with a toy
hands sitting on a toy
hands sitting on a chair
hands sitting on a chair with a toy

spray, water, hose,
dog

refer-
ences

The dog got sprayed with the water hose.
I sprayed my dog with water from my garden hose to help clean him off.
She uses a hose to spray water all over the dog.

baseline

A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.

cut, pumpkin,
knife, top

refer-
ences

He cuts the top of the pumpkin with a knife.
During October, people carve pumpkins with a knife by cutting their top
off and removing the insides.
A woman used a knife to cut the top off the pumpkin.
The chef cut off the top of the pumpkin with a knife to make a jack-o-
lantern.
A knife cuts the top of a pumpkin.

baseline

A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin on top of a knife.

Table A.5: Baseline models’ bad generations for concept sets of size 4.

concepts model outputs

game, paper, kid,
scissor, rock

refer-
ences

The kids solved disagreements by playing the game rock, paper, scissors.
The kids are playing a game called rock, paper, scissors.
The kids played the game rock, paper, scissors.
Two kids play a friendly game of rock,paper,scissors, shoot with one an-
other.

baseline

A kid is playing a game of paper with scissors.
A kid is playing a game with scissors and scissors.
A group of kids playing a game with paper and scissors.
A kid is playing a game with paper and scissors.
A kid is playing a game of scissor with paper.

peel, hand, knife,
orange, hold

refer-
ences

Steadily holding the knife in hand, Sarah peeled the rind from the orange.
The man holds a knife in his hand to peel the orange.
The cook’s hand shook while holding the knife to peel the orange.
A woman is peeling an orange with a knife while holding in its hand

baseline

A woman holding a knife in her hand.
A hand holds a knife with an orange and apeel.
A man holding a knife with an orange peeling it.
A man holding a knife with an orange and an orange on it.
A man holding a knife with an orange and a peel.

use, gutter, stand,
roof, clean

refer-
ences

The woman was hired to clean the gutter people use every day. A bird
can stand on a roof and sing for a long time..
My dad said to use the ladder to stand on to clean the gutter on the left
side of the roof.
The woman uses a ladder to reach the roof where she can stand to clean
the gutter.
A man stands on a roof and uses an object to clean out a gutter.

baseline

A man standing behind a gutter to clean the roof.
A man uses a gutter to clean the roof.
A man uses a gutter to clean a standing roof.
A man uses a gutter to clean the roof.
A man uses a gutter to clean the roof.

Table A.6: Baseline models’ bad generations for concept sets of size 5.
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concepts model outputs

field, look, stand

baseline

A woman stands in a field looking at the camera.
A man is standing in a field looking at the camera.
A group of people stand in a field looking at the camera.
A man standing in a field looking out.
A woman is standing in a field looking at the camera.

basic

A man stands in a field looking at the camera.
Two men standing in a field looking at a camera.
A man is standing in a field looking at the camera.
A man standing in a field looking at the camera.
A woman is standing in a field looking at the camera.

all-
concept

The kid is dancing in the living room.
The kids are dancing in a room.
A group of kids are dancing in a room.
The kids are dancing in the living room.
A kid is dancing in a room.

pairwise

A man is standing in a field looking at the camera.
A woman standing in a field looking at the camera.
A man standing in a field looking out.
Two men stand in a field looking at each other.
A woman stands in a field looking at the camera.

fully-c.

A man stands in a field looking at the camera.
A man is standing in a field looking at the camera.
A man is standing in a field looking at the camera.
A man standing in a field looking towards the camera.
A man is standing in a field.

spaning-
tree

A man stands in a field looking at the camera.
A man stands in a field and looks at the camera.
A man is standing in a field and looking at the camera.
A man standing in a field.
A man stands in a field looking out.

kid, room, dance

baseline

The kids are dancing in the living room.
The kids are dancing in a room.
A kid is dancing in a room.
The kids are dancing in the living room.
A kid is dancing in a room.

basic

The kid is dancing in the living room.
The kids are dancing in a room.
A group of kids are dancing in a room.
The kids are dancing in the living room.
A kid is dancing in a room.

all-
concept

A kid is dancing in a room.
A kid is dancing in a room.
A group of kids dancing in a room.
A kid is dancing in a room.
A kid is dancing in a room.

pairwise

The kids are dancing in the living room.
The kids are dancing in the living room.
A group of kids are dancing in a room.
The kids are dancing in the living room.
A kid is dancing in a room.

fully-c.

A kid is dancing in a room.
A kid is dancing in a room.
A group of kids are dancing in a room.
The kids are dancing in the living room.
A kid is dancing in a room.

spaning-
tree

The kids are dancing in the room.
A kid is dancing in a room.
A group of kids are dancing in a room.
The kids are dancing in the living room.
A kid is dancing in a room.

Table A.7: Outputs of models from Section 3.2 on “easy” examples of length 3.
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concepts model outputs

dance, front, stage,
crowd

baseline

The crowd is dancing in front of the stage.
A crowd dancing in front of a stage.
A crowd of people dance in front of a stage.
A man dancing in front of a crowd.
A man is dancing in front of a crowd on stage.

basic

A crowd of people are dancing in front of a stage.
A crowd of people dancing in front of a stage.
A crowd of people dance in front of a stage.
The crowd is dancing in front of the stage.
A crowd of people dancing in front of a stage.

all-
concept

A group of people are dancing in front of a stage.
A crowd dancing in front of a stage.
A crowd of people dance in front of a stage.
The crowd is dancing in front of the stage.
The crowd is dancing in front of the stage.

pairwise

A crowd of people are dancing in front of a stage.
A crowd dancing in front of a stage.
A crowd of people dance in front of a stage.
A crowd of people dance in front of a stage.
A crowd of people dancing in front of a stage.

fully-c.

The crowd is dancing in front of the stage.
The crowd is dancing in front of the stage.
A crowd of people dance in front of a stage.
A crowd of people dance in front of a stage.
A crowd of people dancing in front of a stage.

spaning-
tree

A man is dancing in front of a crowd on stage.
A crowd is dancing in front of a stage.
A crowd of people dance in front of a stage.
A crowd of people dance in front of a stage.
A crowd of people are dancing in front of a stage.

score, goal, team,
player

baseline

soccer player scoring a goal for his team
football player celebrates after scoring a goal for football team
players score a goal against sports team
football player celebrates after scoring a goal for his team
soccer player celebrates after scoring a goal against football team

basic

players score a goal against sports team
football player score a goal against football team
players score a goal against sports team
football player scoring a goal for the team
soccer player celebrates after scoring a goal against football team

all-
concept

football player celebrates scoring a goal against sports team
soccer player celebrates after scoring a goal for his team
soccer player celebrates after scoring a goal against sports team
football player score a goal against football team
soccer player celebrates after scoring a goal against sports team

pairwise

soccer player scoring a goal for his team
football player scoring a goal for football team
football player scoring a goal against sports team
football player scoring a goal against football team
soccer player scoring a goal against football team

fully-c.

football player celebrates after scoring a goal against sports team
football player score a goal for football team
football player celebrates after scoring a goal against sports team
football player scoring a goal against football team
football player celebrates after scoring a goal against football team

spaning-
tree

football team score a goal against football team
football player score a goal for football team
players score a goal against sports team
football player score a goal against football team
players score a goal against sports team

Table A.8: Outputs of models from Section 3.2 on “easy” examples of length 4.
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concepts model outputs

skateboarder,
jump, ramp, wear,
shirt

baseline

A skateboarder wearing a red shirt jumps down a ramp.
A skateboarder wearing a red shirt jumps off a ramp.
A skateboarder wearing a black shirt jumps a ramp.
A skateboarder wearing a red shirt jumps up a ramp.
A skateboarder wearing a red shirt jumps down a ramp.

basic

A skateboarder wearing a red shirt jumps off a ramp.
A skateboarder wearing a red shirt jumps off a ramp.
A skateboarder wearing a red shirt jumps a ramp.
A skateboarder wearing a red shirt jumps up a ramp.
A skateboarder wearing a red shirt jumps up a ramp.

all-
concept

A skateboarder wearing a red shirt is jumping down a ramp.
A skateboarder wearing a red shirt jumps a ramp.
A skateboarder wearing a t-shirt jumps down a ramp.
A skateboarder wearing a red shirt jumps up a ramp.
A skateboarder wearing a t-shirt jumping down a ramp.

pairwise

A skateboarder wearing a red shirt jumps off a ramp.
A skateboarder wearing a red shirt jumps a ramp.
A skateboarder wearing a white shirt jumps off a ramp.
A skateboarder wearing a red shirt jumps off a ramp.
A skateboarder wearing a t-shirt jumps down a ramp.

fully-c.

A skateboarder in a red shirt is doing a jump on a ramp.
A skateboarder wearing a red shirt jumps down a ramp.
A skateboarder is jumping a ramp.
A skateboarder wearing a red shirt jumps down a ramp.
A skateboarder wearing a t-shirt jumping down a ramp.

spaning-
tree

A skateboarder wearing a red shirt jumps off a ramp.
A skateboarder wearing a red shirt is jumping down a ramp.
A skateboarder wearing a white shirt is jumping down a ramp.
A skateboarder wearing a red shirt jumps down a ramp.
A skateboarder wearing a red shirt is jumping down a ramp.

brush, makeup,
face, use, apply

baseline

A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply foundation to her face.
A man uses a brush to apply makeup to his face.
A woman uses a brush to apply makeup to her face.
A man uses a brush to apply makeup to his face.

basic

use a brush to apply makeup to your face
A woman uses a brush to apply makeup to her face.
A man uses a brush to apply makeup to his face.
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.

all-
concept

use a brush to apply makeup to your face
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.

pairwise

use a brush to apply makeup to your face.
A woman uses a brush to apply foundation to her face.
A man uses a brush to apply makeup to his face.
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.

fully-c.

use a brush to apply makeup to the face
A woman uses a brush to apply makeup to her face.
use a brush to apply makeup to the face.
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.

spaning-
tree

A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.
A man uses a brush to apply makeup to his face.
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.

Table A.9: Outputs of models from Section 3.2 on “easy” examples of length 5.
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concepts model outputs

cat, pet, couch

baseline

cat petting a cat on the couch
A cat is petting a couch.
A cat is petting a couch.
cat petting a cat on the couch
A cat is petting a couch.

basic

A cat is petting a couch.
A cat petting a cat on a couch.
A cat is petting a couch.
A cat is petting a couch.
A cat petting a couch.

all-
concept

cat petting a cat on the couch
A cat is petting a cat on a couch.
A cat is petting a couch.
cat petting a cat on a couch
A cat is petting a couch.

pairwise

cat petting a couch
A cat is petting a couch.
A cat is petting a couch.
cat petting a cat on a couch
A cat petting a couch.

fully-c.

A cat is petting a cat.
A man petting a cat on a couch.
A man petting a cat on a couch.
The cat is petting the couch.
A man petting a cat on a couch.

spaning-
tree

cat petting a couch
A cat petting a cat on a couch.
A man petting a cat on a couch.
A cat is petting a couch.
A cat is petting on a couch.

walk, street, leash

baseline

a woman walks along the street on a leash
A woman walks down the street on a leash.
A man walks down a street with a leash.
A dog walks down the street on its leash.
a woman walks down the street on a leash

basic

a woman walks down the street on a leash
Two people walking on a leash on a street.
A woman walks down a street on a leash.
a woman walks on a leash in the street
a woman walking on a leash in the street

all-
concept

a dog walks on a leash on a street
Two dogs walking on a leash on a street.
A man walks down a street with a leash.
A dog walking on a leash in a street.
A woman is walking on a street with a leash.

pairwise

a dog walks on a leash on a street
A woman walks on a leash in the street.
A man walks down a street with a leash.
a dog walks on a leash on a street
A woman walking down the street on a leash.

fully-c.

A dog walks down the street on a leash.
A dog walks on a leash on a street.
A dog walking on a leash on a street.
Two zebras walk down the street.
A dog walking down a street with a leash.

spaning-
tree

a dog walks on a leash in the street
A dog walking on a leash in a street.
A dog walking on a leash on a street.
The dog is walking down the street on a leash.
A dog with a leash walking down a street.

picture, camel, take

baseline

an image taken by a camel
A camel takes a photo.
A group of people are taking notes on a camel.
A man takes a photo of a camel.
A man taking a photo of a camel.

basic

A man takes a picture of a camel.
A man takes a picture of a camel.
A man takes a picture of a camel.
A woman takes a picture of a camel.
a man taking a picture of a camel

all-
concept

c camel taking a picture
A man is taking a picture of a camel.
A camel taking a picture.
A woman takes a picture of a camel.
a man takes a picture of a camel

pairwise

image of a camel taking a position
A camel takes a photo.
A camel takes a photo.
A camel taking a photo.
a man taking a photo of a camel

fully-c.

cadets taking a picture
c camel taking a picture
A man takes a picture of a camel.
A woman taking a picture of a camel.
a man taking a picture of a camel

spaning-
tree

c camel taking a picture
A man takes a picture of a camel.
A man takes a picture of a camel
a man taking a picture of a camel
a man takes a picture of a camel

Table A.10: Outputs of models from Section 3.2 on “difficult” examples of length
3.
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concepts model outputs

sit, toy, hand, chair

baseline

hands sitting on a chair with toys
hands sitting on a chair with a toy
hands sitting on a toy
hands sitting on a chair
hands sitting on a chair with a toy

basic

hands sitting on a chair with toys
hands sitting on a chair with a toy
hands sitting on a chair with a toy
hands sitting on a chair with toys
hands sitting on a chair with a toy

all-
concept

hands sitting on a chair with toys
hands sitting on a chair with a toy
hands sitting on a chair with a toy
hands sitting on a chair with toys
hands sitting on a chair with a toy

pairwise

hands sitting on a chair with toys
hands sitting on a chair with a toy
hands sitting on a chair with toys
hands sitting on a chair
hands sitting on a chair with toys

fully-c.

hands sitting on a chair with toys
A man sits on a chair with a toy in his hand.
A toy sitting in a chair next to a hand.
hands sitting on a chair with toys
hands sitting on a chair with a toy

spaning-
tree

hands sit on a chair and play with toys
A hand sits on a chair next to a toy.
hands sit on a toy
hands sitting on a toy
hands sitting on a chair with a toy

spray, water, hose,
dog

baseline

A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.

basic

a dog sprinkles water on a hose
A dog isspraying water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.

all-
concept

A dog is spraying water on a hose.
A dog is being sprayed with water from a hose.
A dog sprinkles water on a hose.
A dog is being spray with water from a hose.
A dog is spraying water with a hose.

pairwise

A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.

fully-c.

A dog is sprayding water on a hose.
A dog is being sprayed with water.
A dog sprinkles water on a hose.
A dog uses a hose to spray water on the ground.
A dog is spraying water on a hose.

spaning-
tree

A dog is using a hose to spray water.
A dog is being spray with water from a hose.
A dog is sprayding water with a hose.
A dog uses a hose to spray water on a dog.
A dog is spraying water on a hose.

cut, pumpkin, knife,
top

baseline

A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin on top of a knife.

basic

A man cutting a pumpkin on top of a knife.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin on top of a knife.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.

all-
concept

A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.

pairwise

A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.

fully-c.

A man cutting pumpkins with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.

spaning-
tree

A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on the top.
A man cutting a pumpkin with a knife on top.

Table A.11: Outputs of models from Section 3.2 on “difficult” examples of length
4.
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concepts model outputs

game, paper, kid,
scissor, rock

baseline

A kid is playing a game of paper with scissors.
A kid is playing a game with scissors and scissors.
A group of kids playing a game with paper and scissors.
A kid is playing a game with paper and scissors.
A kid is playing a game of scissor with paper.

basic

A kid is playing a game with scissors on a rock.
A kid is playing a game of scissors with paper.
A group of kids play a game with scissors and paper.
A kid is playing a game with scissors on paper.
A kid playing a game of scissor with paper on a rock.

all-
concept

A kid is playing a game of scissors with paper and scissors.
A kid is playing a video game with scissors and paper on a rock.
A group of kids playing a game with scissors and paper.
A kid is playing a video game on paper with scissors.
A kid is playing a game of scissor with paper and rocks.

pairwise

A kid is playing a game of scissor and paper.
A kid is playing a game with scissors and paper.
A group of kids playing a game with scissors and paper.
A kid is playing a video game with scissors and paper.
A kid is playing a game of scissor with paper.

fully-c.

A kid is playing a game of scissors on paper with rocks.
A kid is playing a game with scissors on paper.
A kid plays a game with paper and scissors.
The kid is playing a game of scissors on paper.
A kid is playing a game of scrabble with paper and scissors on a rock

spaning-
tree

A kid is playing a game of scissors on paper.
A group of kids play a game with paper and scissors.

peel, hand, knife,
orange, hold

baseline

A woman holding a knife in her hand.
A hand holds a knife with an orange and apeel.
A man holding a knife with an orange peeling it.
A man holding a knife with an orange and an orange on it.
A man holding a knife with an orange and a peel.

basic

hands holding a knife with oranges
A man holding a knife with an orange on it.
A man holding a knife with oranges in his hands.
A man holding a knife with an orange on it in his hand.
A man holding a knife with an orange on it.

all-
concept

A man holding a knife with oranges and oranges on it.
A hand holds a peel of an orange with a knife.
A man holding a knife with an orange peel.
A man holding a knife with oranges and lemon peel on it.
A hand holding a knife and an orange peel.

pairwise

A hand holding a knife with oranges in it.
A hand holds a large knife with an orange on it.
hands holding a knife with an orange
A man holding a knife with an orange on his hand.
A man holding a knife with an orange in his hand.

fully-c.

A man holding a knife with oranges in his hand.
A man holding a knife with an orange peel on it.
A hand holding a knife and an orange peel.
A man holding a knife with an orange peel on it.
A hand holding an orange with a knife.

spaning-
tree

A man holding a knife with oranges and bananas in it.
A hand is holding an orange peeled with a knife.
A man holding a knife with an orange peel in his hands.
A man holding a knife with an orange peel on it.
A man holding a knife with an orange peel on it.

use, gutter, stand,
roof, clean

baseline

A man standing behind a gutter to clean the roof.
A man uses a gutter to clean the roof.
A man uses a gutter to clean a standing roof.
A man uses a gutter to clean the roof.
A man uses a gutter to clean the roof.

basic

A man uses a gutter to clean the roof.
A man uses a gutter to clean the roof.
A man uses a gutter to clean a roof.
A man uses a gutter to clean a roof.
A man is standing in a gutter to clean the roof.

all-
concept

A man uses a gutter to clean a roof.
A man uses a gutter to clean a man standing on a roof.
A man uses a gutter to clean a roof.
A man uses a gutter to clean his roof while standing.
A man uses a gutter to clean the roof.

pairwise

use a gutter to clean the roof
A man uses a gutter to clean a man standing on a roof.
A man standing on a roof uses a gutter to clean the roof.
A woman uses a gutter to clean the roof.
A man uses a gutter to clean the roof while standing on the roof.

fully-c.

A man standing next to a gutter that is being used to clean the roof.
A man uses a gutter to clean the roof.
A man is standing on a roof and cleaning a gutter.
A man uses a gutter to clean his roof.
A man uses a gutter to clean the roof.

spaning-
tree

A man uses a gutter to clean a standing roof.
A man uses a gutter to clean the roof.
A man uses a gutter to clean a roof.
A man standing on a roof using a gutter to clean it.
A man is standing in a gutter to use to clean the roof.

Table A.12: Outputs of models from Section 3.2 on “difficult” examples of length
5.
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concepts model outputs

field, look, stand baseline

A woman stands in a field looking at the camera.
A man is standing in a field looking at the camera.
A group of people stand in a field looking at the camera.
A man standing in a field looking out.
A woman is standing in a field looking at the camera.

gnn

man stands in a field looking at the camera
A man standing in a field looking at the camera.
A man is standing in a field of wheat.
A man standing in a field looking out.
A man is standing in a field looking out.

kid, room, dance baseline

The kids are dancing in the living room.
The kids are dancing in a room.
A kid is dancing in a room.
The kids are dancing in the living room.
A kid is dancing in a room.

gnn

The kids are dancing in the living room.
A kid is dancing in a room.
A group of kids are dancing in a room.
The kids are dancing in the living room.
A kid is dancing in a room.

Table A.13: Outputs of models from Section 3.3 on “easy” examples of length 3.

concepts model outputs

dance, front, stage,
crowd

baseline

The crowd is dancing in front of the stage.
A crowd dancing in front of a stage.
A crowd of people dance in front of a stage.
A man dancing in front of a crowd.
A man is dancing in front of a crowd on stage.

gnn

The crowd is dancing in front of the stage.
A crowd of people dancing in front of a stage.
A man is dancing in front of a crowd of people.
The crowd dance in front of the stage.
A man is dancing in front of a crowd.

score, goal, team,
player

baseline

soccer player scoring a goal for his team
football player celebrates after scoring a goal for football team
players score a goal against sports team
football player celebrates after scoring a goal for his team
soccer player celebrates after scoring a goal against football team

gnn

cricket player celebrates after scoring a goal against sports team
football player score a goal for football team
football player celebrates after scoring a goal against sports team
football player scoring a goal against football team
cricket player scoring a goal against sports team

Table A.14: Outputs of models from Section 3.3 on “easy” examples of length 4.

concepts model outputs

skateboarder, jump,
ramp, wear, shirt

baseline

A skateboarder wearing a red shirt jumps down a ramp.
A skateboarder wearing a red shirt jumps off a ramp.
A skateboarder wearing a black shirt jumps a ramp.
A skateboarder wearing a red shirt jumps up a ramp.

gnn

A skateboarder wearing a red shirt jumps off a ramp.
A skateboarder wearing a red shirt jumps off a ramp.
A skateboarder wearing a t-shirt jumps a ramp.
A skateboarder wearing a red shirt jumps down a ramp.
A skateboarder wearing a red shirt is jumping down a ramp.

brush, makeup, face,
use, apply

baseline
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply foundation to her face.
A man uses a brush to apply makeup to his face.

gnn

use a brush to apply makeup to the face
A woman uses a brush to apply makeup to her face.
A man uses a brush to apply makeup to his face.
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.

Table A.15: Outputs of models from Section 3.3 on “easy” examples of length 5.
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concepts model outputs

cat, pet, couch baseline

cat petting a cat on the couch
A cat is petting a couch.
A cat is petting a couch.
cat petting a cat on the couch
A cat is petting a couch.

gnn

A cat is petting a couch.
A cat is petting a cat on a couch.
A cat is petting a couch.
cat petting a cat on a couch
A cat is petting a couch.

walk, street, leash baseline

a woman walks along the street on a leash
A woman walks down the street on a leash.
A man walks down a street with a leash.
A dog walks down the street on its leash.
a woman walks down the street on a leash

gnn

a dog walks on a leash on a street
Two people walking on a leash in the street.
A man walking on a leash on a street.
A woman walks down a street with a leash.
A woman is walking on a leash on a street.

picture, camel,
take

baseline

an image taken by a camel
A camel takes a photo.
A group of people are taking notes on a camel.
A man takes a photo of a camel.
A man taking a photo of a camel.

gnn

an image of a camel taken
A man takes apicture of a camel.
A man is taking apicture of a camel.
A man takes apicture of a camel.
a man takes apicture of a camel

Table A.16: Outputs of models from Section 3.3 on “difficult” examples of length
3.

concepts model outputs

sit, toy, hand,
chair

baseline

hands sitting on a chair with toys
hands sitting on a chair with a toy
hands sitting on a toy
hands sitting on a chair
hands sitting on a chair with a toy

gnn

hands sitting on a chair with toys
hands sitting on a chair with a toy
A man sits on a chair with a toy in his hands.
hands sitting on a chair
A hand sits on a chair with a toy.

spray, water, hose,
dog

baseline

A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.

gnn

A dog isspraying water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.

cut, pumpkin,
knife, top

baseline

A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin on top of a knife.

gnn

A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife.
A man cutting a pumpkin with a knife on top.

Table A.17: Outputs of models from Section 3.3 on “difficult” examples of length
4.
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concepts model outputs

game, paper, kid,
scissor, rock

baseline

A kid is playing a game of paper with scissors.
A kid is playing a game with scissors and scissors.
A group of kids playing a game with paper and scissors.
A kid is playing a game with paper and scissors.
A kid is playing a game of scissor with paper.

gnn

A kid is playing a game with scissors and paper on a rock.
A kid is playing a game with scissors and paper.
A group of kids playing a game with scissors and paper.
A kid is playing a game of scissors on paper.
A kid is playing a game of scissor with paper.

peel, hand, knife,
orange, hold

baseline

A woman holding a knife in her hand.
A hand holds a knife with an orange and apeel.
A man holding a knife with an orange peeling it.
A man holding a knife with an orange and an orange on it.
A man holding a knife with an orange and a peel.

gnn

hands holding a knife with oranges and peaches
A woman holds a knife with her hand, and peels an orange.
A man holding a knife with a knife in his hands.
hands holding an orange and a peeling knife
a hand holding a knife with an orange

use, gutter, stand,
roof, clean

baseline

A man standing behind a gutter to clean the roof.
A man uses a gutter to clean the roof.
A man uses a gutter to clean a standing roof.
A man uses a gutter to clean the roof.
A man uses a gutter to clean the roof.

gnn

A man uses a gutter to clean the roof.
A man uses a gutter to clean a man standing on a roof.
A man uses a gutter to clean the roof.
A man uses a gutter to clean his roof.
A man is standing in a gutter to clean the roof.

Table A.18: Outputs of models from Section 3.3 on “difficult” examples of length
5.
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concepts model outputs

field, look, stand

baseline

A woman stands in a field looking at the camera.
A man is standing in a field looking at the camera.
A group of people stand in a field looking at the camera.
A man standing in a field looking out.
A woman is standing in a field looking at the camera.

baseline
+ post

A man is standing in a field looking at the camera.
A woman stands in a field looking at the camera.
A group of people stand in a field looking at the camera.
A man standing in a field looking out.
A woman is standing in a field looking at the camera.

all-
concept

A group of people stand in a field.
A man stands in a field and looks at the camera.
A group of people standing in a field looking at each other.
Two giraffes standing in a field looking towards the camera.
A man is standing in a field looking out.

all-
concept
+ post

A group of people stand in a field looking at camera.
A man stands in a field and looks at the camera.
A group of people standing in a field looking at each other.
Two giraffes standing in a field looking towards the camera.
A man is standing in a field looking out.

fully-c.

A man stands in a field looking at the camera.
A man is standing in a field looking at the camera.
A man is standing in a field looking at the camera.
A man standing in a field looking towards the camera.
A man is standing in a field.

fully-c.
+ post

A man stands in a field looking at the camera.
A man is standing in a field looking at the camera.
A man is standing in a field looking at the camera.
A man standing in a field looking towards the camera.
A man is standing in a field looking at the camera.

kid, room, dance

baseline

The kids are dancing in the living room.
The kids are dancing in a room.
A kid is dancing in a room.
The kids are dancing in the living room.
A kid is dancing in a room.

baseline
+ post

The kids are dancing in a room.
The kids are dancing in the living room.
A kid is dancing in a room.
The kids are dancing in the living room.
A kid is dancing in a room.

all-
concept

A kid is dancing in a room.
A kid is dancing in a room.
A group of kids dancing in a room.
A kid is dancing in a room.
A kid is dancing in a room.

all-
concept
+ post

A kid is dancing in a room.
A kid is dancing in a room.
A group of kids dancing in a room.
A kid is dancing in a room.
A kid is dancing in a room.

fully-c.

A kid is dancing in a room.
A kid is dancing in a room.
A group of kids are dancing in a room.
The kids are dancing in the living room.
A kid is dancing in a room.

fully-c.
+ post

A kid is dancing in a room.
A kid is dancing in a room.
A group of kids are dancing in a room.
The kids are dancing in the living room.
A kid is dancing in a room.

Table A.19: Outputs of the models from Section 3.4 on “easy” examples of length
3.
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concepts model outputs

dance, front, stage,
crowd

baseline

The crowd is dancing in front of the stage.
A crowd dancing in front of a stage.
A crowd of people dance in front of a stage.
A man dancing in front of a crowd.
A man is dancing in front of a crowd on stage.

baseline
+ post

A crowd dancing in front of a stage.
The crowd is dancing in front of the stage.
A crowd of people dance in front of a stage.
A man dancing in front of a crowd on stage.
A man is dancing in front of a crowd on stage.

all-
concept

A group of people are dancing in front of a stage.
A crowd dancing in front of a stage.
A crowd of people dance in front of a stage.
The crowd is dancing in front of the stage.
The crowd is dancing in front of the stage.

all-
concept
+ post

A group of people are dancing in front of a stage with a crowd of people.
A crowd dancing in front of a stage.
A crowd of people dance in front of a stage.
The crowd is dancing in front of the stage.
The crowd is dancing in front of the stage.

fully-c.

The crowd is dancing in front of the stage.
The crowd is dancing in front of the stage.
A crowd of people dance in front of a stage.
A crowd of people dance in front of a stage.
A crowd of people dancing in front of a stage.

fully-c.
+ post

The crowd is dancing in front of the stage.
The crowd is dancing in front of the stage.
A crowd of people dance in front of a stage.
A crowd of people dance in front of a stage.
A crowd of people dancing in front of a stage.

score, goal, team,
player

baseline

soccer player scoring a goal for his team
football player celebrates after scoring a goal for football team
players score a goal against sports team
football player celebrates after scoring a goal for his team
soccer player celebrates after scoring a goal against football team

baseline
+ post

football player celebrates after scoring a goal for football team
soccer player scoring a goal for his team
players score a goal against sports team
football player celebrates after scoring a goal for his team
soccer player celebrates after scoring a goal against football team

all-
concept

football player celebrates scoring a goal against sports team
soccer player celebrates after scoring a goal for his team
soccer player celebrates after scoring a goal against sports team
football player score a goal against football team
soccer player celebrates after scoring a goal against sports team

all-
concept
+ post

football player celebrates scoring a goal against sports team
soccer player celebrates after scoring a goal for his team
soccer player celebrates after scoring a goal against sports team
football player score a goal against football team
soccer player celebrates after scoring a goal against sports team

fully-c.

football player celebrates after scoring a goal against sports team
football player score a goal for football team
football player celebrates after scoring a goal against sports team
football player scoring a goal against football team
football player celebrates after scoring a goal against football team

fully-c.
+ post

football player celebrates after scoring a goal against sports team
football player score a goal for football team
football player celebrates after scoring a goal against sports team
football player scoring a goal against football team
football player celebrates after scoring a goal against football team

Table A.20: Outputs of the models from Section 3.4 on “easy” examples of length
4.
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concepts model outputs

skateboarder,
jump, ramp, wear,
shirt

baseline

A skateboarder wearing a red shirt jumps down a ramp.
A skateboarder wearing a red shirt jumps off a ramp.
A skateboarder wearing a black shirt jumps a ramp.
A skateboarder wearing a red shirt jumps up a ramp.
A skateboarder wearing a red shirt jumps down a ramp.

baseline
+ post

A skateboarder wearing a red shirt jumps off a ramp.
A skateboarder wearing a red shirt jumps down a ramp.
A skateboarder wearing a black shirt jumps a ramp.
A skateboarder wearing a red shirt jumps up a ramp.
A skateboarder wearing a red shirt jumps down a ramp.

all-
concept

A skateboarder wearing a red shirt is jumping down a ramp.
A skateboarder wearing a red shirt jumps a ramp.
A skateboarder wearing a t-shirt jumps down a ramp.
A skateboarder wearing a red shirt jumps up a ramp.
A skateboarder wearing a t-shirt jumping down a ramp.

all-
concept
+ post

A skateboarder wearing a red shirt is jumping down a ramp.
A skateboarder wearing a red shirt jumps a ramp.
A skateboarder wearing a t-shirt jumps down a ramp.
A skateboarder wearing a red shirt jumps up a ramp.
A skateboarder wearing a t-shirt jumping down a ramp.

fully-c.

A skateboarder in a red shirt is doing a jump on a ramp.
A skateboarder wearing a red shirt jumps down a ramp.
A skateboarder is jumping a ramp.
A skateboarder wearing a red shirt jumps down a ramp.
A skateboarder wearing a t-shirt jumping down a ramp.

fully-c.
+ post

A skateboarder in a red shirt is doing a jump on a ramp.
A skateboarder wearing a red shirt jumps down a ramp.
A skateboarder is jumping a ramp in a white shirt.
A skateboarder wearing a red shirt jumps down a ramp.
A skateboarder wearing a t-shirt jumping down a ramp.

brush, makeup,
face, use, apply

baseline

A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply foundation to her face.
A man uses a brush to apply makeup to his face.
A woman uses a brush to apply makeup to her face.
A man uses a brush to apply makeup to his face.

baseline
+ post

A woman uses a brush to apply foundation to her face.
A woman uses a brush to apply makeup to her face.
A man uses a brush to apply makeup to his face.
A woman uses a brush to apply makeup to her face.
A man uses a brush to apply makeup to his face.

all-
concept

use a brush to apply makeup to your face
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.

all-
concept
+ post

use a brush to apply makeup to your face
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.

fully-c.

use a brush to apply makeup to the face
A woman uses a brush to apply makeup to her face.
use a brush to apply makeup to the face.
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.

fully-c.
+ post

use a brush to apply makeup to the face
A woman uses a brush to apply makeup to her face.
use a brush to apply makeup to the face.
A woman uses a brush to apply makeup to her face.
A woman uses a brush to apply makeup to her face.

Table A.21: Outputs of the models from Section 3.4 on “easy” examples of length
5.
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concepts model outputs

cat, pet, couch baseline

cat petting a cat on the couch
A cat is petting a couch.
A cat is petting a couch.
cat petting a cat on the couch
A cat is petting a couch.

baseline
+ post

A cat is petting a couch.
cat petting a cat on the couch
A cat is petting a couch.
cat petting a cat on the couch
A cat is petting a couch.

walk, street, leash baseline

a woman walks along the street on a leash
A woman walks down the street on a leash.
A man walks down a street with a leash.
A dog walks down the street on its leash.
a woman walks down the street on a leash

baseline
+ post

A woman walks down the street on a leash.
a woman walks along the street on a leash
A man walks down a street with a leash.
A dog walks down the street on its leash.
a woman walks down the street on a leash

picture, camel,
take

baseline

an image taken by a camel
A camel takes a photo.
A group of people are taking notes on a camel.
A man takes a photo of a camel.
A man taking a photo of a camel.

baseline
+ post

A camel takes a photo of a man looking at a camera.
an image taken by a camel
A group of people are taking notes on a camel in a photo.
A man takes a photo of a camel.
A man taking a photo of a camel.

Table A.22: Outputs of a baseline model and post-edits on “difficult” examples
of length 3.

concepts model outputs

cat, pet, couch
all-
concept

cat petting a cat on the couch
A cat is petting a cat on a couch.
A cat is petting a couch.
cat petting a cat on a couch
A cat is petting a couch.

all-
concept
+ post

cat petting a cat on the couch
A cat is petting a cat on a couch.
A cat is petting a couch.
cat petting a cat on a couch
A cat is petting a couch.

walk, street, leash
all-
concept

a dog walks on a leash on a street
Two dogs walking on a leash on a street.
A man walks down a street with a leash.
A dog walking on a leash in a street.
A woman is walking on a street with a leash.

all-
concept
+ post

a dog walks on a leash on a street
Two dogs walking on a leash on a street.
A man walks down a street with a leash.
A dog walking on a leash in a street.
A woman is walking on a street with a leash.

picture, camel,
take

all-
concept

c camel taking a picture
A man is taking a picture of a camel.
A camel taking a picture.
A woman takes a picture of a camel.
a man takes a picture of a camel

all-
concept
+ post

c camel taking a picture
A man is taking a picture of a camel.
A camel taking a picture.
A woman takes a picture of a camel.
a man takes a picture of a camel

Table A.23: Outputs of a all-concept-enhanced model and post-edits on “difficult”
examples of length 3.
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concepts model outputs

cat, pet, couch fully-c.

A cat is petting a cat.
A man petting a cat on a couch.
A man petting a cat on a couch.
The cat is petting the couch.
A man petting a cat on a couch.

fully-c.
+ post

A cat is petting a cat on a couch.
A man petting a cat on a couch.
A man petting a cat on a couch.
The cat is petting the couch.
A man petting a cat on a couch.

walk, street, leash fully-c.

A dog walks down the street on a leash.
A dog walks on a leash on a street.
A dog walking on a leash on a street.
Two zebras walk down the street.
A dog walking down a street with a leash.

fully-c.
+ post

A dog walks down the street on a leash.
A dog walks on a leash on a street.
A dog walking on a leash on a street.
Two zebras walk down the street on leash.
A dog walking down a street with a leash.

picture, camel,
take

fully-c.

cadets taking a picture
c camel taking a picture
A man takes a picture of a camel.
A woman taking a picture of a camel.
a man taking a picture of a camel

fully-c.
+ post

cadets taking a picture of a camel
c camel taking a picture
A man takes a picture of a camel.
A woman taking a picture of a camel.
a man taking a picture of a camel

Table A.24: Outputs of a fully-connected-enhanced model and post-edits on “dif-
ficult” examples of length 3.

concepts model outputs

sit, toy, hand,
chair

baseline

hands sitting on a chair with toys
hands sitting on a chair with a toy
hands sitting on a toy
hands sitting on a chair
hands sitting on a chair with a toy

basline +
post

hands sitting on a chair with a toy
hands sitting on a chair with toys
hands sitting on a toy in a chair
hands sitting on a chair with toys
hands sitting on a chair with a toy

spray, water, hose,
dog

baseline

A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.

basline +
post

A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.
A dog sprinkles water on a hose.

cut, pumpkin,
knife, top

baseline

A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin on top of a knife.

basline +
post

A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin on top of a knife.

Table A.25: Outputs of a baseline model and post-edits on “difficult” examples
of length 4.
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concepts model outputs

sit, toy, hand,
chair

all-
concept

hands sitting on a chair with toys
hands sitting on a chair with a toy
hands sitting on a chair with a toy
hands sitting on a chair with toys
hands sitting on a chair with a toy

all-
concept
+ post

hands sitting on a chair with toys
hands sitting on a chair with a toy
hands sitting on a chair with a toy
hands sitting on a chair with toys
hands sitting on a chair with a toy

spray, water, hose,
dog

all-
concept

A dog is spraying water on a hose.
A dog is being sprayed with water from a hose.
A dog sprinkles water on a hose.
A dog is being spray with water from a hose.
A dog is spraying water with a hose.

all-
concept
+ post

A dog is spraying water on a hose.
A dog is being sprayed with water from a hose.
A dog sprinkles water on a hose.
A dog is being spray with water from a hose.
A dog is spraying water with a hose.

cut, pumpkin,
knife, top

all-
concept

A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.

all-
concept
+ post

A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.

Table A.26: Outputs of a all-concept-enhanced model and post-edits on “difficult”
examples of length 4.

concepts model outputs

sit, toy, hand,
chair

fully-c.

hands sitting on a chair with toys
A man sits on a chair with a toy in his hand.
A toy sitting in a chair next to a hand.
hands sitting on a chair with toys
hands sitting on a chair with a toy

fully-c.
+ post

hands sitting on a chair with toys
A man sits on a chair with a toy in his hand.
A toy sitting in a chair next to a hand.
hands sitting on a chair with toys
hands sitting on a chair with a toy

spray, water, hose,
dog

fully-c.

A dog is sprayding water on a hose.
A dog is being sprayed with water.
A dog sprinkles water on a hose.
A dog uses a hose to spray water on the ground.
A dog is spraying water on a hose.

fully-c.
+ post

A dog is sprayding water on a hose.
A dog is being sprayed with water from a hose.
A dog sprinkles water on a hose.
A dog uses a hose to spray water on the ground.
A dog is spraying water on a hose.

cut, pumpkin,
knife, top

fully-c.

A man cutting pumpkins with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.

fully-c.
+ post

A man cutting pumpkins with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.
A man cutting a pumpkin with a knife on top.

Table A.27: Outputs of a fully-connected-enhanced model and post-edits on “dif-
ficult” examples of length 4.
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concepts model outputs

game, paper, kid,
scissor, rock

baseline

A kid is playing a game of paper with scissors.
A kid is playing a game with scissors and scissors.
A group of kids playing a game with paper and scissors.
A kid is playing a game with paper and scissors.
A kid is playing a game of scissor with paper.

baseline
+ post

A kid is playing a game of paper with scissors and scissors.
A kid is playing a game of paper with scissors on a rock.
A group of kids playing a game of rock with paper and scissors.
A kid is playing a game of rock with paper and scissors.
A kid is playing a game of scissor with paper on a rock.

peel, hand, knife,
orange, hold

baseline

A woman holding a knife in her hand.
A hand holds a knife with an orange and apeel.
A man holding a knife with an orange peeling it.
A man holding a knife with an orange and an orange on it.
A man holding a knife with an orange and a peel.

baseline
+ post

A hand holds a knife with an orange and apeel.
A woman holding a knife in her hand with an orange.
A man holding a knife with an orange peeling it from his hand.
A man holding a knife with an orange and an orange on it in his hand.
A man holding a knife with an orange and a peel in his hand.

use, gutter, stand,
roof, clean

baseline

A man standing behind a gutter to clean the roof.
A man uses a gutter to clean the roof.
A man uses a gutter to clean a standing roof.
A man uses a gutter to clean the roof.
A man uses a gutter to clean the roof.

baseline
+ post

A man uses a gutter to clean the roof as he stands.
A man standing behind a gutter to clean the roof.
A man uses a gutter to clean a standing roof.
A man uses a gutter to clean the roof as he stands.
A man uses a gutter to clean the roof as he stands.

Table A.28: Outputs of a baseline model and post-edits on “difficult” examples
of length 5.

concepts model outputs

game, paper, kid,
scissor, rock

all-
concept

A kid is playing a game of scissors with paper and scissors.
A kid is playing a video game with scissors and paper on a rock.
A group of kids playing a game with scissors and paper.
A kid is playing a video game on paper with scissors.
A kid is playing a game of scissor with paper and rocks.

all-
concept
+ post

A kid is playing a game of scissors with paper and scissors on a rock.
A kid is playing a video game with scissors and paper on a rock.
A group of kids playing a game with scissors and paper on rocks.
A kid is playing a video game on paper with scissors on a rock.
A kid is playing a game of scissor with paper and rocks.

peel, hand, knife,
orange, hold

all-
concept

A man holding a knife with oranges and oranges on it.
A hand holds a peel of an orange with a knife.
A man holding a knife with an orange peel.
A man holding a knife with oranges and lemon peel on it.
A hand holding a knife and an orange peel.

all-
concept
+ post

A man holding a knife with oranges and oranges on it in his hand.
A hand holds a peel of an orange with a knife.
A man holding a knife with an orange peel in his hand.
A man holding a knife with oranges and lemon peel on it in his hand.
A hand holding a knife and an orange peel.

use, gutter, stand,
roof, clean

all-
concept

A man uses a gutter to clean a roof.
A man uses a gutter to clean a man standing on a roof.
A man uses a gutter to clean a roof.
A man uses a gutter to clean his roof while standing.
A man uses a gutter to clean the roof.

all-
concept
+ post

A man uses a gutter to clean a roof while standing next to it.
A man uses a gutter to clean a man standing on a roof.
A man uses a gutter to clean a roof while standing next to it.
A man uses a gutter to clean his roof while standing.
A man uses a gutter to clean the roof as he stands.

Table A.29: Outputs of a all-concept-enhanced model and post-edits on “difficult”
examples of length 5.
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concepts model outputs

game, paper, kid,
scissor, rock

fully-c.

A kid is playing a game of scissors on paper with rocks.
A kid is playing a game with scissors on paper.
A kid plays a game with paper and scissors.
The kid is playing a game of scissors on paper.
A kid is playing a game of scrabble with paper and scissors on a rock

fully-c.
+ post

A kid is playing a game of scissors on paper with rocks.
A kid is playing a game of rock with scissors on paper.
A kid plays a game of rock with paper and scissors.
The kid is playing a game of scissors on paper with rocks.
A kid is playing a game of scrabble with paper and scissors on a rock

peel, hand, knife,
orange, hold

fully-c.

A man holding a knife with oranges in his hand.
A man holding a knife with an orange peel on it.
A hand holding a knife and an orange peel.
A man holding a knife with an orange peel on it.
A hand holding an orange with a knife.

fully-c.
+ post

A man holding a knife with oranges in his hand.
A man holding a knife with an orange peel on it in his hand.
A hand holding a knife and an orange peel.
A man holding a knife with an orange peel on it in his hand.
A hand holding an orange with a knife.

use, gutter, stand,
roof, clean

fully-c.

A man standing next to a gutter that is being used to clean the roof.
A man uses a gutter to clean the roof.
A man is standing on a roof and cleaning a gutter.
A man uses a gutter to clean his roof.
A man uses a gutter to clean the roof.

fully-c.
+ post

A man standing next to a gutter that is being used to clean the roof.
A man uses a gutter to clean the roof as he stands.
A man is standing on a roof and cleaning a gutter for use.
A man uses a gutter to clean his roof as he stands.
A man uses a gutter to clean the roof as he stands.

Table A.30: Outputs of a fully-connected-enhanced model and post-edits on “dif-
ficult” examples of length 5.
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