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PEST . . . . . . . . . . . . . . . . Proline, Glutamic acid, Serine and Threonine-rich

Ph3 . . . . . . . . . . . . . . . . . Phospho-Histone H3

PK . . . . . . . . . . . . . . . . . . Proteinase K

PS . . . . . . . . . . . . . . . . . . Photo-switchable

PSM . . . . . . . . . . . . . . . . . Presomitic mesoderm

qPCR . . . . . . . . . . . . . . . . Quantitative polymerase chain reaction

RB . . . . . . . . . . . . . . . . . . Rohon Beard neurons

RBP-j . . . . . . . . . . . . . . . . Recombination signal-sequence binding protein

RGC . . . . . . . . . . . . . . . . . Radial glial cells

RHA . . . . . . . . . . . . . . . . Right Homology arm

RT . . . . . . . . . . . . . . . . . . Room temperature

RT-PCR . . . . . . . . . . . . . . . Reverse transcription PCR

SCLC . . . . . . . . . . . . . . . . Small cell lung cancer

SD . . . . . . . . . . . . . . . . . . Standard deviation

sgRNA . . . . . . . . . . . . . . . Single-guide RNA

SHH . . . . . . . . . . . . . . . . . Sonic-Hedgehog
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siRNA . . . . . . . . . . . . . . . . Small interfering RNA

smFISH . . . . . . . . . . . . . . . Single molecule fluorescent in situ hybridisation

SOP . . . . . . . . . . . . . . . . . Standard operating procedures

SoxB1 . . . . . . . . . . . . . . . . SRY-box containing B1

SSA . . . . . . . . . . . . . . . . . Single strand anealing

ssDNA . . . . . . . . . . . . . . . Single strand DNA

SVZ . . . . . . . . . . . . . . . . . Sub-ventricular zone

TLE1-4 . . . . . . . . . . . . . . . Transducing-like E(spl)

TX-100 . . . . . . . . . . . . . . . Triton X-100

UI . . . . . . . . . . . . . . . . . . Uninjected

Usp22 . . . . . . . . . . . . . . . . Ubiquitin specific protease 22

UTR . . . . . . . . . . . . . . . . . Untranslated region

V-mt . . . . . . . . . . . . . . . . . Venus-Myc tag

VZ . . . . . . . . . . . . . . . . . . Ventricular zone

WT . . . . . . . . . . . . . . . . . Wild type

ZLI . . . . . . . . . . . . . . . . . Zona Limitans interthalamica

14



Abstract

HES1 is an oscillatory transcriptional inhibitor whose expression dynamics are critical for 
its role in maintaining neural progenitors in mammalian Central nervous system (CNS) 
development. Here, I have taken advantage of the optical and developmental properties 
of the zebrafish telencephalon to study and functionally assess the dynamic expression of 
Her6 , a zebrafish orthologue of HES1, by combining single cell and tissue level analysis 
which had never been done for HES1.

her6 expression did not overlap with young elavl3-expressing neurons or early fate deter-
mination markers ngn1 and ascl1, supporting its function as an early progenitor regulator. 
Following detailed characterisation, I used the Her6-Venus (HV) endogenous Knock-in
(KI) line (Soto et al., 2020) to study Her6 protein dynamics between 20-30hpf. Her6 
expression was heterogenous in tissue snapshots, explained by its short and long term 
temporal fluctuations in single cells. In 5-37% of cells, the short term fluctuations were 
oscillatory with 1.9 hour period and 1.4 fold-change. The long term trends in single cells 
were predominantly declining, consistent with Her6 down-regulation over time.

To understand the role of these dynamics, I compared Her6 behaviour in HV with Her6-
Venus-PEST (HVP) KI line where Her6 was destabilised and expected to have altered 
dynamics. The levels of Her6 expression were lower in most HVP cells but unexpectedly, 
also more heterogenous, as some cells retained the ability to express normal Her6 levels. 
Also, the differences in Her6 expression levels between neighbouring cells were higher in 
HVP. Mathematical modelling of these observations showed that HVP traits could only 
be replicated in presence of cell coupling and Notch-like lateral inhibition. I propose 
that Her6 pattern in HVP can be explained by indirect strengthening of lateral inhibition 
as a result of weakened Her6 auto-inhibition due to its low levels. This highlights the 
importance of combined cell and tissue analysis in interpreting oscillator behaviour.

In HVP, Her6 oscillated in a larger proportion of cells (32.5-67.9%) with higher fold-
change (1.9) but unaltered periodicity (∼2.1 hours). But it was also expressed in fewer 
cells and downregulated slightly more rapidly. Even though the total number of prolifer-
ative cells in telencephalon was not affected, there was a presumptive shift in the mode 
of cell divisions in Her6+ cells from self-renewal towards asymmetric. This was consis-
tent with prolonged or increased expression of differentiation genes in HVP. As a whole, 
these findings provide further support for the involvement of HES/Her oscillations in the 
transition between progenitor to neuronal commitment in the CNS.
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1.1 Overview

Biological oscillators are important orchestrators of the temporal events in development, 
physiology and behaviour (Uriu, 2016; Laje et al., 2018). They are classified according to 
their periodicity. Infradian and circadian oscillations with periods longer than or around 24 
hours, respectively, coordinate seasonal and daily physiological and behavioural changes 
(Laje et al., 2018). In the past two decades, it has become clear that subtle intracellular 
temporal patterns were masked due to the predominant use of bulk-cell techniques and 
averaging in molecular and cell biology (Levine et al., 2013). As advances in these fields 
enabled reliable examination of gene and protein expression in single cells, a new class 
of oscillators with periodicities much shorter than 24 hours were identified. These so 
called ultradian oscillators, have since been found to be involved in many cellular contexts 
including development, cell proliferation and DNA damage response (Isomura, Kageyama, 
2014).

Some of the best characterised ultradian oscillators are Hairy and Enhancer of split (HES) 
transcriptional inhibitors which are Basic helix-loop-helix (bHLH) proteins that play key 
roles in vertebrate segmentation clock (Aulehla et al., 2008; Rohde et al., 2021), and in cell 
fate determination in the developing Central nervous system (CNS) (Shimojo et al., 2008; 
Imayoshi et al., 2013; Manning et al., 2019; Imayoshi et al., 2015). In the segmentation 
clock, Hes gene oscillations in the Presomitic mesoderm (PSM) are more or less synchro-
nised in cells that are physically close to each other. This feature makes them detectable 
with less sensitive tools for visualising gene expression such as In-situ hybridisation (ISH) 
(Holley et al., 2000; Oates, Ho, 2002; Sieger et al., 2004; Shankaran et al., 2007). But 
since Hes oscillations in the CNS are often asynchronus between neighbouring cells, their 
detection and investigation has been only possible with the development of engineered 
reporters and knock-ins KI that enable real-time visualisation of expression dynamics in 
single cells. These tools have revealed the presence of HES oscillations in a range of CNS
tissues.

The work of Shimojo et al. (2008) and Imayoshi et al. (2013) suggested that in mouse telen-
cephalon slice and dissociation cultures, Hes1 gene and HES1 protein were expressed in 
an oscillatory manner in all Neural progenitor cells (NPCs) (for gene/protein nomenclature 
guidelines used in this thesis please see 2.1). They also proposed that HES1 oscillations 
drive dynamic expression of proneural factors such as Neurogenin 2 (Ngn2), Delta-like 1
(Dll1) (Shimojo et al., 2008) and Achaete-Scute Complex-Like 1 (Ascl1) (Imayoshi et al., 
2013) which helped to maintain NPCs by preventing premature neural differentiation. In 
other CNS regions, HES oscillations were attributed to cell state transitions. For instance, 
Manning et al. (2019) showed that in mouse spinal cord slice cultures, the expression of 
HES5 (similar to HES1 in structure and function) was periodic or oscillatory in ∼40% 
of NPCs but more frequently observed in cells that are moving towards differentiation. 
Similarly, in the zebrafish hindbrain, Hairy-related 6 (Her6), the orthologue of HES1, was 
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reported to be aperiodically noisy in neural progenitors but oscillatory in cells transitioning 
towards differentiation (Soto et al., 2020).

Even though a complex picture of the involvement of Hes gene and HES protein oscil-
lations in single cell behaviour and state transitions is emerging in different biological 
contexts, cell-population properties of these oscillators in the CNS have been mostly over-
looked. Meanwhile, due to the fascination with high reproducibility of somitogenesis and 
almost synchronised oscillations despite intrinsic noise, a great deal of research has sought 
to uncover the collective properties of the segmentation clock in tissues (Horikawa et al., 
2006). Cell coupling driven by Notch signalling has been found to be the main mecha-
nism for noise cancellation and intercellular communication that underlies clock synchro-
nisation (Jiang et al., 2000; Horikawa et al., 2006; Özbudak, Lewis, 2008; Lewis et al., 
2009; Keskin et al., 2018). Notch signalling and oscillations of the Notch ligand Dll1 are 
also involved in the neural progenitors. But when it comes to how cell coupling affects 
the population, reports seldom go beyond describing the relationship between single cell 
oscillations in neighbouring cells which unlike the PSM, are anti-phase or out of phase 
(Shimojo et al., 2016; Kageyama et al., 2018).

Recently, Biga et al. (2021) have described previously unrecognised spatiotemporal pat-
tern of HES5 expression in mouse spinal cord slice cultures. By computational assessment 
of this pattern, they proposed that different levels of cell-coupling can underlie different 
population-level patterns of HES5 in the neural tube which correspond to varying capac-
ities for differentiation. This work highlights the relevance of examining cell-population 
behaviour in understanding aspects of CNS ultradian oscillators that are beyond the single 
cell. Zebrafish is a unique multi-cellular model where complex biological phenomena can 
be studied at various scales, from single cell to behaviour (Kozol et al., 2016). Therefore, 
it is an ideal system for studying and manipulating CNS oscillators at a single cells, cell 
population and systemic level which will ultimately provide better understanding of the 
nuances of neurodevelopment.

Much of the insight into single cell dynamics and oscillations have been achieved by a 
range of experimental methods that target different components of the oscillatory network. 
However, even though protein turnover is a key feature of these regulatory networks, its 
direct alterations have not been used as a tool to examine oscillatory behaviour in the neural 
context.

In this chapter, I aim to provide further detail of the HES oscillatory networks and outline 
some approaches that have been used for their manipulation. After an overview of protein 
turnover in cellular processes, I will review the literature that has revealed its importance 
in oscillatory networks. This is to highlight the potential of alterations in protein stabil-
ity as a tool for manipulating and understanding expression dynamics including ultradian 
oscillations. I will continue by describing the developmental characteristics of zebrafish 
forebrain which make it suitable for observing and altering protein expression dynamics 
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in a neural context. This chapter will culminate in the research aims that have directed the 
work presented in my thesis.

1.2 HES1 structure and function

The mammalian HES factors are homologous to the Drosophila hairy and Enhancer of 
Split [E(Spl)] proteins. They are transcriptional inhibitors localised in the nucleus that can 
actively or passively repress the transcription of target genes (Kageyama et al., 2007). The 
structure of HES proteins which consists of three conserved bHLH, Orange and WRPW 
domains is shown schematically in figure 1.1,A (Akazawa et al., 1992; Sasai et al., 1992; 
Kageyama et al., 2007). The Basic helix-loop-helix (bHLH) domain can be divided to 
two functional regions: the basic region (b) that mediates DNA binding and the Helix-
Loop-Helix (HLH) region which allows dimerisation. The Orange domain is involved 
in the selection of dimerisation partners (Kageyama et al., 2007; Kobayashi, Kageyama, 
2014) while the WRPW domain is critical in recruiting co-repressor factors Transducing-
like E(spl) (TLE1-4)/Groucho-related gene (Grg) for inhibiting the transcription of target 
genes (Fisher et al., 1996; Grbavec, Stifani, 1996). The WRPW domain is also involved 
in proteasomal degradation of HES proteins (Kang et al., 2005; Chen et al., 2017).

Some bHLH factors such as ASCL1 are transcriptional activators which often bind to 
an E box (CANNTG) consensus sequence, usually following heterodimerisation, like the 
ASCL1-E47/E12 heterodimer (Fig 1.1,B) (Johnson et al., 1992). But in the case of the 
HES factors that are transcriptional inhibitors, a single Proline residue in the basic domain 
weakens their interaction with the E box while allowing strong binding to an alternative 
consensus sequences the N box (CACNAG) or the class C site (CACG(C/A)G) (Akazawa 
et al., 1992; Sasai et al., 1992; Kageyama et al., 2007).

During neuronal development, HES1 is associated with promoting progenitor maintenance 
and self renewal by preventing premature neuronal differentiation. This was demonstrated 
by Nakamura et al. (2000) who analysed Hes1-/- mouse embryos in detail. Using a neu-
rosphere formation assay, they showed that while neurospheres from Hes1-/- telencephalic 
cells (primary neurospheres) were the same size as those generated from Wild type (WT), 
they were far fewer. These primary neurospheres also did not reproduce as many sec-
ondary neurospheres after dissociation. Combined, these findings suggested that the ab-
sence of Hes1 had reduced the self-renewal capacity of telencephalic NPCs. They further 
demonstrated that relative to WT, Hes1-/--derived primary neurospheres were more prone 
to generate neuronal-only clones in expense of clones with both neuronal and glial fates 
(Nakamura et al., 2000) suggesting a role for Hes1 in keeping neuronal fates in check.

In line with this, it is known that HES1 inhibits transcription of genes that promote neural 
differentiation (i.e. proneural genes) and cell cycle exit. For instance, it can passively 
repress the function of proneural bHLH factor ASCL1 by directly forming a complex with 
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Figure 1.1: HES protein structure and modes of function. (A) HES factors share three conserved domains. 
The bHLH is involved in protein dimerisation and DNA binding. Orange domain mediates heterodimer 
partner selection. The WRPW domain enables co-repressor interaction and polyubiquitination of the protein.
(B) bHLH activators like ASCL1 bind co-factors such as the E47/E12 protein and bind E box sequences of 
their target genes. (C) HES1 can passively repress some targets like ASCL1 by directly binding to the 
protein or its co-factor to prevent their binding to the E box. (D) HES1 can also actively repress genes by 
homodimerisation and forming a complex with Groucho. This complex can bind N box or C sites of target 
genes and actively repress their transcription. Adapted from Johnson et al. (1992); Kageyama et al. (2007); 
Kobayashi, Kageyama (2014)

ASCL1 or its heterodimerisation partner E47/E12 which prevents them from binding to 
the E box sequence of their target genes (Fig 1.1,C Passive repression) (Sasai et al., 1992; 
Johnson et al., 1992; Kageyama et al., 2007). This has been suggested as the cause of 
strong Ascl1 upregulation in Hes1-/- mouse embryos (Ishibashi et al., 1995). Furthermore, 
HES1 can mediate active transcriptional repression of target genes by directly binding the 
N box in their promoter regions (Fig 1.1,D). Findings in Small cell lung cancer (SCLC) 
cells have shown that HES1 can directly bind ASCL1 promoter and prevent its expression 
(Chen et al., 1997).

Due to compensation between HES factors, even more drastic phenotypes are observed 
when Hes1, Hes5 and Hes3 are depleted simultaneously. Hatakeyama et al. (2004) re-
ported significant upregulation of Ascl1 and the proneural Notch ligand, Dll1, across the 
developing CNS of Hes1;Hes5 double mutant mouse embryos. Hes1;Hes5;Hes3 mutant 
mice had increased expression of another proneural factor, Ngn2, in dorsal telencephalon 
which accelerated neurogenesis in favour of Cajal-Retzius cells but to the detriment of the 
non-neuronal secretory Choroid plexus cells that normally develop in this region (Imayoshi 
et al., 2008). Additionally, HES1 directly inhibits the expression of the cyclin-dependant 
kinase inhibitor p21 that promotes cell cycle exit upon neural differntiation (Castella et al., 
2000). These findings consolidated the narrative of HES1 as a switch whose presence 
maintained mitotically active neural progenitors and prevented premature differentiation 
while its absence led to cell cycle exit and neuronal differentiation.
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The work of Hirata et al. (2002) was first to show that both Hes1 mRNA and HES1 protein 
are expressed in an oscillatory manner in a variety of in vitro contexts. In this study, os-
cillations were measured following Fetal bovine serum (referred to as serum from hereon) 
treatment in bulk synchronised cells using Northern and Western blotting which lacked 
single cell insight. More recent studies that utilised advanced imaging techniques to ob-
serve these dynamics at a single cell level demonstrated that HES1 function is indeed 
nuanced and dependant on its dynamics.

In the mouse telencephalon dissociation and slice cultures, Hes1 gene expression was 
shown to be oscillatory which was observed with a Hes1 promoter-Luciferase reporter 
(Shimojo et al., 2008). Shimojo et al. (2008) introduced constituitively active HES1 ex-
pression vector into mouse developing telencephalon by electroporation and later dissoci-
ated the telencephalon to analyse gene expression by microarray. They showed that persis-
tent and high levels of HES1 induced marked down regulation of proneural genes including 
Ascl1, Ngn2, Dll1 and Neurod4 as well as regulators of cell cycle progression like Cyclin 
D1. The unexpected simultaneous down regulation of proneural and cell cycle progres-
sion genes in sustained presence of HES1 highlighted the importance of its oscillatory 
dynamics and showed that HES1 does not merely act as an on/off switch. At a single cell 
level, HES1 expression had inverse correlation with expression of proneural factors such as 
Ngn2 and Dll1 (Shimojo et al., 2008). Additionally, Shimojo et al. (2008) used Luciferase 
reporters under the regulation of Ngn2 or Dll1 promoters to show that the expression of 
these genes oscillated in cells that were negative for the neuronal marker Tuj1 whereas 
they were expressed in a sustained manner in differentiated Tuj1+ cells (i.e. neurons).

These findings were further supported by Imayoshi et al. (2013). They generated Bacterial 
artificial chromosome (BAC) transgenic mice with protein reporters for HES1 or ASCL1 
where the coding sequence for the protein was fused to Luciferase. Their examination of 
protein dynamics at single cell level in telencephalon slice cultures confirmed the HES1 
oscillations that were reported by Hirata et al. (2002). Furthermore, Imayoshi et al. (2013) 
also showed that HES1 oscillations were anti-correlated with oscillations of ASCL1. In 
asymmetric divisions, ASCL1 accumulated in daughter neurons. However, in daughter 
neural precursors, both HES1 and ASCL1 oscillations continued (Imayoshi et al., 2013). 
Combined, these findings led to the proposal that neural progenitor state is defined by 
HES1 oscillations which drive dynamic expression of proneural factors such as Ascl1 and 
Ngn2 while differentiation is defined by sustained expression of one of these proneural 
factors (Fig 1.2).
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Figure 1.2: Dynamic model purposed to distinguish progenitor and neuronal fates. Based on this model 
which is predominantly based on mouse telencephalic cells, neural progenitors express Hes1 and proneural 
genes like Ascl1, Ngn2 and Dll1 simultaneously in an oscillatory but anti-phase manner (i.e. when Hes1
peaks, the proneural genes trough). In his model, neuronal differentiation occurs when Hes1 is downregu-
lated and proneural genes are expressed at high levels and sustained manner. Adapted from Kageyama et al.
(2018)

Studies of other developmental contexts in the CNS have expanded on the role of HES 
oscillations at a single cell level. In the mouse spinal cord, HES5 expression displayed 
a range of dynamic fluctuations which in 41% of cells, were periodic oscillations with a 
declining trend. In this context, oscillatory HES5 expression was more prevalent in cells 
that displaced further from the ventricles and into the mantle zone where differentiation 
takes place (i.e. differentiating cells). This is while progenitors were more likely to display 
noisy but aperiodic fluctuations (Manning et al., 2019). Similar findings were reported in 
zebrafish hindbrain where Her6, the orthologue of HES1, was expressed in a noisy but 
aperiodic manner in early stages of hindbrain development and switched to a more oscilla-
tory expression regime allowing the progenitors to undergo state transitions toward neural 
differentiation (Soto et al., 2020). In short, these findings have shown the involvement of 
HES oscillations in cell state transitions between progenitor and differentiated fates.

1.3 Hes1 gene regulatory network

Hes1 expression dynamics are a result of the specific properties of its gene regulatory 
network that allows the mRNA and protein to be expressed in an oscillatory manner (Fig 
1.3). Like many biological oscillators, a delayed auto-inhibitory feedback loop lies at 
the core of Hes1 expression dynamics (Monk, 2003; Imayoshi, Kageyama, 2014). HES1 
strongly binds to a consensus CACNAG or the N box sequence (Akazawa et al., 1992; Sasai 
et al., 1992) which is also present in the promoter region of the Hes1 gene itself. This allow 
HES1 to bind this promoter and inhibit the transcription of its own gene (Takebayashi et al., 
1994). Mathematical modelling of the Hes1 network has also confirmed that the intrinsic 
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Figure 1.3: Overview of a delayed auto-inhibitory feedback loop network Hes genes have upstream reg-
ulators such as Notch. They are transcribed and result in the mRNA. This process is inherently associated 
with time delays. Hes mRNA is rapidly degraded which due to micro RNA (miRNA) function in case of 
Hes1. The mRNA is translated into the HES proteins which itself is short lived as it is degraded by ubiq-
uitination. The HES protein is a transcriptional repressor which inhibits target genes but also its own gene 
forming an auto-inhibitory feedback loop. The citations refer to the literature that have targeted each part 
of this network (further described in section “Altering oscillations but manipulating different aspects of the 
oscillatory networks”).

delay of transcription and translation is a critical component for generating oscillations 
(Monk, 2003).

In addition to the delayed auto-inhibitory feedback, generating ultradian oscillations also 
requires optimal kinetics of molecular turnover (Monk, 2003; Isomura, Kageyama, 2014). 
In biological systems, this is often reflected in mRNA and protein instability. Indeed, the 
mouse HES1 protein is short-lived with a half-life of ∼22.3 minutes since it is rapidly 
ubiquitinated and degraded (Hirata et al., 2002). Hes1 mRNA also has a short half-life 
of ∼24.1 minutes (Hirata et al., 2002) under the control of microRNA 9 (miR-9) which 
binds to the Hes1 3’-UTR to mediate its degradation (Bonev et al., 2012; Tan et al., 2012). 
In theory, this prevents mRNA and protein accumulation in the cell, allows the system 
to be cleared in a timely manner and relieves the gene from its auto-inhibition. This, in 
turn, enables the re-expression of mRNA and protein and resetting the oscillatory cycle. 
Apart from these cell autonomous components, HES dynamics are also influenced by the 
upstream regulation of Notch which acts as a coupling mechanism and is further discussed 
in the next section.
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1.4 Notch/Hes-mediated cell coupling

The Notch/Hes signalling that mediates intercellular communication was first identified 
in the context of lateral inhibition in Drosophila neurogenesis (Cabrera, 1990) (reviewed 
Hartenstein, Wodarz (2013)) and was later found to be conserved in vertebrates (Kageyama, 
Nakanishi, 1997). Notch is a cell surface receptor protein that consists of two fragments 
associated together as a functional heterodimer (Ohtsuka et al., 1999; Kageyama et al., 
2007). The interaction of Notch with its ligand (e.g. Delta or Jagged) on the surface 
of a neighbouring cell triggers a series of successive proteolytic cleavages that culmi-
nate in the release of Notch intracellular domain (NICD) mediated by γ-Seratase enzymes 
(Kageyama et al., 2007). NICD translocates into the nucleus where it forms a ternary 
complex with Recombination signal-sequence binding protein (RBP-j) and Mastermind-
like (MAML) proteins to activate transcription of downstream target genes (Kageyama 
et al., 2007; Kobayashi, Kageyama, 2014). This process is shown schematically in figure 
1.4,A.

Hes1, Hes5 and Hes7 have RBP-j binding sites in their promoter regions and can thereby 
be expressed directly as a result of Notch activation (Jarriault et al., 1995; Bessho et al., 
2001; Katoh, Katoh, 2007). This was supported by the findings of Ohtsuka et al. (1999) 
who infected cultured NPCs derived from embryonic mouse brains with retroviruses that 
express constitutively active form of Notch (caNotch). caNotch induced Hes1 and Hes5
expression in these cells. Furthermore, it prevented neuronal differentiation in cells de-
rived from WT, Hes1-/- and Hes5-/- but not in Hes1-/-- Hes5-/- double mutants (Ohtsuka 
et al., 1999). Based on these findings, Notch regulates Hes1 and Hes5 that in turn, prevent 
neuronal differentiation but can also compensate for each other.

The involvement of these Hes genes in the Notch signalling pathway in vertebrates fit well 
with the classical model of canonical Notch signalling and lateral inhibition which had 
been characterised earlier in Drosophila and C.elegans (Collier et al., 1996; Artavanis-
Tsakonas et al., 1999). Based on this model, expression of the Notch ligand, Delta on 
one cell (Sender) would activate Notch and thereby the expression of Hes genes in its 
neighbouring cell (Receiver). In the Receiver cell, proneural bHLH factors along with 
Delta would be repressed, preventing Notch activation in the Sender and maintaining it in 
the progenitor state (Kageyama et al., 2007; Boareto, 2020) (Fig 1.4,A).
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Figure 1.4: Schematic diagram of Notch/HES mediated dynamic lateral inhibition. Caption on following page →
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Figure 1.4: (A) In the Sender cell Notch signalling is not active and RBP-J is bound to co-repressors that 
prevent it from activating Hes1 gene. HES1 levels are low and Hes1 and proneural genes like Ascl1 and Ngn2
are not strongly inhibited by HES1. The Notch ligand Dll1 is also expressed and the protein is translocated 
to the cell membrane where it interacts with Notch in the Receiver cell. This activated a proteolytic cascade 
that culminates with cleavage of the Notch intracellular domain (NICD) by γ-secratase enzymes. NICD 
translocates to the nucleus where it binds with MAML and RBP-J to form an active complex that induces 
Hes1 gene expression. The levels of HES1 protein increase and more strongly inhibits Hes1 and proneural 
genes including Dll1 which prevents Notch activation in Sender. (B) Rather than leading to static cell states, 
in the dynamic view of lateral inhibition, the Sender and Receiver states correspond to different oscillatory 
phases of HES protein over time in the progenitor state. The Sender state is at an HES1 expression trough 
while the Receiver is at a peak and they can dynamically switch over time. Adapted from Kageyama et al.
(2007, 2018); Boareto (2020)

Fundamentally, the classical view of Notch-directed cell coupling in the developing CNS 
remains valid. However, as the dynamics of its components have been revealed, it has 
been adapted to a more dynamic view. This means that Sender and Receiver identities 
do not necessarily correspond to static states but different dynamic phases that can switch 
over time until cell fate decisions are made (Fig 1.4,A&B) (Kageyama et al., 2018). In 
addition to the Hes factors that exhibit oscillatory behaviour, Dll1 gene and DLL1 protein 
are also known oscillators (Shimojo et al., 2008, 2016). Abolishing DLL1 oscillations by 
altering the length of its gene, did not affect its ability to activate Notch but did dampen 
Hes1 oscillations. Hence, it became apparent that DLL1 and Hes1 oscillations are inter-
connected. Using an optogenetic method, Isomura et al. (2017) addressed the question of 
intercellular transmission of oscillations by co-culturing a population of light-insensitive 
cells containing a Hes1 reporter (Receivers) with cells that contained light-inducible Dll1
(Senders). They succeeded to entrain the otherwise asynchronous oscillations of the Hes1
reporter in the receiver cells by pulsing light and thereby controling Dll1 oscillations in 
sender cells. This provided experimental evidence that the Notch/Dll control over oscilla-
tions of Hes1 is transmissible between cells. In short, Notch/Dll and Hes networks enable 
dynamic coupling between neighbouring cells in the developing CNS.

1.5 Altering oscillations by manipulating different aspects of the oscil-

latory networks

Uncovering the dynamic nature of factors critical in neural development raised one impor-
tant question: Are these oscillations encoding functional developmental signals or are they 
merely inevitable bi-products of the gene regulatory network? To answer this question, a 
wide range of experimental methods have been used to manipulate different aspects of the 
gene regulatory network and examine the functional consequences of altering the oscil-
latory dynamics (Fig 1.3). Some global approaches have targeted Notch, one important 
upstream regulators of the Hes cascade. For instance, Manning et al. (2019) treated mouse 
spinal cord slice cultures with the Notch inhibitor Dibenzazepine (DBZ). This shifted the 
type of dynamics exhibited by HES5 towards a predominantly oscillatory regime which 
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was often associated with cells transitioning towards neural differentiation.

The negative feedback aspect of the network has also been examined in HES1 regulation. 
This was achieved by the introduction of exogenous Hes1 under the control of a ubiqui-
tous Ubc promoter which unlike the endogenous Hes1 promoter, cannot be inhibited by 
HES1 (Fig 1.3). This has been shown to override the endogenous HES1 oscillations in 
both MCF7 breast cancer cell line and dissociated mouse neural stem cells (Sabherwal 
et al., 2021; Marinopoulou et al., 2021). In MCF7 cells, abolishing HES1 oscillations 
impeded cell cycle progression, potentially by altering p21 expression dynamics during 
the cell cycle. This also affected fate determination in the cells based on the enrichment 
of CD44High/CD24low cancer stem cells (Sabherwal et al., 2021). In neural stem cells, this 
manipulation revealed that HES1 oscillations are important in exit from quiescent state 
(Marinopoulou et al., 2021).

Changing gene length can alter the transcriptional time-delay and thereby dampen oscil-
lations. Shimojo et al. (2016) generated two Dll1 mutant mice with altered transcriptional 
delay. In one, Dll1 introns were removed and in the other, the intron-less Dll1 construct 
was added to the first exon of the WT Dll1, which elongated the gene. Both mutations 
quenched DLL1 oscillations in the PSM and neural progenitors, resulting in fusion of 
somites and reduced brain size in mouse embryos, respectively. Amplitude death in DLL1 
oscillations also hindered Hes1 oscillations in the neural progenitors (Shimojo et al., 2016). 
Removal of Hes1 introns also reduced its transcriptional delay, dampened the amplitude 
of the oscillations to 37% of the WT. As a result of progenitor depletion and premature 
differentiation, mice with intron-less Hes1 had premature upregulation of proneural genes 
and microcephalic phenotypes (Ochi et al., 2020).

Rapid mRNA turnover is another contributing factor in enabling oscillations. Hes1 mRNA 
has a short half-life of ∼24 minutes (Hirata et al., 2002). The microRNA MiR-9 is re-
sponsible for modulating the stability of Hes1 mRNA by binding its 3’UTR (Bonev et al., 
2012). In support, inhibiting miR-9 in cerebellum derived neural stem cells (c17.2) us-
ing a Locked nucleic acid inhibitor (LNAi) increased levels of endogenous HES1 protein. 
Furthermore, luciferase reporter driven by Hes1 promoter which included a mutated Hes1
3’UTR showed dampened Hes1 oscillations in c17.2 cells in comparison to the WT 3’UTR 
(Bonev et al., 2012). This correlated with the fact that miR-9 depletion promoted main-
tenance of neural progenitors in Xenopus (Bonev et al., 2011) and mouse telencephalon 
(Tan et al., 2012). Bonev et al. (2011) also confirmed that these effects in Xenopus are 
related to the misregulation of hairy1 (Xenopus orthologue of Hes1) and not other miR-9 
targets. For this, they compared the phenotype induced by a target protector morpholino 
that blocks the hairy1 miR-9 binding site (MBS) with miR-9 morpholino. They showed 
that in both cases, the expression of N-Tubulin, a marker of differentiated neurons is de-
creased, in line with the role of miR-9 in promoting neuronal differentiation (Bonev et al., 
2011). In zebrafish hindbrain, when the endogenous MBS of her6 (a Hes1 orthologue) 

32



was mutated, the Her6 protein was less likely to exhibit oscillatory down-regulation which 
is required for the transition towards differentiation (Soto et al., 2020).

Advances in optogenetics have lead to engineering of tools that allow precise control over 
the frequency of oscillations at the gene level (Isomura, Kageyama, 2014). One such sys-
tem makes use of engineered protein Gal4 DNA binding domain and p65 activation do-
main (GAVPO) that when exposed to blue light illumination, forms a homo-dimer, binds 
UAS sequences and activates target gene expression (Wang et al., 2012) (Fig 1.5). The 
GAVPO-based system has been used to create a light-inducible ASCL1. Light-induced 
ASCL1 oscillations promoted proliferation in neural progenitors while light-induced sus-
tained ASCL1 expression was permissive to neuronal differentiation (Imayoshi et al., 2013). 
A similar approach clarified that light-induced oscillations of DLL1 maintain neural pro-
genitors while its sustained expression promotes differentiation, accompanied by upregu-
lation of proneuronal gene Ascl1 and cell cycle inhibitor p21 (Shimojo et al., 2016). Ad-
ditionally, using optogenetics, Isomura et al. (2017) have provided experimental evidence 
that the Notch/Dll control over oscillations of HES1 is transmissible between cells. These 
optogenetic systems have also been used as tools for measuring delays associated with 
transcriptional delay (Shimojo et al., 2016) and signaling transfer between coupled cells 
(Isomura et al., 2017).

Protein is the component of the oscillatory network that directly regulates the downstream 
genes and is therefore the functional hand of the network dynamics. As such, alterations 
directed at the protein are a useful way of interrogating the system. Furthermore, measur-
ing protein stability is less technically demanding in comparison to some other features 
such as time delay. These features make protein degradation an appealing component to 
explore. In the following section, I will focus on this aspect of the gene network to high-
light its potential for interrogating protein expression dynamics.
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Figure 1.5: Schematic diagram of the GAVPO light inducible system. For using this system, the coding 
sequence for the gene of interest (Ascl1 in Imayoshi et al. (2013) and Dll1 in Shimojo et al. (2016)) is cloned 
downstream of 5 UAS sequences combined with a TATA sequence. In dark conditions, the Gal4 DNA 
binding domain and p65 activation domain (GAVPO) protein complex exists as a monomer which does 
not bind DNA. Upon exposure to blue light, GAVPO form Homo-dimer that can bind UAS sequences and 
activate expression of the gene of interest. Adapted from Wang et al. (2012)

1.6 Protein degradation and oscillations

Targeted protein degradation is an efficient method for regulating protein levels. Hence, 
proteolysis underlies all cellular processes that require cells to reprogram rapidly (Var-
shavsky, 1996; Zhou, 2004). It is therefore not surprising that ubiquitination directed pro-
teolysis which is a mechanism for selective protein degradation (Hershko, Ciechanover, 
1998) is a pivotal component of dynamic events such as the cell cycle (reviewed by King 
et al.), apoptosis (reviewed by Jesenberger, Jentsch (2002)) and ultradian oscillations (Hi-
rata et al., 2002; Bessho et al., 2003).

1.6.1 Overview of ubiquitination-mediated protein degradation

Ubiquitination is a process whereby targeted proteins are covalently ligated to ubiquitin, 
a conserved small protein that marks them for proteolysis (Hershko, Ciechanover, 1998). 
This process requires the sequential action of three different types of enzymes, E1, E2 and 
E3. First, the ubiquitin is activated by specific activating enzymes (E1). This activated 
molecule binds the E1 enzyme and is then transferred to the active site of a ubiquitin-
carrier enzyme (E2). In the third step, ubiquitin is added to a Lysine (K) residue in the 
target protein by a ubiquitin ligase (E3) enzyme. Proteins ligated to a polyubiquitin chain 
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are usually degraded by the 26S proteasome complex (Hershko, Ciechanover, 1998). E3 
enzymes are the most important ones in determining the specificity of substrate selection 
for ubiquitination (Ravid, Hochstrasser, 2008).

Certain triggers for ubiquitination have been found in target proteins. For instance, Pro-
line, Glutamate, Serine and Threonine rich sequences, also known as PEST domains, are 
observed in many rapidly degrading proteins (Rogers et al., 1986; Ghoda et al., 1989; Rech-
steiner, Rogers, 1996). Phosphorylation can also act as a signal for ubiquitination and in 
some, but not all cases, the phosphorylated residues are within the PEST domains (Her-
shko, Ciechanover, 1998). The phosphorylation degradation signals or phosphodegrons 
are best characterised for their role in elimination of Cyclin dependent kinases (CDKs) 
during the cell cycle (Ravid, Hochstrasser, 2008). Another well characterised trigger for 
ubiquitination is known as the N-end rule where the residues at the N-terminus of the target 
protein mediate its ubiquitination and degradation (Varshavsky, 1996).

Eliminating ubiquitination of specific proteins is often a reliable way of confirming the 
importance of their turnover kinetics in cellular processes. Classically, this has been done 
by mutating the ubiquitin-targeted Lysine residues in the substrate (Treier et al., 1994; 
Xu, Jaffrey, 2013). A more recent method for impeding ubiquitination is to covalently 
fuse the catalytic domain of a Deubiquitinating enzyme (DUB) to the protein of interest 
(Stringer, Piper, 2011). DUBs are proteases that counteract ubiquitin ligases by removing 
ubiquitin from proteins and preventing their degradation (Nijman et al., 2005). The major 
advantage of using DUB catalytic domains is that it does not require precise knowledge 
of ubiquitination sites (Stringer, Piper, 2011). However, this alteration leads to complete 
stabilisation of the protein of interest and therefore mimics over expression (Stringer, Piper, 
2011).

1.6.2 Alterations of HES oscillations by targeting protein stability 

Rapid clearance of HES proteins from the cell is critical in relieving auto-inhibition and 
generating periodic expression. Consistent with this, both HES1 and HES7 proteins are 
ubiquitination targets. As a result, proteosome inhibition with MG132 stabilises both 
proteins and inhibits their oscillatory expression in serum-starved mouse fibroblast cells 
(C3H10T1/2) in response to serum (Hirata et al., 2002; Bessho et al., 2003).

This feature was further explored by Hirata et al. (2004) who used the classic method of 
targeting Lysine residues (Treier et al., 1994; Xu, Jaffrey, 2013) to directly manipulate the 
degradation of HES7 protein that oscillates in the PSM. For this, seven HES7 variants 
were generated, each with a single Lysine to Arginine (K>R) mutation. Their repressor 
activities were examined by co-transfection of Luciferase reporter under the control of an 
N-box containing promoter with WT or mutant Hes7 vectors in C3H10T1/2 cells. They 
then measured the half-lives of the three HES7 mutants that retained their repressor activ-

35



ity by performing Cycloheximide (CHX) chase and Western Blot analysis in C3H10T1/2 
cells. They further characterised the K14R mutation which partially stabilised the pro-
tein and increased its half-life from ∼22 minutes in WT to ∼30.3 minutes. HES7-K14R 
mutant KI mice exhibited WT gene expression during the generation of the first three 
to four somites. However, at later stages, HES7-K14R protein level was lower than WT 
and non-oscillatory. This suggested that an 8-minute increase in the protein half-life can 
dampen HES7 oscillations, consistent with in silico simulations of the WT protein and the 
stabilised version (Hirata et al., 2004).

More recently, some of the components of HES1 protein turnover have been identified 
and experimentally manipulated. Chen et al. (2017) discovered SCFFBXL14 as the ubiq-
uitination complex that mediates the proteasomal degradation of HES1. Small interfering 
RNA (siRNA) Knock-down (KD) of RBX1, the Cullin-Ring E3 ligase of this complex in 
mouse-derived epithelial F9 cells, increased the HES1 half-life from approximately 50 to 
110 minutes and prevented HES1 oscillations in response to serum by elevating its levels 
to a high steady state. Additionally, RBX1 KD in mouse embryonic stem cells also re-
pressed proneural genes like Ascl1 and Dll1 as well as neuronal marker Tuj1 (Chen et al., 
2017). However, given that targeting the ubiquitin ligase completely stabilises its target 
proteins, there was a concern that the observed effects could be due to elevated levels of 
HES1 rather than its conversion from oscillatory to steady expression (Chen et al., 2017).

Deubiquitinating enzymes (DUBs) are also involved in oscillatory networks such as NFκ-
B regulation (Wertz et al., 2004) and circadian networks (Oishi et al., 2003; Yang et al., 
2012). DUBs that regulate HES1 have also been identified and targeted. The DUB Ubiqui-
tin specific protease 22 (Usp22) has been reported to interact with mouse HES1 (Kobayashi 
et al., 2015). Indeed, Usp22 KD in C3H10T1/2 cells using siRNAs, shortened HES1 half-
life from 24.4 minutes to 19.3 or 15.9 minutes, depending on KD efficiency. Using Lu-
ciferase reporter under the control of Hes1 promoter and single cell imaging in NIH3T3 
fibroblasts, Kobayashi et al. (2015) showed that Usp22 KD made the oscillatory period 
of Hes1 expression more variable and increased the mean period from 151.2 minutes in 
control to 175.8 minutes. The authors suggested that this caused early desynchronisa-
tion of cells and abolished HES1 oscillations in response to serum at the population level 
in C3H10T1/2 cells. However, they provided no insight into how HES1 destabilisation 
affected the oscillations of the protein itself at a single cell level. Nonetheless, by elec-
troporating Usp22 siRNA into the embryonic mouse brain which resulted in premature 
neural differentiation, they showed that HES1 destabilisation causes developmental de-
fects (Kobayashi et al., 2015).

The studies that were summarised in this section have provided the proof of concept that 
the kinetics of protein degradation can be altered to change the behaviour of the oscillatory 
network. However, due to the model systems that were used, these reports lack combined 
single cell and tissue level insight. This highlights the need for an alternative system for 
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further exploring the manipulations of protein stability as a tool for achieving altered pro-
tein expression dynamics and examining the impact in single cells and tissue environment 
simultaneously. Zebrafish presents an ideal model for this purpose where single cell, cell 
population and developmental response can be studied in the same context. To highlight its 
advantages, zebrafish neural development and the involvement of Hes genes in this process 
will be reviewed in the following sections.

1.7 Introduction to zebrafish as a suitable model for studying oscilla-

tory dynamics

Zebrafish (Danio rerio) is in many respects a superior model organism for neurodevelop-
mental studies. Firstly, despite their distant evolutionary divergence from mammals, they 
are genetically comparable with higher organisms since approximately 71.4% of human 
genes have at least one orthologue in the zebrafish genome (Howe et al., 2013). Sec-
ondly, external fertilization makes the embryonic stages of zebrafish development acces-
sible. Thirdly, the transparency of embryos is a huge optical advantage that allows live 
imaging at a single cell level (Schmidt et al., 2013; Kozol et al., 2016; Sakai et al., 2018). 
Lastly, zebrafish is amenable for genetic engineering and many methods have been devel-
oped for this purpose (Sassen, Köster, 2015; Rafferty, Quinn, 2018). These advantages, 
combined with the advances in gene editing technologies have made this organism a pop-
ular choice for real time explorations of oscillators in the segmentation clock (Özbudak, 
Lewis, 2008; Delaune et al., 2012; Soroldoni et al., 2014; Rohde et al., 2021) and more 
recently, the developing CNS (Soto et al., 2020).

1.8 Evolution of HES/Her bHLH factors in zebrafish

Based on their phylogenetic relationship and functional properties, bHLH factors have 
been divided to six higher-order groups of genes named A-F. Proneural bHLH factors are 
in group A, characterised by their binding to E box sequences in their target DNA. The 
HES/HEY factors are in group E which includes proteins characterised by preferential 
binding to the N box sequences as well as the presence of Orange and WRPW domain 
(Wang et al., 2009). Zhou et al. (2012) have proposed that all HES/HEY genes (group E 
bHLH factors) originated from one ancestral HEY gene in sponges which then diversified 
to four distinct groups: HEY1/HEY2/HEYL, DEC1/DEC2, HESL and HES1-7 which is 
the largest group. HES1-7 group of genes originated with the appearance of vertebrates 
(Zhou et al., 2012), allowing hundreds of millions of years of functional evolution.

19 of the 60 amino acids that form the bHLH domain are highly conserved between yeast to 
mammals (Wang et al., 2009). Using these 19 conserved amino acids of the bHLH domain, 
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Wang et al. (2009) identified 139 bHLH genes in zebrafish, 13 of which were HES1-7 
genes in group E (HES/HEY). However, a later study which focused more specifically on 
identifying HEY/HEY factors in 17 species, found 22 HES/HEY genes belonging to the 
HES1-7 group in zebrafish which are often named Hairy-related (Her) genes (Zhou et al., 
2012). This discrepancy may be explained by higher precision of the study by Zhou et al.
(2012) for identifying HES/HEY factors by relying on not only one, but two conserved 
domains specific to this group, namely the Orange and bHLH domains (Zhou et al., 2012).

The presence of 22 HES1-7 homologous genes or Her genes in zebrafish in contrast to 
the 7 present in humans is due to combined influence of the whole genome duplication in 
fishes in addition to tandem duplication of specific HES/HEY genes (Zhou et al., 2012). 
For instance, the HES5 genes in zebrafish are distributed between chromosomes 11 and 
23 (Zhou et al., 2012) which is perhaps the result of whole genome duplication. 5 of the 
6 HES5 genes on ch23 are neighbour genes, supporting the hypothesis of tandem gene 
duplication events in certain gene clusters (Zhou et al., 2012). However, none of the ze-
brafish HES/HEY genes are zebrafish specific which is to say that they all correspond to 
one human orthologue (Zhou et al., 2012).

Figure 1.6 shows the expression of some of the her genes in 16-20hpf zebrafish embryos 
which highlights both their diversification and overlap predominantly using the data de-
posited by Thisse et al. (2001); Thisse, Thisse (2004); Thisse (2005) on the ZFIN database. 
Figure 1.7 includes all the 22 her genes identified by Zhou et al. (2012) and summarises 
the expression of those presented in figure 1.6. As it has been summarised by Dirian et al.
(2014), all the her genes that have been studied in the developing CNS (e.g. her4, her5, 
her6 and her9) are expressed exclusively in neural progenitors.
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Figure 1.6: mRNA expression of several her genes characterised using In-situ hybridisation (ISH) by Thisse et al. (2001); Thisse, Thisse (2004); Thisse (2005). In all panels 
embryos are shown in lateral view, Anterior to the left. Each column corresponds to a human HES gene. Panel B outlined in green is my preliminary data (also seen in Appendix 8.10)
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Figure 1.7: All her genes identified in zebrafish by Zhou et al. (2012) and the summary of their expression based on figure 1.6. Green shading refers to expression data based on 
figure 1.6. Dark green is based on images from Thisse et al. (2001); Thisse, Thisse (2004); Thisse (2005) and light green is based on my own data. No expression data was available for the 
16-20hpf stage for hes2.1, hes2.2, her2, her4.1, her4.3, her4.4, her15.2, her8.2, her13.1 and her11. Tel: Telencephalon, Di: Diencephalon, Mb: Midbrain, MHB: Midbrain-hindbrain 
boundary, HB: Hindbrain, CB: Cerebellum, SC: Spinal cord, SO: Somites, PAM: Paraxial mesoderm, TB: Tail bud.
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HES1 and HES4 are two closely related genes in the HES1-7 group that fit in one phylo-
genic clade (HES1/HES4) with three different tree generation methods (Neighbour-joining, 
Bayesian and Maximum-Evolution) (Zhou et al., 2012). Unlike some HES/HEY genes that 
have multiple copies in the zebrafish genome, this is not the case for HES1/HES4 as they 
directly correspond to Her6/Her9 in zebrafish. Despite their close phylogenetic relation-
ship, while HES1 and HES4 have some overlapping functions in human development, they 
are not completely redundant. For instance, during human hematopoietic development, 
HES1 maintains hematopoietic progenitors in their quiescent stem cell state signified by 
CD34. Similarly, HES4 can prevent progression towards certain differentiated fates like 
natural killer and myeloid cells but it cannot repress B-cell development. Furthermore, 
HES4 can initiate T-cell development, a function it does not share with HES1 (De Decker 
et al., 2021).

To the best of my knowledge, no previous studies have compared the function of Her6 
and Her9 in zebrafish CNS development. However, Soto et al. (2020) have shown that in 
30-32hpf, while both her6 and her9 mRNAs are expressed in the developing CNS, their 
expression domains are not completely overlapping and at times are mutually exclusive. 
This was similar to my observations at earlier stages (16-20hpf) of her9 mRNA expres-
sion using ISH in comparison to her6 presented by Thisse et al. (2001). Specifically, at 
this early stage, her9 was not expressed in the telencephalon while her6 was extensively 
expressed in this region (Fig 1.6). Therefore, I suspect that Her6 and Her9 potentially 
have overlapping functions in the developing zebrafish CNS but these functions are not 
expected to be completely redundant.

As highlighted in previous sections, HES1 is one of the best characterised ultradian oscilla-
tors in the context of neural development. The wealth of knowledge on this gene, focused 
my attention on the zebrafish genes most closely related to HES1, Her6 and Her9, for 
studying HES/Her dynamics in this organism. Based on the reports of Soto et al. (2020), 
both her6 and her9 genes have binding sites for miR-9 which is an important factor in 
mediating oscillatory dynamics. But the miR-9 binding site (MBS) in her6 is a better 
quality binding site (Soto et al., 2020). Therefore, her6 was deemed more likely to exhibit 
detectable oscillatory dynamics. Hence, given these considerations and the focus of this 
thesis on such oscillatory dynamics, I decided to focus on her6.

1.9 Brief summary of neural induction and patterning of the zebrafish 

brain

Similar to other vertebrates, the specification of neural ectoderm is the initial stage of 
forming the nervous system in zebrafish. Neuroectoderm is induced at the onset of gastru-
lation by the complex interaction of extrinsic signals (BMP inhibition and FGF signalling) 
with the intrinsic transcription factor program including factors such as members of the 
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SRY-box containing B1 (SoxB1) family (Kimmel et al., 1995; Schmidt et al., 2013). In 
zebrafish, the neural tube does not directly result from folding of the neural plate. Instead, 
the folding of the neural plate at approximately 10 Hours post fertilisation (hpf) gener-
ates a condensed intermediate called the neural keel, which gives rise to the neural tube 
following cavitation (hollowing out) (Papan, Campos-Ortega, 1994; Kimmel et al., 1995).

The zebrafish brain acquires structural complexity in the early stages of its development 
which is schematically shown in figure 1.8. At 13hpf (Fig 1.8,A), the zebrafish brain lacks 
any morphological landmarks demarcating the different regions. However, they can be pre-
sumptively distinguished based on gene expression patterns (Bierkamp, Campos-Ortega, 
1993). By 16hpf, the four prominent division of the brain namely the telencephalon and di-
encephalon in the forebrain, midbrain and hindbrain become readily distinguishable (Kim-
mel et al., 1995). Around 18hpf (Fig 1.8,B), the ventricles in the forebrain start to open, 
physically separating the telencephalon and diencephalon. Additionally, at this stage, the 
7 segments of the hindbrain (rhombomeres) start to appear. By 24hpf (Fig 1.8,C), the mor-
phological distinction of the telencephalon from the diencephalon is clearly visible. The 
hypothalamus, part of the diencephalon, is positioned ventral to the telencephalon. The 
ventricles in the midbrain become visible and this domain starts resembling the tectum. 
Posterior to the tectum, the developing cerebellum can be seen. By 30hpf (Fig 1.8,D), the 
optic stalk is positioned immediately ventral to the telencephalon while the hypothalamus 
moves posteriorly and folds underneath the rest of the diencephalon which includes the 
prethalamus and thalamus (Kimmel et al., 1995; Wilson, Houart, 2004).

1.10 The involvement of bHLH factors during zebrafish CNS develop-

ment

Both proneural and inhibitory bHLH factors are extensively involved in zebrafish CNS 
development. In the posterior neuroectoderm, neurogenesis (here used to describe the 
process where some neural progenitors begin to move towards neural commitment and 
differentiation) starts with the expression of proneural genes such as ascl1, ngn1 and olig2
at ∼10hpf, towards the end of gastrulation (Allende, Weinberg, 1994; Blader et al., 1997; 
Park et al., 2002; Blader et al., 2003). These genes are expressed in proneural domains 
which are longitudinal stripes along the anterior-posterior axis of the dorsal ectoderm (Fig 
1.9,A) (Allende, Weinberg, 1994; Park et al., 2002; Bae et al., 2006). At this stage, two 
her genes, her3 and her9, are expressed in the space between these stripes known as inter-
proneural domains, defining the boundaries of the proneural genes (Fig 1.9,B). In their 
combined absence, proneural genes become ubiquitously expressed in the neural plate 
(Bae et al., 2006). Hence, by actively inhibiting differentiation, these her genes maintain 
and expand the pool of cells (Schmidt et al., 2013). This is consistent with anti-neurogenic 
role of HES1 (Nakamura et al., 2000; Baek et al., 2006; Hatakeyama et al., 2004), the 
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Figure 1.8: Schematic diagram of anatomical features of the early brain development in zebrafish.
In all panels, embryos are shown without the yolk in a lateral view with anterior to the left. (A) In 13hpf 
embryo there are no morphological separation between different brain regions and are therefore labeled pre-
sumptively (Based on gene expression (Bierkamp, Campos-Ortega, 1993)). (B) By 18hpf, the telencephalon 
(T) and diencephalon (Di) can be distinguished. The midbrain (M) and the 7 rhombomeres (r) of the hind-
brain (H) have also developed. (C) In the 24hpf embryo, the diencephalon expands to form the rudimentary 
hypothalamus (Hy) under the telencephalon (T). Thalamus (th) is located dorsal to the hypothalamus. Epi-
physis (e) is seen at the dorsal roof of the diencephalon (Di). The tectum (Te) separates from the ventral 
midbrain. The cerebellum (C) becomes apparent between the midbrain and hindbrain (H). (D) Summary 
from different sources mainly Macdonald et al. (1994); Wilson, Houart (2004). The telencephalon con-
sistes of pallium (P) dorsally and sub-pallium (Sp) ventrally with the optic stalk (os) immediately ventral 
to it. The Hypothalamus (Hy) folds and moves posteriorly to sit ventral to thalamus (th) and prethalamus 
(pt). The posterior commissure (pc) separates the diencephalon from the midbrain. F, forebrain; M, mid-
brain; H, hindbrain; T, telencephalon; Di, diencephalon; r, rhombomere; Hy, hypothalamus; th, thalamus; 
pt, prethalamus; Te, tectum; e, epiphysis; C, cerebellum; P, pallium; Sp, sub-pallium; os, optic stalk; pc, pos-
terior commissure. Compiled based on Bierkamp, Campos-Ortega (1993); Macdonald et al. (1994); Barth, 
Wilson (1995); Kimmel et al. (1995); Wilson, Houart (2004)

mammalian orthologue of her6/her9 (Wang et al., 2009; Coolen et al., 2012; Zhou et al., 
2012). However, the expression of her6 in these domains has not been described by Bae 
et al. (2006).

The earliest neurons in the posterior regions of zebrafish CNS appear between ∼14-16 
hpf from the proneural domains. For instance, Rohon Beard neurons (RB) in the spinal 
cord which are primary sensory neurons involved in touch sensitivity, develop from the 
lateral expression stripes of ngn1 (Fig 1.9,A) (Blader et al., 1997; Bae et al., 2006). This 
is while primary motoneurons involved in early movement, develop from the medial ngn1
expression stripe (Fig 1.9,A) (Blader et al., 1997). olig2 is also involved in development 
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Figure 1.9: Schematic diagram of the proneural and interproneural domains in posterior neuroecto-
derm. (A) Schematic diagram showing an 11hpf embryo and the plane of view for observing the dorsal view 
of the hindbrain/spinal cord region. (A) Schematic position of the proneural domains based on expression 
of ngn1 and olig2 which proneural bHLH factors. ngn1 is expressed in two medial stripes and four lateral 
stripes (two on each side of the embryo). olig2 expression is more restricted and focused at the two medial 
lines. The medial proneural domains give rise to primary moroneurons (pm) and the lateral most domains 
give rise to Rohon Beard neurons (RB) neurons. (B) Schematic position of the expression of her3 and her9
in inter-proneural domains. her3 is expressed between the medial and first lateral proneural domain (orange 
stripes). her9 is expressed more extensively in all inter-proneural domains (orange and green). (C & D)
Show the schematic cross section of A & B at the dotted line, respectively. Adapted from Bae et al. (2006)
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of primary motoneuron as well as oligodendrocytes in the spinal cord (Park et al., 2002).

In the developing brain, her5 (orthologous to HES7), is expressed in the Intervening 
zone (IZ), a non-differentiating region of the Midbrain/hindbrain boundary (MHB) from 3 
somite stage (11hpf). This her gene appears to maintain the cells in this region at a highly 
proliferative state, potentially by inhibiting p27Xic1-a, and prevents their differentiation. 
Depletion of her5 uncovers a pattern of differentiation that resembles the midbrain rostrally 
and the rhombomere 2 of the hindbrain caudally (Geling et al., 2003). This is consistent 
with the function of mouse HES1 in boundary regions like the isthmus, the mammalian 
MHB, and in the Zona Limitans interthalamica (ZLI), which separates dorsal and ventral 
thalamus (Baek et al., 2006).

her6 is also expressed in progenitor domains (Scholpp et al., 2009; Coolen et al., 2012; 
Schmidt et al., 2013; Dirian et al., 2014) and is extensively expressed during zebrafish 
brain development. Its transcripts appear just after 5hpf in the anterior neural plate and 
axis (Fig 1.10,A) (Thisse et al., 2001) and by 10hpf, it can be found prominently in the 
prospective forebrain (Fig 1.10,B) and thin transverse lines marking the developing hind-
brain (Pasini et al., 2001). Between 10-24hpf, her6 is expressed in rhombomeres in an 
anterior to posterior order (Pasini et al., 2001) while its expression in the forebrain per-
sists up to 48hpf (Fig 1.10,C-J) (Thisse et al., 2001). Between 25-33hpf, her6 is involved 
in patterning the thalamic structures by counteracting ngn1 but promoting ascl1 function 
(Scholpp et al., 2009). This her gene has also been implicated in DV patterning of the 
telencephalon as an inhibitor of ngn1 (Yoshizawa et al., 2011).
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Figure 1.10: Expression of her6 mRNA characterised using In-situ hybridisation (ISH) by Thisse et al. (2001). A Dorsal view, Anterior to the top, B-J Lateral view, Anterior to 
the left. The Diencephalic structures shown in C-F also include the embryonic thalamic structures.

47



1.11 Development of the zebrafish telencephalon

The telencephalon is the brain region that mediates higher functions like integrating the in-
formation from multiple sensory systems, motor control and memory (Turner et al., 2022) 
and is specified in the anterior neural plate. Anterioposterior (AP) patterning of the ze-
brafish CNS appears to follow a two-step model where the anterior neural tissue is induced 
(step one) and posterior regions of the developing CNS are subsequently posteriorised by 
transformer signals (step two) (Nieuwkoop, 1952). The zebrafish homeobox gene dharma
(bozozok, boz) is involved in promoting neural induction (step one) by inhibiting bmp2b/4. 
It also maintains anterior neuroectoderm by inhibiting the posteriorisation signal, wnt8
(Fekany-Lee et al., 2000). The importance of dharma becomes clear in its mutants which 
in the most severe cases, have complete loss of notochord, eyes and forebrain and reduced 
midbrain. This is while krox20 expression that labels rhombomeres 3 and 5 was expanded 
in comparison to WT (Fekany et al., 1999). In line with this, over expression of wnt in-
hibitor dkk1 in WT zebrafish led to enlargement of forebrain and eyes while it suppressed 
the defects of dharma mutant (Hashimoto et al., 2000).

In addition to the broad AP patterning in the CNS, localised signals further determine the 
regional identity of different brain domains. Within the boundaries of the forebrain itself, 
localised expression of a secreted frizzled-related Wnt antagonist, Tlc, by Anterior neural 
boundary cells (ANB) induces telencephalic fate and gene expression. Transplantation 
of ANB cells to more posterior regions of the neural plate leads to ectopic initiation of 
telencephalic programme (Houart et al., 2002).

Within the first two days of development, telencephalon is regionalised into the pallium 
(dorsal telencephalon) and sub-pallium (ventral telencephalon) (Wilson, Rubenstein, 2000; 
Danesin et al., 2009). This Dorsoventral (DV) patterning of the telencephalon is orches-
trated by the interplay between Wnt and Shh signalling that determine the dorsal and ventral 
telencephalon, respectively (Wilson, Rubenstein, 2000; Danesin et al., 2009). foxg1 is a 
transcriptional repressor expressed in telencephalic progenitors in many vertebrates and 
preforms the conserved role of controlling DV patterning (Danesin et al., 2009). Similar 
to mice, during zebrafish development, foxg1 is expressed in a ventral to dorsal gradient 
in the whole telencephalon, only excluding the roof plate (Toresson et al., 1998; Danesin 
et al., 2009; Viktorin et al., 2009; Kumamoto, Hanashima, 2017). In short, foxg1 acts 
downstream of Shh to promote ventral fates, it restricts Wnt/β-Catenin signaling dorsally 
to prevent the expansion of dorsal fates and also plays a role in maintaining the ventral 
boundary of the telencephalon with the hypothalamus (Danesin et al., 2009). Ultimately, 
this patterning leads to generation of distinct neuronal populations; glutamatergic neuronal 
fates in the dorsal telencephalon or pallium and GABAergic neuronal fates in the ventral 
telencephalon or sub-pallium (Martin et al., 1998; Viktorin et al., 2009).
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1.11.1 Morphological characteristics of the developing zebrafish telencephalon

In most vertebrates, the adult telencephalon consists of two hollow hemispheres that sur-
round the ventricles at their core which is known as an ‘invaginated’ morphology. In 
adult teleosts, however, the telencephalon is ‘everted’ where the hemispheres are two solid 
blocks of tissue that are separated medially by a T-shaped ventricle (Huesa et al., 2009; 
Folgueira et al., 2012). Dorsally, this ventricle is covered by the thin tela choridea mem-
brane (Folgueira et al., 2012).

The classic view suggested eversion to be a result of the dorsal telencephalon (pallium) 
folding out laterally over the ventral telencephalon (sub-pallium) (Huesa et al., 2009; 
Folgueira et al., 2012). However, this model has been challenged more recently as it fails to 
completely explain the final organisation of domains in the adult zebrafish pallial regions 
(Mueller et al., 2011; Folgueira et al., 2012).

Folgueira et al. (2012) investigated the morphogenesis of zebrafish telencephalon between 
1 to 5 Days post fertilisation (dpf) by live imaging. They characterised this period of devel-
opment by two main events. First the anterior intraencephalic sulcus (AIS) forms between 
18-22 hpf which opens the ventricle separating the telencephalon and the diencephalon. 
Next, between 2-5 dpf the pallial domain grows and is stretched along the AP axis re-
sulting in the stretching of the roof of the AIS to form tela choridae. According to this 
model, the only mediolateral out-folding of tissue between 18hpf-5dpf occurs during the 
formation of the AIS at the telencephalic-diencephalic boundary. Folgueira et al. (2012) 
suggested that the final everted morphology of zebrafish telencephalon is the outcome of 
further refinement after day 5 of development. The most recent structural atlas of the de-
veloping zebrafish telencephalon shows that the refinement of telencephalon morphology 
is due to the expansive growth of different telencephalic regions after 5 dpf such as massive 
expansion of the pallium between 5-20dpf (Turner et al., 2022).

1.11.2 Neural progenitors of the telencephalon

In the context of mammalian cortex, after an initial expansion of the population by dor-
sal telencephalic Neuroepithelial cells (NECs), the NECs acquire glial morphology while 
maintaining their polarity and remaining as Neural progenitor cells (NPCs) often referred 
to as Radial glial cells (RGCs). RGCs divide asymmetrically at the apical side (adjecent to 
the ventricles, in the Ventricular zone (VZ)) with one daughter cell remaining a progenitor 
while the other differentiates into a neuron. Some of the progeny of these asymmetric di-
visions form a secondary group of progenitors known as the intermediate progenitor cells
(IPCs) that migrate to reside in the Sub-ventricular zone (SVZ), a region immediately basal 
to the VZ. These cells are not polar but can divide once or twice to give expand the cortical 
population (Fernández et al., 2016).
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To the best of my knowledge, no previous studies have characterised different types of neu-
ral progenitor specifically in the early embryonic zebrafish telencephalon (before 48hpf) 
and in relation to its sub-domains. But some characteristics of these cells can be inferred 
from the literature from later developmental stages and other brain regions. For instance, 
neural progenitors labeled by her4 and/or PCNA (progenitor and proliferative cell markers 
respectively) have been shown to reside adjacent to the telencephalic ventricles in 48hpf 
zebrafish. Due to the everted morphology, this includes the midline between the two te-
lencephalic lobes as well as the cells facing the tela choridea (Dirian et al., 2014; Furlan 
et al., 2017). Based on the findings of Dirian et al. (2014), the dorsomedial population 
of her4 expressing progenitors in the 48hpf pallium are the origins of dorsomedial adult 
neural stem cells. This is while a lateral population of progenitors acquire her4 expression 
in later stages that persist to form the lateral adult neural stem cell population. However, 
how these distinct progenitor pools are generated from early embryonic populations in the 
telencephalon (prior to 48hpf) is not yet known (Dirian et al., 2014).

By ventricle-targeted electroporation and single cell labeling in 22hpf embryos, Dong 
et al. (2012) showed that similar to RGCs, the forebrain embryonic neural progenitors 
also have a characteristic glial morphology and are also characterised by absence of early 
post-mitotic neural marker Elavl3. They also showed that the majority of these progenitor 
cells divided asymmetrically either to produce one neuron and a progenitor or to produce 
two deferentially fated progenitors (Dong et al., 2012). Even though the cells tracked by 
Dong et al. (2012) over time were predominantly from the diencephalon, it is possible that 
telencephalic progenitors share these features.

Between 24-72hpf, non-apical progenitors (perhaps similar to IPCs) have been observed 
in the developing zebrafish telencephalon. However, they form less than 10% of all of 
the progenitors in this domain and their molecular characteristics are not well understood 
(McIntosh et al., 2017). Regardless, some limited data suggests that each of these pro-
genitors produces 2 neurons in the telencephalon which is similar to the role of IPCs in 
telencephalic expansion (McIntosh et al., 2017).

In short, the early steps in telencephalic determination (roughly before 17hpf) and it later 
characteristics (after 48hpf) have been more extensively studied. However, there are some 
gaps in the literature as to the specific molecular characteristics and different types of pro-
genitors in this domain, particularly between 17-48hpf, that require further investigation.

1.11.3 Blurred line between primary and secondary neurogenesis

Historically, zebrafish neurogenesis has been described as two consecutive waves. The ini-
tial wave or primary neurogenesis takes place approximately between 10 to 48hpf (Kimmel 
et al., 1995) followed by secondary neurogenesis between 48 and 120hpf when the major 
brain areas become organised and differentiated. Secondary neurogenesis is characterised 
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by more refined proliferative domains that are mostly found surrounding the ventricles, 
also referred to as Ventricular zone (VZ) (Mueller, Wullimann, 2003). All neurogenesis 
in amniotes, genetically and temporally (in relative terms), correspond to the zebrafish 
secondary neurogenesis while there is no evidence of any process in amniotes comparable 
to the zebrafish primary neurogenesis (Wullimann, 2009).

In 24hpf embryos, the early neurons are organised in a simple network of well described 
tracts and commissures (Wilson et al., 1990; Ross et al., 1992). Between 24-48hpf, the 
number of axons increases by about one hundred fold. But during this time, only a few ad-
ditional tracts and commisures are formed while the rest of the developing neurons mostly 
augment the initial tracts. Therefore, it has been suggested that the early neurons act as 
scaffolds to guide axons of later neurons (Wilson et al., 1990; Ross et al., 1992; Easter Jr 
et al., 1994). However, there is little evidence on how much these early tracts and com-
misures contribute to the adult CNS. In fact, some suggest that the majority of early neu-
rons are transient and are replaced during secondary neurogenesis (Wullimann, 2009). 
This correlates with the number of apoptotic cells peaking between 36 and 48 hpf in many 
regions of the nervous system (Cole, Ross, 2001).

Certain neuronal populations do indeed undergo programmed cell death between primary 
and secondary neurogenesis. For instance, Rohon Beard neurons (RB) sensory neurons of 
the dorsal spinal chord gradually die between 1 day post fertilisation (dpf) to 7 dpf which 
co-incides with the development of the dorsal root ganglion neurons that structurally and 
functionally replace them (Reyes et al., 2004; Wullimann, 2009). The pioneer neurons of 
the olfactory system that guide axonogenesis of olfactory sensory neurons to the forebrain 
also undergo apoptosis between 30-48hpf (Cole, Ross, 2001).

However, to the best of my knowledge, there is no clear distinction between primary and 
secondary neurogenesis in the zebrafish forebrain. In fact, recent evidence clearly demon-
strate that early telencephalic neurons can last well into the adult brain. Furlan et al. (2017) 
used a Tet-On-based genetic birth-dating strategy to label neural progenitors at different 
developmental stages. They show that neural progenitors as early as 14hpf contribute to 
the mature neuronal population of the central pallium as well as the sub-pallium in the 3 
month old telencephalon. This implies that early or primary neurons are indeed relevant 
in the adult brain.

1.12 Concluding remarks

The extensive involvement of ultradian oscillators in development is not contested. In 
many aspects of CNS development, oscillations of HES factors are important in main-
taining progenitor pools or at times, the transition towards neural differentiation (Shimojo 
et al., 2008; Manning et al., 2019). Much of the research to date has focused on the regu-
lation and function of these dynamics in single cells (Shimojo et al., 2008; Manning et al., 
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2019; Soto et al., 2020; Marinopoulou et al., 2021). However, only a few studies include 
the systemic properties of cell populations that express oscillatory and dynamic proteins 
(Biga et al., 2021). In this thesis, I have focused on HES1 as it is one of the best charac-
terised oscillators in single cells, while its tissue level properties remain to be explored.

Zebrafish is a suitable model for studying the behaviour and developmental role of an 
oscillator at multiple scales, from single cells to tissue and systems level (Kozol et al., 
2016). The primary neural network in zebrafish is in part transitory (Cole, Ross, 2001; 
Reyes et al., 2004; Wullimann, 2009). However, it is also simple and well characterised 
(Wilson et al., 1990; Ross et al., 1992). Furthermore, primary neurogenesis in some brain 
regions including the telencephalon generates regional patterning with distinct neuronal 
sub-types (Allende, Weinberg, 1994; Martin et al., 1998; Mione et al., 2001; Miyake et al., 
2005; Viktorin et al., 2009; MacDonald et al., 2010; Yoshizawa et al., 2011; Yu et al., 2011) 
which also contribute to the adult brain (Furlan et al., 2017). Thus, the zebrafish telen-
cephalon is an exciting model for fundamental questions in developmental neuroscience 
such as the dynamics of cell fate determination.

The expression of Hes orthologues (Hairy-related (Her) genes) is well characterised in 
snapshots of CNS development (Thisse et al., 2001; Geling et al., 2003; Bae et al., 2006). 
However, the studies of the real-time dynamics of these Her factors are scarce. Soto et al.
(2020) have pioneered such dynamic studies in zebrafish using an endogenous Knock-in
(KI) model that allows real-time visualisation of the HES1 orthologue, Her6. They have 
described the single cell dynamics of Her6 in the hindbrain and shown that these dynamics, 
including oscillations, are important in progression of neural differentiation in this brain 
region.

her6 is also expressed in the zebrafish telencephalon (Thisse et al., 2001) where it may 
be involved in DV regionalisation (Yoshizawa et al., 2011). However, Her6 function as a 
progenitor regulator, its expression dynamics and their potential involvement in neuronal 
fate determination in the telencephalon have not been explored. Based on the literature 
reviewed in this chapter, I hypothesised that Her6 is dynamically expressed in the neural 
progenitors of the telencephalon and that altering these dynamics by direct manipulation 
of protein stability will have developmental consequences in this region. In my thesis, I 
present the examination of this hypothesis using the following research aims:

1. How does her6 mRNA expression in the telencephalon progress over development 
relative to neurogenesis?

2. What are the dynamics of Her6 protein expression in the telencephalon and does it 
exhibit oscillatory behaviour?

3. How are the dynamics of Her6 protein expression altered in single cells when protein 
stability, a cell-autonomous feature of the oscillatory network, is altered?
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4. Does altering Her6 dynamics in single cells have any implications at the tissue level?

5. What are the implications of changing Her6 protein expression dynamics in neuro-
genesis?
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Chapter 2

Materials and methods
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2.1 Gene/protein nomenclature

In this thesis, I have endeavoured to adhere to the following guidelines for gene and protein 
nomenclature (2.1):

Table 2.1: Gene/protein nomenclature in mammals and zebrafish
Organism Gene mRNA Protein

Mouse/Human Abc Abc ABC
Zebrafish abc abc Abc

2.2 Zebrafish husbandry and breeding

All animal work was in line with the Standard operating procedures (SOP) designed by the 
Biological Services Facility (BSF) guidelines, under a UK Home Office project licence. 
Animal handling was done by personal licence holders. Adult zebrafish were maintained 
at 28°C on a 12 hour light and dark cycle.

Zebrafish breeding was undertaken either by pairing selected fish in specialised breeding 
tanks or marbling whole tanks by marbling using the relevant BSF SOPs.

2.3 Anaesthetisation

Tricaine (Ethyl 3-aminobenzoate methanesulfonate) also known as MS222 stock solution 
was as followed: 0.4g of Tricaine powder (Sigma Aldrich E10521) was dissolved in 97.9ml 
of embryo water. To buffer, 2.1ml of 1M Tris buffer (pH 8.0) was added. The final pH 
was adjusted to 7 with NaOH and final volume made to 100ml. Stock solution was used 
at 50µl/ml of embryo water for anaesthetising embryos (final concentration 5%).

2.4 Genomic extraction

Genome extraction was performed on fin clippings from adult zebrafish (done based on the 
BSF SOP) or 2-4 Days post fertilisation (dpf) embryos using either Phire Animal Tissue 
Direct PCR Kit (Thermo Fisher - F140WH) or NP40/Proteinase K (PK) extraction method.

The Phire kit was used as per manufacturer instructions. In short, 15µl of the extraction 
buffer and 0.5µl of DNA release was used per fin clipping. Samples were incubated at 
Room temperature (RT) for 2-5 min and then enzyme was deactivated by 2-3 min incuba-
tion at 98°C in BIORAD T100 thermocycler.

NP40 lysis buffer was prepared to reach final concentrations as follows: 10µM Tris pH8, 
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1mM EDTA, 80mM KCL, 0.3% NP40 (Sigma Aldrich, AGEPAL CA-630 - I3021), 0.3% 
Tween 20 (Sigma - P9416). For this method of extraction, 25µl of PK (NEB - P8107S) 
/ml of NP40 lysis buffer was added to the samples (20µl for each adult fin clipping or 50µl 
for each embryo). Samples were incubated in BIORAD T100 thermocycler at 55°C for 
3-4 hours. Following this incubation, enzyme was deactivated by 15 minute heat shock at 
95°C.

All Genomic extracts were stored at 4°C.

2.5 Characterisation of the knock-ins by step-wise Polymerase chain 

reaction (PCR) and sequencing

All PCR reactions for characterising were done using the Phusion High-Fidelity DNA 
Polymerase kit (Thermo Fisher - F-530S) based on manufacturer instructions. dNTPs 
were prepared using dNTP Set 100mM (Bioline - BIO-39025). All reactions were run 
at the final volume of 10µl. Annealing temperature and extension times were adjusted 
based on the primers. The following primers (2.2) were used in this work and the numbers 
correspond to the numbers used in Chapters 3 and 4.

Table 2.2: List of PCR primers
Number Zebrafish database number Direction Sequence (5’-3’)

1 82 (182) Forward TCCAGTCTACGCAAACAATTCCAAC
2 83 (183) Reverse ACGCTGAACAAAGAAAACAAGTGTC
3 217 Forward AAACTCCTCTTCTCCGGTCG
4 221 Forward AGCCTAAGTTCAAAGCAGGT
5 391 Reverse AGCCAACGCTATGTCCTGATAGC
6 396 Forward TCTTGTCGATCAGGATGATCTGG
7 398 Reverse TTTATCCGCCTCCATCCAGTC
8 259 Forward ATTCATTAATGCAGCTGGCAC
9 196 Reverse TCCTGAACTTTTGGCGCTGG
10 219 Reverse ACTTACCGGTCATTTGTGCG

For sequencing, in some cases amplicons were either Topo cloned using Zero Blunt TOPO 
PCR cloning Kit (Invitrogen 45-0245). Transformation was done using XL10-Gold Ul-
tracompetent cells by incubating plasmid in bacteria for 30 mins on ice, followed by 30s 
shock at 42°C. The bacteria were then incubated with 250µl of SOC medium (Thermo 
Fisher - 15544034) for 1 hour while shaking at 37°C. They were then plated and selected 
based on antibiotic resistance. Selected colonies were checked for inserion using Eco-
RI (NEB - R3101) restriction digest at 37°C for 1 hour and gel electrophoresis. Positive 
clones were sequenced using M13 primers included in the kit. In other cases amplicons 
were directly sequenced using the same primers used for amplification.
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2.6 Fluorescent in-situ hybridisation (FISH) and In-situ hybridisation

(ISH)

Embryos were dechorionated manually using forceps. They were anaesthetised and fixed 
at the desired stage in 4% Formaldehyde (FA) which was diluted from 16% stock (thermo 
scientific 28908) in 1xPhosphate Buffered Saline (PBS) (Sigma D1408). Fixation was 
done as samples were rocking for either 2 hours at Room temperature (RT) or Over night
(O/N) at 4°C. The fixed embryos were dehydrated by a 15-minute wash in 100% Methanol
(MeOH) at RT. MeOH wash was replaced with fresh 100% MeOH and embryos were 
stored for a minimum of 7 hours prior to use.

Probe preparation and FISH was carried out as described by Thisse et al. (2001) for 
whole mount ISH and modifications from Lea et al. (2012) for fluorescent labeling. her6-
Digoxigenin (DIG), her6-Dinitrophenol (DNP), Elavl3-Fluorescein (FITC), venus-FITC, 
ngn1-Dig and ascl1-Dig probes were generated. Day 1: The embryos were rehydrated by 
incubation in PBT (1xPBS + 0.1% Tween-20 (Sigma P9416)), triethanolamine step was 
skipped. Embryos were then treated with PK for varied times based on age of embryo 
(10 mins for 29-30hpf, 5 mins for 22hpf and 2 mins for 17hpf), Day 2: Hyb- (50% for-
mamide, 5xSSC, 0.01M citric acid, 0.1% Tween) replaces hybridization buffer. During 
the 60°washes, embryos were graduated from 100% Hyb- to 75%, 50% and 25% Hyb 
mixed with 2x SSC, finally reaching 100% 2x SSC (10 mins per wash). This was followed 
by 2x30min washes in xSSC before cooling at RT. Embryos were then graduated from 
0.2xSSC to PBT with 25%, 50% and 75% PBT washes mixed with 0.2xSSC (10 mins per 
wash). Protocol was followed from step 7. Days 3 and 4 were skipped. Days 5 and 7: 
250μl of amplification buffer was used. To complete the protocol after day 7, embryos 
were washed 3x with PBT and left in PBT ON. For membrane staining, embryos were in-
cubated with 5µM Bodipy TR in PBS-0.1%Triton for 2 hours while mildly shaking. They 
were then washed 3 times for approximately 20 mins each.

Embryos were imaged using Upright LSM 880 Airyscan microscope in Fast Airyscan 
mode with a W Plan-Apochromat 20x/1.0 DIC (UV) VIS-IR M27 75mm lens. First step 
of processing was done using default Airyscan Processing setup in ZEN Black. Further 
analysis of domain sizes was done using Imaris 9.3.1 using Surfaces tool. The surface grain 
size was between 2-3µm and threshold were set manually for each gene in each embryo 
based on the signal.

Probes for ISH were prepared similar to FISH. Day 1 of the ISH protocol is identical to 
FISH. On Day 2, there is no H2O2 treatment and samples are moved directly to 2x5 min 
washes in Maleic Acid buffer (MAB). Samples are blocked and then incubated with Anti-
Dig-AP antibody (Sigma Aldrich - 11093274910 - 1:2000). The antibody was washed off 
in MAB and samples were incubated in MAB rocking ON at 4°C. On Day 3, embryos were 
washed 3x5 mins in Alkaline phosphatase buffer (Ap) which was prepared as followed: 
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50ml Tris pH 9.5 1M, 25ml MgCl2 1M, 10ml NaCl 5M and 0.5ml Tween-20 = 500ml. 
Signal developing solution was prepared by adding 4.5µl of NBT (Merck - 11383213001) 
and 3.5µl of BCIP (Merck - 11383221001) per 1ml of AP. Embryos were transferred to 6 
well plate and submerged with NBT/BCIP in AP solution and left rocking at RT for 30-60 
minutes for signal to appear. After sufficient signal was achieved, the NBT/BCIP solution 
was removed and embryos were rinsed with PBST. Then they were washed 3x10 mins in 
PBST at RT and kept in PBST ON at 4°C. They were then fixed in 4% FA for 1-2 hours 
rocking at RT and then washed and in PBS (without Tween-20) and stored at 4°C.

For imaging, embryos were submerged in Glycerol in glass dishes, oriented to desired 
orientation and imaged using a Leica M165 FC Stereo microscope. All image processing 
and measurements from ISH were done using FIJI measurement tool.

All statistical analysis was performed using GraphPad Prism Version 9.3.1.

2.7 Whole-mount Immunofluoresence (IF)

Whole-mount IF was adapted from the protocol used by Mendieta-Serrano et al. (2013). 
Embryos were collected and fixed as with FISH. They were washed 2x10 mins in blocking 
solution (PBS, Bovine serum albumin (BSA) 0.1% (Sigma Aldrich - A7906) and Triton X-
100 (TX-100) 1%) and 2x10 mins in PBS-TX while rocking at RT. For permeabalisation, 
embryos were treated with PK (10µg/ml in PBS) for 10 mins for 24Hours post fertilisation
(hpf) embryos or 13.5 mins for 48hpf embryos and then washed 2x5 mins in PBS-TX. 
They were then blocked for 2 hours at RT while rocking. After blocking, embryos were 
incubated with chicken polyclonal anti-GFP antibody (abcam - ab13970, 1:300) and rabbit 
polyclonal anti-Phospho-Histone H3 (Ph3) antibody (Sigma Aldrich 06-570, 1:500) in 
blocking solution ON at 4°C.

Primary antibodies were washed off he following day by 1x20 min in blocking solution and 
further 5x10 min washes at RT while rocking. Following from this, they were incubated 
with Alexa Fluor 568 goat anti-rabbit antibody (Thermo Fisher - A11011, 1:500) and 
Alexa Fluor 488 donkey anti-chicken antibody (Jackson Immunoresearch - 703-545-155, 
1:500) in blocking solution for 3 hours at RT while rocking. They were washed for 15 and 
then 10 mins in blocking solutions and a further 10 mins in PBS-TX.

For nuclear staining, embryos were incubated in DAPI (Thermo Fisher - 62248) at a final 
concentration of 5µg/ml at 4°C ON while rocking. On the following day, DAPI solution 
was removed and embryos were washed 3x10 mins with PBS-TX.

For imaging, embryos were mounted a 50mm glass bottom dish (MatTek Corporation, 
P50G-1.5-14-F) face-up for a transverse view in 1% Low melting (LM) agarose. After 
the agarose was set, they dish was filled with PBS. Embryos were imaged using Upright 
LSM 880 Airyscan in LSM mode with a W Plan-Apochromat 20x/1.0 DIC (UV) VIS-IR 
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M27 75mm lens. All processing was done using Imaris 9.3.1 Spots tool. Nuclei were 
identified semi-automatically using DAPI channel with 5µm spots at 24hpf and 4µspots 
at 48hpf. To determine GFP and Ph3 positive, mean intensity values of GFP and Ph3 
channels were extracted and filtered based on a threshold that was determined based on 
intensity distribution and manually verified and altered when necessary.

All statistical analysis was performed using GraphPad Prism Version 9.3.1.

2.8 in vitro mRNA synthesis

10µg of plasmid DNA containing cDNA of the desired contruct was linearised with a 
restriction enzyme that would result in anti-sense exposure. All linearisation reactions 
were done ON. Linearised plasmids were purified using Phenol:Chloroform extraction. 
In short, Phenol:Chloroform was added in 1:1 ratio to the DNA mix and vortexted until 
milky. They were centrifuged (Eppendorf - 5424 R) for 15 mins at full speed (21000xg) 
and aqueous phase containing DNA was transferred to fresh tube. 100% Ethanol (EtOH) 
was added to the DNA mixture (2.5 times the volume of DNA retrieved) along with Sodium 
Acetate (0.1x times the volume of DNA retrieved. This mixture was combined well by 
pipetting and the incubated at -80°C for at least 1 hour or ON. Then this was centrifuged 
for 15 minutes at top speed at 4°C to retrieve the DNA and supernatant was removed 
carefully. The DNA pellet was washed with 500µl of 70% EtOH without disrupting the 
pellet and then centrifuged again at top speed for 10-15 mins. Liquid was removed and 
pellet was air dried before resuspension with Nuclease free water (Invitrogen - AM9937).

In vitro transcription was performed with the mMESSAGE mMACHINE™ SP6 Tran-
scription Kit (Thermo Fisher - AM1340). Transcription reaction was incubated at 37°C 
for 2 hours. Then they were treated with TURBO DNase (Thermo Fisher - AM2238) for 
15 minutes at 37°C. mRNA was purified with MEGAclear Transcription Clean-Up Kit 
(Thermo Fisher - AM1908) based on the manufacturer protocol. The optional precipita-
tion with EtOH and Ammonium Acetate was also included. All mRNA were stored at 
-80°C.

2.9 Measuring protein half-life using PA GFP

PCS2-Her6-PA GFP-HA and PCS2-Her6-PA GFP-PEST-HA plasmids for these experi-
ments were designed in collaboration with Dr Anzy Miller and custom made by GenScript. 
In both constructs, PA GFP was flanked by Eco-RI restriction enzyme binding sites and 
the desired cassette was inserted between BamHI and XbaI restriction sites.

To generate PCS2-PA GFP plasimd*, PCS2-Her6-PA GFP-HA and empty PCS2 were di-
gested with EcoRI (NEB - R3101) at 37°C ON followed by 30min deactivation at 65°C. 
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The empty linear PCS2 was treated with Antarctic Phosphatase (NEB - M0289) to pre-
vent their religation added directly to the digestion mix and incubated at 37°C for 30mins 
followed by 2min deactivation at 80°C. The ratios of vector to insert for ligation were 
calculated with NEBioCalculator tool. PCS2 vector and PA GFP insert were assembled 
using T4 DNA ligase (NEB - M0202) using the protocol recommended by the manufac-
turer and ON incubation at 16°C followed by 10min deactivation at 65°C on the following 
day. Transformation was done using XL10-Gold Ultracompetent cells as previously de-
scribed in the section ”Characterisation of the knock-ins by step-wise Polymerase chain 
reaction (PCR) and sequencing”. Colonies were tested for successful ligation with Eco-RI 
restriction digest andgele electrophoresis. Positive clones were sequenced and the correct 
ones amplified with PureLin HiPure kit (Thermo Fisher - K210007).

*Note that the PA GFP was excised from PCS2-Her6-PA GFP-HA without a stop codon. 
This led to erroneous addition of 16 amino acids in frame with PA GFP rendering this PA 
GFP not functional. 

Her6-PA GFP-PEST (HPP), Her6-PA GFP-PEST (HPP) or PA GFP mRNAs were gen-
erated in vitro as described in section ”in vitro mRNA synthesis”. ∼120pg of mRNA 
was injected in each embryo along with 60pg of Caax-RFP mRNA to label membranes. 
Embryos were incubated at 28°C for about 3.5 hours and were then dechorionated and 
mounted in 50mm glass bottom dish (MatTek Corporation, P50G-1.5-14-F) in 1% LM 
agarose. Once set, plate was filled wth embryo water.

Imaging was done using Upright LSM 880 Airyscan microscope with W Plan-Apochromat 
20x/1.0 DIC (UV) VIS-IR M27 75mm lens in Lambda scan mode with 488 laser covering 
a ∼30-40µm deep from the surface of the 4hpf embryo in 4-5 Z-sections. Imaging was 
done continuously. After 3-5 frames, imaging was paused and the selected embryo was 
exposed to 85-100% strength UV light from an HXP 120 V lighting unit (Zeiss) for 35s. 
Then imaging was continued for further 1-2 frames and then embryo was exposed to UV 
light for 20s. UV pulsing was continued until PA GFP activation was observed. This 
often took between 3-7 20s pulses and at times PA GFP activation was not seen. Upon 
activation, imaging was continued for 60-70 minutes to observe degradation. These were 
processed with linear unmixing using ZEN Black*.

*Note that some level of background PA GFP signal was also observed prior to activation, 
hence linear unmixing was not suitable for separating background from activated PA GFP 
as they shared spectra. But PA GFP was successfully separated from RFP.

Further analysis was carried out using Imaris 9.3.1 Spots tool by measuring mean intensity 
of PA GFP in a group of cells at a time. Half-lives were calculated for each embryo in Excel 
by fitting an exponential trendline onto the data. The power of e in the equation for the 
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exponential decay (λ) was used in the formula 

𝑙𝑛(2)/𝜆 (2.1)

.

2.10 Molecular cloning HV and HVP PCS2 constructs for Cyclohex-

imide (CHX) chase in embryos

To generate PCS2-Her6-Venus-HA and PCS2-Her6-Venus-PEST-HA plasmids, Venus se-
quence was amplified from Her6-Venus (HV) CRISPR donor designed by Soto et al.
(2020) using the following primers with inclusion of Eco-RI restriction sites (2.3):

Table 2.3: Primers used for amplifying Venus with addition of Eco-RI restriction sites
Name Direction Sequence (5’-3’)

Venus F EcoRI Forward taggagGAATTCGTGAGCAAGGGCGAGGAGCT
Venus EcoRI R no stop NEW Reverse accgacGAATTCCTTGTACAGCTCGTCCATGCCG

The Venus-EcoRI amplicom was ran on 1% agarose gel from which it is was extracted 
using QIAquick Gel Extraction Kit (Qiagen - 28704) according to manufacturer proto-
col. The purified amplicon was cloned using Zero Blunt TOPO PCR cloning Kit (Invit-
rogen 45-0245) using manufacturer guidelines, transformed into XL10-Gold Ultracom-
petent cells (Agilant Technologies - 200315) as described in section ”Characterisation 
of the knock-ins by step-wise Polymerase chain reaction (PCR) and sequencing”. Se-
lected colonies were minipreped with the QIAprep Spin Miniprep Kit (Qiagen - 27106) 
and checked for insertion using restriction enzyme digest with Eco-RI (NEB - R3101). 
Clones with successful insertion were sequenced (Eurofins, LIGHTRUN).

PA GFP was excised from PCS2-Her6-PA GFP-HA and PCS2-Her6-PA GFP-PEST-HA 
with Eco-RI digestion for about 3.5 hours or ON at 37°C. Eco-RI was deactivated by 30min 
incubation at 65°C for 30 mins. The digested DNA was resolved using agarose gel elec-
trophoresis and the PCS2-Her6-HA and PCS2-Her6-PEST-HA were extracted from the 
gel with QIAquick Gel Extraction Kit. Vectors were treated with Antarctic Phosphatase 
(NEB - M0289) to prevent their religation. In some cases,this was done by adding 2.5µl 
of the phosphatase in the digestion mix after the 3.5 hour digestion and further incubat-
ing at 37°C for 30 mins followed by 2 min deactivation at 80°C. Alternatively, Antarctic 
Phosphatase treatment was done after vector purification for 30 mins 37°C, followed by 2 
min deactivation at 80°C.

For assembly, the vector and insert ratios were calculated using NEBioCalculator tool. 
PCS2-Her6-HA and PCS2-Her6-PEST-HA vectors and Venus-EcoRI insert were assem-
bled using T4 DNA ligase (NEB - M0202) using the protocol recommended by the man-
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ufacturer and ON incubation at 16°C. Transformation was done using XL10-Gold Ultra-
competent cells as previously described. The resulting colonies were examined by colony 
PCR using MyTaq Red mix (Meridian Bioscience - BIO-25043). Traces of single colonies 
were introduced in 10µl reactions of MyTaq based on manufacturer recommended protocol 
in presence of the following primers that amplify Venus (2.4):

Table 2.4: Primers used for amplifying Venus in colony PCR
Name Direction Sequence (5’-3’)

Venus F Forward ACCCTGAAGCTGATCTGCAC
Venus R Reverse GGGTCTTGTAGTTGCCGTCGT

Colonies positive for presence of Venus were sequenced and the correct ones were Maxi 
prepped for use using PureLin HiPure kit (Thermo Fisher - K210007).

2.11 Cycloheximide (CHX) chase experiments in embryos

These experiments were adapted from Soto et al. (2020) by Dr Ximena Soto. Injections, 
CHX treatment and protein extraction were done in collaboration with Dr Ximena Soto
and Western blots were done by myself.

Wild type (WT) embryos were injected with either Her6-Venus (HV) of Her6-Venus-PEST
(HVP) mRNA (40pg per embryo) along with Venus-myc tag (vGFP-mt) mRNA as injec-
tion control. They were incubated at 28°C for ∼2.5 hours to allow time for protein ex-
pression. Embryos were then dechorionated, and split into 7 pools of 20. They were then 
treated with Cycloheximide (CHX) (Prepared in 100%EtOH from powder - Sigma Aldrich 
- C7698 - Final concentration 200µg/ml or ∼700µM) for 0, 5, 10, 15, 20, 25 or 30 minutes. 
Uninjected (UI) embryos were used as negative control.

At designated time point, embryos were placed in eppendorf tube and CHX mix was re-
moved from sample as much as possible. Deyolking buffer (Ginzburg Fish Ringer solution) 
was added 2µl per embryo. Yolk was disrupted by pipetting roughly 7 times. Embryos 
were pelleted by centrifugation for 1 min at 300g (Eppendorf - 5424 R) at 4°C. Super-
natant was removed and 500µl of wash buffer was added and pellet wash washed by gently 
inverting the tube 3 times. Samples were centrifuged again for 1 min at 300g at 4°C. Sec-
ond wash was done by repeating previous steps fallowing centrifugation. Supernatant was 
removed and 2µl/embryo of C+ buffer (150mM NaCl, 50mM Tris pH 8.0, 1% NP40, 0.5% 
Deoxycholate, 0.5mM DMSF, 1mM C2Cl2, 1mM MgCl2 and 0.1% SDS diluted in H2O 
supplemented with protease inhibitors) was added and contents were mixed by pipetting 
roughly 7 times. These samples were incubated on ice for ∼1 hour. They were then resus-
pended with 6x SDS sample buffer (3ml of 1M Tris pH 6.8, 6ml Glycerol, 1.2g SDS, 0.93g 
DTT and 6mg bromphenol blue made to 10ml with H2O). Samples were then incubated 
at 95°C for 5 mins and stores at -80°C.

62



For Western Blot analysis, 20µl of each sample was loaded on 10% Mini-PROTEAN TGX 
Precast Protein Gels (BIO-RAD - 4561035) and run in 1x TGS buffer (BIO-RAD - 161-
0772) using a 250V PowerPac HC (BIO-RAD - 1645052) for 1 hour at 50V and then at 
150V for another ∼1 hour. Transfer was done using High MW setting on Trans-Blot Turbo 
Transfer system (BIO-RAD - 1704150) on Midi Format 0.2 µm Nitrocellulose transfer 
pack (BIO-RAD - 1704159). The membrane was blocked in 5% milk (Sigma Aldrich 
- 70166) in PBST for one hour and then incubated in anti-GFP mouse antibody (Merck 
- 11814460001, 1:1000 in 5% milk-PBST) ON shaking at 4°C. On the following day, 
blots were washed 3x10 mins in PBST and incubated with anti-α-Tubulin mouse antibody 
(Sigma Aldrich - T9026 , 1:1000 in 5% milk-PBST) for 1 hour rocking at RT and then 
washed 3x10 mins with PBST. Blots were incubated with Anti-mouse IgG, HRP-linked 
Antibody (Cell Signalling - 7076, 1:10000 in 5% milk-PBST) for 1 hour rocking at RT. 
Blots were developed using SuperSignal West Dura (Thermo Fisher - 34075) following 
manufacturer guidelines for 1 minute and were imaged using ChemiDoc XRS+ System 
(BIO-RAD - 1708265).

Data were exported using ImageLab software and quantification was done using the Mea-
surement tool in FIJI. Fitting non-linear regression and half-life calculations were done 
using GraphPad Prism 9.3.1.

2.12 CHX chase experiments in MCF7 cells

This experiment was designed in collaboration with Dr Elli Marinopoulou. Cell cul-
ture, imaging and cell tracking was performed by Dr Elli Marinopoulou. Data process-
ing and analysis was performed predominately by myself with assistance from Dr Elli 
Marinopoulou and Dr Anzy Miller.

Human breast cancer MCF-7 cells were transfected with Lipofectamine 3000 (Invitro-
gen, L3000001) according to manufacturers instructions. 25K-35K cells were plated in 
one quarter of a 4-quarter glass bottom dish (Greiner, 627870 ) in DMEM media (Sigma 
Aldrich, D6429) supplemented with 10% fetal bovine serum (Gibco, 10270106). When 
cells reached 60-70% confluency (often after 24h) they were transfected with 500ng HV 
or HVP plasmid. 2-3days post transfection cells were treated with 5µg cycloheximide 
(Sigma-Aldrich, C4859) or DMSO (Sigma, D8418) and imaged straight after on Inverted 
LSM 880 Airy/FCS Multiphoton (NLO) microscope Plan-Apochromat 20x/0.8 M27 ob-
jective lens every 17 minutes using tile scanning for about 22 hours. Due to uncertaninty 
on how long CHX remains active, only the first 10 hours were analysed. Two separate 
detectors were used for high and low Venus levels.

Maximum intensity projections of all images were generated using FIJI and data was ran-
domised by myself. Blind cell tracking on the randomised data was performed by Dr 
Marinopoulou in Imaris 9.3.1 using Spots tool with spot diameter of 11.9 µm. Venus in-
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tensity mean from spots was extracted. If signal was saturated with detector at high levels, 
the mean intensity from the second detector was used.

The nonlinear regression analysis and half-life calculations were done in GraphPad Prism 
9.3.1. Factor 2 polynomial fitting that was used to determine the trend in DMSO data 
and detrend DMSO and CHX data in R-4.1.3, where the trend-line was fitted with geom-
smooth function and equation observed with Miscellaneous Extensions to ggplot2 3.3.5 
(ggpmisc) package. A function was created based on the equation for DMSO trend-line 
which generated line values used to normalise the raw data by division.

2.13 Time-lapse imaging of live zebrafish embryos 

Fast AiryScan microscopy allowed the desired balance between high signal to noise ratio 
and low laser power, resulting in high quality imaging with single cell resolution without 
extensive photobleaching over time.

All live imaging was done on the Zeiss Upright LSM880 Airyscan microscope in Fast 
Airyscan mode using a W Plan-Apochromat 20x/1.0 DIC (UV) VIS-IR M27 75mm lens. 
Embryos were mounted 1 hour prior to start of imaging in a 50mm glass bottom dish 
(MatTek Corporation, P50G-1.5-14-F) face-up for a transverse view in 1% LM agarose 
with MS222 (final concentration 160ng/ml). After allowing the agarose to set for 1 hour at 
RT, the dish was filled with embryo water supplemented with MS222 (final concentration 
160ng/ml) and PTU (0.045% stock- Sigma Aldrich P7629). The chamber was maintained 
at 28°C and to prevent evaporation and changes in salt concentration, the water in the 
imaging dish was refreshed using a peristalsis pump (Harvard Apparatus 72-0001). The 
following lasers and fluorophore pairs were used for imaging: 514nm (between 6-13% 
for Venus), 458 (between 6-10% for mKeima) and 561 (between 2-10% for mRFP). It is 
important to note that the laser power in Fast Airyscan mode is equivalent to 10x of the 
power of the same laser in Laser scanning microscopy (LSM) mode (i.e. 10% in Fast 
mode=1% in LSM). Each channel was set up as a separate track and tracks was changed 
after every full Z-stack. Between 80-86 slices (0.47-0.54µm) were imaged (38.88-43.45µm 
total depth). For time-lapse imaging, timepoints were captured every 6 minutes for 6-12 
hours. Line averaging was set at 4 and pixel dwell time was 0.54µs. The Airyscan files 
were processed using the automatic Airyscan processing provided on ZEN black.

2.14 Snapshot cell population live imaging analysis

This was done by utilising the Spots tool on Imaris 9.3.1 to automatically cells in the 
domain of interest based on the nuclear marker H2B-Keima. The automated detection 
was checked manually. Both Her6-Venus and H2B-Keima mean fluorescence intensity 
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Figure 2.1: Example of mixed effect analysis.

were extracted from these cells from selected time points, starting from the first frame of 
imaging and continuing at 2 hour intervals until the end of imaging.

The resulting data was processed using R-4.1.3. Main R packages used were readr 2.1.2, 
tibble 3.1.6, dplyr 1.0.8, tidyr 1.2.0, ggplot2 3.3.5 and tidyverse 1.3.1. All statistical anal-
ysis was done using GraphPad Prism Version 9.3.1.

For analysing data variability, multiple mixed-effects analyses were conducted (Fig 5.6). 
Mixed effect analysis is equivalent to 2way ANOVA when the replicates have varying 
lengths. In this case, different HV and HVP pairs were imaged for 6, 8 and 10 hours and 
they vary in length in time. These statistics were reported in Chapter 5 (Fig 5.6,C&D). As 
an example, for comparing Venus and Keima Coefficient of Variation (CV) in all cells in 
HV (Fig 5.6,C), data was input as shown in figure 2.1,A where the “Fluorophore” is the 
column factor and “Time” is the row factor. Next, with Mixed-effect analysis, the global 
effect of “Fluorophore” and “Time” to variability in CV values was examined showing 
that both contribute to the variation in CV values but Fluorophore contributes more (Fig 
2.1,B). Venus and Keima CVs were also compared in each timepoint but these are not 
reported (Fig 2.1,C).
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2.15 Single cell tracking and analysis

Imaris 9.3.1 was used for cell tracking. First, using the Imaris arithmetic tool, the mKeima 
signal (nuclear marker) was subtracted from the mRFP signal (membrane marker) to re-
move noise. The resulting channel was then subtracted from the Venus signal to segment 
it into distinguishable nuclei. We then used the ‘Spots’ (5µm in XY and Z diameter) and 
‘Track over time’ functions to curate tracks of individual cells over time using a combina-
tion of automatic and manual tracking. In cases that automatic tracking was used, all final 
tracks were manually checked. We also generated background tracks to measure random 
fluctuations in fluorescence.

Firstly, in order to correct for any fluctuations in Her6-Venus that were caused by global 
changes in transcription and translation or technical issues during image acquisition, we 
normalised Her6-Venus to the H2B-mKeima signal. Secondly, since as described by 
Phillips et al. (2017) the analysis pipeline is most accurate in detecting oscillators in ab-
sence of long-term trends, we detrended the Her6-Venus and H2B-Keima from long-term 
trends over 4.5 hours (Lengthscale 4.5 hours) (Fig 2.2,A).

Peaks and troughs in the tracks were identified using Hilbert transform on detrended data 
(Fig 2.2,B, Bottom). Then, this information about the position of peaks and troughs was 
used to calculate fold-change (peak/trough) in the raw data (Fig 2.2,B, Top).

For dynamic analysis, we used a version of the method developed by Phillips et al. (2017) 
that has been adjusted for in vivo data from Zebrafish Soto et al. (2020). In summary, 
this method uses a basic model for gene expression combined with Locked nucleic acid 
inhibitor (LNAi) that approximates the dynamics as Gaussian processes. By adjusting the 
covariance function which is one of the defining factors in a Gaussian process model, the 
LNA can provide two theoretical models that correspond to either: 1- random aperiodic 
fluctuations (OU) or 2- intrinsically noisy oscillations (OUosc). During analysis, first the 
experimental time series data is fitted to both models separately and the probability of 
the data under each model is computed. The same is done for background tracks that are 
specified to the model to provide a measure of error in the raw fluorescence data that are 
caused by random fluorescent fluctuations. The confidence in the data being oscillatory is 
expressed as a Log likelihood ratio (LLR) of the probability of the data under the oscil-
latory model over the non-oscillatory model. To select the LLR threshold for classifying 
oscillators and controlling the False discovery rate (FDR), a set of synthetic data is gen-
erated from the OU model and its LLR score is calculated. By comparing the LLR score 
from the non-oscillatory synthetic data with LLR from the experimental data, we selected 
the LLR threshold suitable for our data with the stringent FDR of 1% (i.e. of 100 oscilla-
tors identified, 1 will be false positive). The results were also manually screened and short 
and duplicated tracks (due to cell division) were excluded from the data.

All track data were exported from Imaris 9.3.1. To connect dividing tracks, the data was 
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Figure 2.2: Example of mixed effect analysis.

processed with the Track Reconstruction (tRecs) Python script by Dr Thomas Minching-
ton. The code is publicly available on github (2020). The intensity mean data from tRecs 
output was processed using R-4.1.3. Main R packages used were readr 2.1.2, tibble 3.1.6, 
dplyr 1.0.8, tidyr 1.2.0, ggplot2 3.3.5 and tidyverse 1.3.1. All statistical analysis was done 
using GraphPad Prism Version 9.3.1.

2.16 Telencephalon dissection and RNA extraction

Petri dish was coated with 1% agarose in embryo water and once set, punctured with tip 
of a 10µl pipette tip to generate small holes. 24 or 48hpf embryos were anaesthetised with 
MS222 and placed stabilised in the small holes generated on the agarose plate. Embryos 
were visualised with intermediate contrast with stereo microscope and the telencephalon 
was dissected using a Gastromaster microdissection machine at the highest settings. The 
removed tissue was transferred using a 10µl pipette with low-melting (LM) agarose coated 
tip to prevent the tissue sticking to the plastic. Dissected tissue was directly transferred to 
either 5µl of Trizol and then snap frozen on dry ice or to 500µl of Trizol incubated on ice. 
20 dissected telencephalons were pooled in each sample.

For RNA extraction, tissues were dissociated by pippetting. 100µl of chloroform was 
added to each sample and they were incubated at room temperature (RT) for 5 mins. Sam-
ples were centrifuged for 15 mins at full speed (21000xg) and supernatant was transferred 
to fresh tube. 0.5µl of Glycoblue (Invitrogen, AM9515) was added to facilitate RNA pre-
cipitation and colour the pellet along with 250µl of Isoproponol. Samples were incubated 
at -20 ON. The following day, they were centrifuged at top speed (21000xg) for 1 hour and 
supernatant was removed. Pellette was washed with 500µl of 70% EtOH and centrifuged 
for 5 mins at full speed (21000xg). Pallets were air dried for ∼5 mins at RT and resus-
pended in 7-10 µl of RNAse free water (Invitrogen, AM9932). RNA concentration was 
measured using Nanodrop.
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2.17 Quantitative PCR

To remove any potential DNA contamination, RNA samples were treated with RQ1 RNase-
Free DNase (Promega, M6101) system according to manufacturer protocol. cDNA was 
generated using SuperScript III Reverse Transcriptase kit (Invitrogen, 18080-044). In 
summary, between 350 ng of RNA was mixed with 1µl (50pmol) of Random Hexam-
ers (Invitrogen, N8080127), 1µl of dNTPs (10mM) and made up to 13 µl with RNAse free 
water. The mix was incubated at 65°C for 5 mins followed by 1-2min incubation on ice. 
Then 4µl of First strand buffer, 1µl of0.1M DTT, 1µl RNasin Plus Ribonuclease Inhibitor 
and 1µl (Promega, N2611) SuperScript III RT were added. Reactions were incubated at 
25C for 5 mins and then at 50C for 60 mins. Finally, reaction was inactivated by 15min 
incubation at 70C.

For qPCR reaction, the probes shown in table 2.5 were used with TaqMan Universal PCR 
Master Mix (Applied Biosystem, 4305719) or TaqMan Fast Advanced Master Mix (Ap-
plied Biosystems,4444964) were used according to manufacturer protocol. 5ng of cDNA 
was used in each 5µl reactions and each sample was run with 2 technical repeats. qPCR 
was carried out using a 96-well StepOnePlus Real-Time PCR System with quantitation 
(comparative CT) and TaqMan experimental setup either as a standard run when using 
TaqMan Universal PCR Master Mix or fast run for TaqMan Fast Advanced Master Mix.

Table 2.5: List of TaqMan qPCR Probes
Gene Symbol Thermo Fisher Assay ID

actin, beta 1 actb1 Dr03432610_m1
achaete-scute family bHLH transcription factor 1a ascl1a Dr03093273_g1
cyclin-dependent kinase inhibitor 1Bb cdkn1bb (p27) Dr03101118_m1
distal-less homeobox 5a dlx5a Dr03150313_m1
ELAV like neuron-specific RNA binding protein 3 elavl3 Dr03131531_m1
empty spiracles homeobox 3 emx3 Dr03086733_m1
forkhead box G1a foxg1a Dr03200829_s1
glutamate decarboxylase 1b gad1b Dr03080468_m1
glutamate decarboxylase 2 gad2 Dr03141402_g1
hairy-related 6 her6 Dr03176397_s1
neurogenin 1 neurog 1 (ngn1) Dr03432616_g1
solute carrier family 17 member 6b slc17a6b (vglut2a) Dr03194447_s1
T-box brain transcription factor 1b tbr1b Dr03436735_m1
transmembrane protein 50A tmem50a Dr03108070_m1

CT values were analysed as follows: The technical repeats for each sample were checked 
to ensure there are no differences larger than 1 unit. The technical repeats were averaged 
for each gene with each sample. Based on report from Xu et al. (2016), classic house-
keeping genes are not suitable for qPCR experiments in zebrafish. I selected Actinb1 as a 
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highly expressed classical control and Tmem50a which was one of the top recommended 
housekeeping genes for comparing zebrafish developmental stages according to Xu et al.
(2016). The CT values for both housekeeping genes in each sample were averaged to give 
housekeeping CT. δCT was calculated by subtraction of houskeeping CT from the CT 
value of each gene of interest. δδCT was calculated as 2CT.

All calculations were done on Excel and statistical tests were performed with GraphPad 
Prism 9.3.1.

2.18 Analysis of neighbouring cells

This analysis was performed by Dr Veronica Biga and the statistical analysis was done by 
myself.

The 3D coordinates of each detected nucleus in the cell population snapshot of selected 
timepoints were used to measure the inter-nuclear distance at approximately 2.3µm with 
no differences between HV (2.314 ±0.1326µm) and HVP (2.343 ±0.1388 µm). The closes 
neighbour to each each nucleus was identified based on minimal 3D Euclidean distance and 
the intensity levels of Venus and Keima were stored in paired datasets. In these datasets, 
the intensity on the x-axis showed the luorescence intensity in a selected nucelus while 
intensity on the y-axis was mean of fluorescence in its nearest neighbour. These datasets 
are referred to as cell-cell intensity distributions. Some signal variability was associated 
with Z depth due to imaging artefacts or other uncharacterised expression gradients. To 
circumvent their effect on the analysis, ratiometric analysis was performed where the ratio 
between mean fluorescence of each selected nucleus was calculated in relation to its nearest 
neighbour in each embryo. These were refered to as cell-cell intensity ratios.

Processing was done in MATLAB and all statistical analysis were performed using Graph-
Pad Prism Version 9.3.1.

2.19 Mathematical modelling

All mathematical modelling was done by Joshua Hawley, a doctoral candidate in Quanti-
tative and Biophysical Biology. This methods section has been written by Joshua Hawley
and edited by myself.
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Model 1: Uncoupled cells with no protein auto-regulation

One of the simplest models that describes protein dynamics within a single cell is described 
by the equation

𝑑𝑝
𝑑𝑡

= 𝛼 − 𝜇𝑝, (2.2)

where 𝑝 is the abundance of protein as a function of time 𝑡, 𝛼 is protein synthesis rate, and 
𝜇 is the protein degradation rate. Regardless of the initial protein abundance, this model 
describes protein dynamics that will always evolve to a single steady state solution where 
the change in protein over time is zero. To find this steady state value, the equation can be 
solved analytically by setting the rate of change to 𝑑𝑝

𝑑𝑡 = 0 in equation (2.2) and rearranging 
to get

𝑝∗ = 𝛼
𝜇

, (2.3)

where 𝑝∗ is the steady state protein abundance. The steady state value depends upon the 
ratio of the production rate and degradation rate. Mean expression for each cell will be 
determined by its production and degradation rates assuming each cell is at dynamic equi-
librium (i.e. has had time to reach the mean expression level). If the assumption is made 
that mean Her6 levels in individual cells follow the condition in (5.1), predictions can be 
made for how the distribution of protein expression would change as degradation rate 𝜇 is 
increased.

To produce a distribution of protein expression levels with this model, the levels from a 
population of n-cells would need a range of 𝛼

𝜇 values, which is written as where ⃗𝑝∗ is a 
vector containing the steady state values of all cells.

⃗𝑝∗ =
⎛⎜⎜⎜⎜⎜⎜
⎝

𝑝∗
1

𝑝∗
2

⋮
𝑝∗

𝑛

⎞⎟⎟⎟⎟⎟⎟
⎠

=
⎛⎜⎜⎜⎜⎜⎜
⎝

𝛼1/𝜇1

𝛼2/𝜇2

⋮
𝛼𝑛/𝜇𝑛

⎞⎟⎟⎟⎟⎟⎟
⎠

, (2.4)

It could be the case that 𝜇 is the same in every cell, and only 𝛼 varies across the population 
of cells, or vice versa, or that both 𝜇 and 𝛼 vary between cells. It is not important for this 
analysis to assume any one of the three cases, but instead it is the ratio 𝛼

𝜇 that matters. If 
it can be shown that the cell-cell concentration difference always decreases in this model, 
then it can be ruled out as a model that sufficiently describes the distinct distribution of 
HVP data.

A population of cells with a range of steady state values (2.4) was considered in which 
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the degradation rate is increased by the same amount in all cells. The condition under 
which cell-cell concentration will always decrease is when high expressing cells reduce 
their protein abundance by the same amount or more than any given lower expressing cell. 
To express this condition mathematically, given any two cells 𝑖 and 𝑗 where 𝑖 has the higher 
steady state protein abundance

𝑝∗
𝑖 (𝜇) > 𝑝∗

𝑗(𝜇), (2.5)

then when 𝜇 is increased, cell 𝑖 must have a larger negative change or reduction in abun-
dance than cell 𝑗

𝑑𝑝∗
𝑖 (𝜇)
𝑑𝜇

≤
𝑑𝑝∗

𝑗(𝜇)
𝑑𝜇

. (2.6)

In the case of this simple model, condition (2.6) holds for any two steady state concentra-
tions, because the steady state decreases faster for high steady state values than low steady 
state values, as can be seen by the exponentially decreasing curve in Figure 5.8,B (purple 
line). The gradient of this line which is given by

𝑑𝑝∗(𝜇)
𝑑𝜇

= − 𝛼
𝜇2 , (2.7)

Model 2: Uncoupled cells with auto-inhibition

A well-established negative feedback loop model developed for Hes1 by Monk Monk
(2003) is used here, but is reduced to only include protein abundance in order for easier 
analysis (shown in Figure 5.8D). The negative feedback is implemented by taking equa-
tion (2.2) and multiplying the translation rate 𝛼 by an inhibitory Hill function to give the 
equation

𝑑𝑝
𝑑𝑡

= 𝛼 1
1 + ( 𝑝

𝑝0
)𝑛 − 𝜇𝑝, (2.8)

where 𝑝0 is the repression threshold, which defines the level of protein abundance at which 
the production rate will be 50% maximum. 𝑛 is the Hill coefficient which defines the 
non-linearity of the transition from non-repressing to repressing the Hill function. High 
𝑛-values provide sharper, more switch like transitions, and is often associated with protein 
cooperatively though this interpretation is context dependent Weiss (1997). It was assumed 
that like other bHLH factors, Her6 has to form dimers to be functional (Kageyama et al., 
2007). Hence a Hill coefficient of 2 is a reasonable value (Santillán, 2008) assuming 
there is no additional regulation to Her6 transcription inhibition. The Hill function has a 
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value of 1 when there is no protein expressed and tends towards 0 with increasing protein 
expression, with the largest change occurring when protein abundance is equal to the 𝑝0-
value.

If the value of 𝑛 = 1 is used in this model, then an analytical solution can be obtained, and 
this is found to only produce reduced cell-cell concentration differences with increased 
degradation. Analytic solutions for higher values of 𝑛 are less straightforward, and so 
these are explored numerically. A range of 𝑝0 versus 𝜇

𝛼 , with 𝑛 = 2 and 𝑛 = 8 was 
explored. It is important to note that the Hill coefficient value being as high as 𝑛 = 8 is 
extremely unlikely due to the high level of non-linearity produced by a relatively simple 
interaction Weiss (1997).

Model 3: Coupled 2-cell model with auto-inhibition

Here we implement a final layer of complexity into the modelling, which couples Her6 
dynamics between 2 cells via lateral inhibition representative of Notch-Delta interactions. 
The lateral inhibition model used is adapted from Biga et al. (2021) and additionally to 
Model 2, includes time-delays, mRNA abundance, and lateral inhibition

𝑑𝑚𝑖(𝑡)
𝑑𝑡

= 𝛼𝑚𝐻𝑎𝑢𝑡𝑜(𝑝𝑖(𝑡 − 𝜏𝑎𝑢𝑡𝑜))𝐻𝐿𝐼(𝑝𝑖(𝑡 − 𝜏𝐿𝐼)) − 𝜇𝑚𝑚𝑖(𝑡), (2.9)

𝑑𝑝𝑖(𝑡)
𝑑𝑡

= 𝛼𝑝𝑚𝑖(𝑡) − 𝜇𝑝𝑝𝑖(𝑡), (2.10)

where 𝑚𝑖(𝑡) and 𝑝𝑖(𝑡) are the mRNA and protein abundance in cell 𝑖 (as this is a two 
cell model, 𝑖 = 1, 2). 𝐻𝑎𝑢𝑡𝑜 and 𝐻𝐿𝐼 are the autoinhibition, and lateral inhibition Hill 
functions which in full are 

𝐻𝑎𝑢𝑡𝑜(𝑝𝑖(𝑡 − 𝜏𝑎𝑢𝑡𝑜)) = 1

1 + (𝑝𝑖(𝑡 − 𝜏𝑎𝑢𝑡𝑜)/𝑃0,𝑎𝑢𝑡𝑜)
𝑛𝑎𝑢𝑡𝑜

, (2.11)

𝐻𝐿𝐼(𝑝𝑖(𝑡 − 𝜏𝐿𝐼)) = 1

1 + (𝑝𝑖(𝑡 − 𝜏𝐿𝐼)/𝑃0,𝐿𝐼)
𝑛𝐿𝐼

. (2.12)

All parameters are defined in Table 1.

In a 2-cell model, if steady state values can be found for cell 1 and 2, then the cell-cell 
concentration difference at a given degradation rate is given by Δ𝑝∗(𝜇) = |𝑝∗

1(𝜇)−𝑝∗
2(𝜇)|. 

Furthermore, if the degradation rate is increased by multiplying by a factor 𝑑𝑓 > 1 then 
the difference between these two model outputs gives an error that indicates by how much 
the cell-cell concentration difference has changed

𝑒𝑟𝑟𝑜𝑟 = Δ𝑝∗(𝑑𝑓𝜇) − Δ𝑝∗(𝜇). (2.13)
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Table 2.6: Model parameter values used Biga et al. (2021)
Symbol Range explored Biological definition

𝑎𝑚 0.1-40 min-1 Transcription rate
𝑎𝑝 1-40 min-1 Translation rate
𝑢𝑚 𝑙𝑛(2)/(2 − 30) min-1 mRNA degradation rate
𝑢𝑝 𝑙𝑛(2)/(2 − 20) min-1 Protein degradation rate
𝑃0,𝑎𝑢𝑡𝑜 100-25,000 proteins HES5 autoinhibition repression threshold
𝑃0,𝐿𝐼 1-25,000 proteins LI coupling repression threshold
𝑛𝑎𝑢𝑡𝑜 1-3 HES5 autoinhibition Hill coefficient
𝑛𝐿𝐼 1-4 Lateral inhibition Hill coefficient
𝜏𝑎𝑢𝑡𝑜 0-20 mins HES5 self-repression time delay
𝜏𝐿𝐼 0-40 mins Lateral inhibition time delay

To obtain this error by simulation, the model has to be run with the same parameter set 
twice, the first run with 𝜇, and the second run with an increased degradation rate 𝑑𝑓𝜇. 
Therefore, larger error values indicate that increased degradation rate has caused a larger 
increase in cell-cell concentration difference.

The MATLAB pattern search method is used as an efficient optimiser approach for its 
ability to explore non-smooth error spaces. Pattern search starts from a given point in 
parameter space, and then reads the output error from the model and subsequently tries 
to maximise the error value by moving to close-by parameter values with larger error, 
repeating the process until the error change is sufficiently low. The error used for this 
implementation of the optimiser is that in (5.2). Each run of pattern search returns one 
parameter set that it has found to have the maximum error. However it is unlikely that the 
optimiser will reach the same point in parameter space if started from a different initial 
parameter set. Therefore to map a wide region of parameter space, the pattern search 
algorithm is run many times from random initial points. The pattern search was not always 
be able to find large positive error values or produced highly oscillatory outputs, and so 
the outputs were filtered to only include 𝑒𝑟𝑟𝑜𝑟 > 1000 and 𝑐𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒 < 0.3 (coherence 
measured in the same way as described in Phillips et al. (2016)).

73



Chapter 3

Characterisation of Her6 expression 

dynamics in the embryonic zebrafish 

telencephalon
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3.1 Background

The telencephalon is the most complex structure of the vertebrate Central nervous sys-
tem (CNS). By forming connections with many other neural structures like thalamus, hy-
pothalamus, olfactory epithelium and the brain stem, it processes sensory input and ulti-
mately mediates behavioural response (Wilson, Rubenstein, 2000). Hes1 expression and 
HES1 protein oscillations are present in the developing mouse telencephalon where they 
are thought to maintain Neural progenitor cells (NPCs) (Shimojo et al., 2008; Imayoshi 
et al., 2013; Ochi et al., 2020).

The recent work by Biga et al. (2021) on a closely related protein, HES5, highlighted 
that the emergent tissue level pattern of HES5 expression mediated by Notch signalling is 
important in the pattern of neurogenesis in the mouse spinal cord. Like HES5, HES1 is a 
downstream target of Notch signalling (Ohtsuka et al., 1999) and the Notch/HES network 
mediates a dynamic interaction between telencephalic NPCs through oscillations of the 
Notch ligand, Delta-like 1 (Dll1) (Shimojo et al., 2016). However, despite the knowledge 
of this dynamic intercellular connection between telencephalic NPCs, no previous work 
has addressed the single cell and collective expression behaviour of HES1 in telencephalic 
progenitors in an in vivo tissue context. This, in part, could be attributed to the challenges 
associated with in vivo studies in mammalian embryos.

Zebrafish is an optically superior model for studying the behaviour of a dynamic protein 
in single cells and at tissue-level with single cell resolution. One zebrafish orthologue 
of Hes1 is her6 which is widely expressed during embryonic development including in 
the developing telencephalon (Thisse et al., 2001). The known function of her6 in this do-
main is to negatively regulate the proneural gene Neurogenin 1 (Ngn1). This was shown by 
her6 over-expression which suppressed ngn1 expression in Wild type (WT) telencephalon 
(Yoshizawa et al., 2011). Furthermore, Knock-down (KD) of dmrta2 which is a proposed 
inhibitor of her6, led to the expansion of her6 expression domain to the dorsal telen-
cephalon and the inhibition of ngn1 in this region (Yoshizawa et al., 2011) which gives 
rise to glutamatergic neurons later in development (Viktorin et al., 2009).

To the best of my knowledge, the work of Yoshizawa et al. (2011) which focuses on early 
telencephalon development between 14-19 Hours post fertilisation (hpf), is the only report 
to address the role of her6 in this brain region. Hence, the studies of her6 in the telen-
cephalon are limited to its mRNA and predominantly consist of the descriptive analysis of 
its expression domain. As a result, unlike its mammalian counterpart, the role of her6 as 
a progenitor regulator as well as the dynamics of its protein remain to be explored.

The expression pattern of her6 had been previously described (Thisse et al., 2001). But to 
begin to better understand its role as a progenitor regulator, I first examined her6 expres-
sion relative to elavl3, an early marker of post-mitotic neurons (Kim et al., 1996). Further-
more, I examined the expression domain of her6 in relation to ngn1 and ascl1a, dorsal and 
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ventral telencephalon fate determination markers, respectively (Allende, Weinberg, 1994; 
Miyake et al., 2017). It is important to note that by fate determination, I refer to when 
cells commit to a particular neuronal fate but prior to mitotic exit. This is based on the 
neurogenesis trajectory in embryonic thalamus (part of the diencephalon in the forebrain) 
proposed by Schmidt et al. (2013).

For assessing Her6 expression dynamics, I aimed to utilise the Her6-Venus (HV) CRISPR 
Knock-in (KI) line developed by Soto et al. (2020). In this zebrafish line, the coding 
sequence for the Venus fluorophore was inserted in frame with the endogenous her6 to give 
rise to a fusion protein that allows detection of Her6 expression with single cell resolution. 
Soto et al. (2020) had characterised the genomic structure of the KI locus at the 5’ end of 
the cassette to show in frame incorporation of Venus. However, the incorporation of the 
KI cassette at its 3’ end was not characterised in detail. Hence, further characterisation of 
the KI locus and the expression of the HV fusion protein in the telencephalon was carried 
out to determine its suitability for studying Her6 expression dynamics in this tissue. In 
short, this chapter addresses the following aims:

1. To characterise her6 expression in the telencephalon in relation to early post-mitotic 
marker elavl3 as well as dorsal (ngn1) and ventral (ascl1) commitment genes;

2. To further characterise the HV KI locus predominantly focusing on the 3’ end of the 
KI cassette;

3. Utilise the HV KI to describe Her6 dynamics in the telencephalon using in vivo imag-
ing with single cell resolution.

3.2 Results

3.2.1 her6 expression in the developing telencephalon relative to early neuronal marker 

and telencephalic sub-regions

As the first step in appreciating her6 as a regulator of neural progenitor in the telen-
cephalon, I wanted to investigate its endogenous expression. Since there are no suitable 
antibodies against endogenous Her6 protein, I characterised the expression pattern of its 
mRNA relative to the mRNA of early marker of post-mitotic neurons, elavl3 (Kim et al., 
1996) using Fluorescent in-situ hybridisation (FISH) in Wild type (WT) embryos. Em-
bryos were imaged using a 10x objective lens in lateral position. The choice of orientation 
was to highlight the expression of these mRNAs across the anterior-posterior axis of the 
developing CNS.

As seen in Fig 3.1, her6 was expressed in the anterior neural plate/presumptive forebrain 
as early as 11 Hours post fertilisation (hpf), prior to a clear physical separation between the 
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Figure 3.1: Characterising the progression of her6 expression in the telencaphalon using FISH. Cap-
tion on the following page →
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Figure 3.1: Characterising the progression of her6 expression in the telencephalon using FISH. All images 
are displayed with rostral on the right and caudal on the left. All are maximum intensity projections of 
Z-stacks. (A) In 11 Hours post fertilisation (hpf) embryo the her6 was expressed in presumptive forebrain 
where there was little to no elavl3 expression. There was no morphological separation between D and T. (B)
At 13hpf, D and T started to separate and her6 was expressed in both. No elavl3 expression was present in 
D or T but started to appear in more caudal regions (arrow). (C) At 17hpf, D and T had separated fully and 
her6 continued to be expressed in both. elavl3 started to appear at this stage in T (arrow) and strengthened 
in the more caudal regions. (D) By 22hpf, her6 domain in T had reduced and was localised to the rostral 
tip (thin arrow) while elavl3 expression strengthened in T but excluded the her6 expression domain (arrow).
(E) At 25hpf, her6 in T was localised to the rostral tip (thin arrow) similar to 22hpf while elavl3 was still 
strongly expressed in T. (F) By 30hpf, her6 expression domain in T was very small (thin arrow) but still 
not overlapping with elavl3 (arrow). F: Forebrain, D: Diencephalon, T: Telencephalon, M: Midbrain, H: 
Hindbrain. Scalebar = 100 µm.

telencephalon and the diencephalon. At this stage, no elavl3 expression was detected (Fig 
3.1,A). By 13hpf, her6 was strongly expressed in the now distinct telencephalon and dien-
cephalon (Fig 3.1,B). At this stage, elavl3 expression was detected in caudal regions of the 
developing CNS but not in the forebrain (Fig 3.1,B, arrow) demonstrating that neural dif-
ferentiation had commenced caudally. her6 expression in the telencephalon continued at 
17hpf when the onset of elavl3 expression was also detected (Fig 3.1,C, arrow). By 22hpf, 
as elavl3 expression strengthened, her6 expression domain started to reduce in size and 
localise towards the ventral telencephalon (Fig 3.1 D, thin arrow). elavl3 expression did 
not overlap with her6 (Fig 3.1,D, arrow). At 30hpf, the expression of elavl3 in the telen-
cephalon appeared to be reduced which was consistent with its role as an early neuronal 
marker and therefore, transient nature. The her6 domain persisted up to at least 30hpf, 
however it remained small (Fig 3.1,F, thin arrow) and mutually exclusive from elavl3 (Fig 
3.1 F, arrow). The lack of overlap between her6 was also observed at a single cell level 
(Appendix 8.1). This suggested that cells downregulated her6 prior to expressing elavl3.

Next, I sought to define the expression domain of endogenous her6 with respect to the dor-
sal and ventral sub-divisions of the telencephalon (pallium and sub-pallium, respectively). 
Similar to before, due to lack of suitable antibody for labeling endogenous Her6 protein, 
I looked at the expression of mRNA. To this end, I performed FISH on 20, 24 and 28hpf 
embryos against her6 combined with ngn1 or ascl1 which are the dorsal and ventral fate 
determination markers, respectively. The observations in all stages examined were similar, 
hence only 24hpf is shown.

The her6 expression domain was placed anterior to the ascl1 expression domain (Fig 
3.2,A). In relation to the ngn1 expression domain, her6 was expressed ventrally. Due 
to the expression of her6 mRNA in front of or anterior to ascl1, I determined the lateral 
orientation is best to display the spatial relationship between the expression of these mR-
NAs. No marked overlap between her6 expression domain with either ascl1 of ngn1 was 
observed. This led to a basic model of telencephalon organisation including her6 which is 
presented in figure 3.2,C. Based on this data, her6 which was focused ventrally, was likely 
to be downregulated even prior to fate determination. In short, the data in this section 
suggested that her6 may label early neural progenitors.
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Figure 3.2: her6 is expressed anterior to ascl1 and ventral to ngn1. All embryos are 24hpf and WT, 
images at lateral view, with anterior to the right and posterior is to the left. A & B show area boxed in 
the schematic. (A) Maximum intensity projection of z-stacks. her6 is expressed anterior or in front of the 
ventral region of the ascl1 domain. (B) Maximum intensity projection of z-stacks. her6 is expressed ventral 
to the ngn1 domain. Scalebars = 40µm. (C) Schematic diagram of the the placement of her6 expression 
domain relative to sub-divisions of the telencephalon. her6 is more closely associated with the sub-pallium 
(SP) as it is located ventrally. P: Pallium, SP: Sub-pallium

3.2.2 Characterisation of the HV KI line

With a better understanding of WT her6 expression in the telencephalon, I moved on to 
determine the suitability of the HV KI for studying Her6 dynamics. First I focused on a 
detailed characterisation of the KI locus. The original CRISPR design adapted from Soto 
et al. (2020) is shown in figure 3.3 (A, B and C). The endogenous her6 locus comprises 
4 exons. The Single-guide RNA (sgRNA) used for this CRISPR KI, targeted the fourth 
exon before the stop codon (Fig 3.3,A). Following a double-cut donor method (Zhang 
et al., 2018), binding sites for the same sgRNA were incorporated at extreme ends of the 
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homology arms in the donor plasmid to remove the backbone from the desired cassette 
upon injection into embryos (Fig 3.3,B). The KI cassette included exons 2 to 4 (minus 
the stop codon) connected to the coding sequence for Venus fluorescent protein at the 
C-terminus via a linker sequence (shown in purple). This cassette was expected to be 
incorporated in the endogenous locus in frame with the first exon following Homology 
directed repair (HDR) of the Left homology arm (LHA) and Right Homology arm (RHA) 
(Fig 3.3,C).

The characterisation done by Soto et al. (2020) confirmed that the 5’ end of the KI cassette 
(i.e. the LHA) has incorporated correctly and in-frame with the endogenous first exon (all 
5’ and 3’ directions are referring to the sense strand, from left to right). I used the primer 
combination they had used (primers 3-2; binding the genomic sequence before the LHA 
and the 5’ end of the RHA after Venus, respectively) for Polymerase chain reaction (PCR) 
in HV genomic extracts to verify correct 5’ incorporation of the LHA (Fig 3.3,D). This 
PCR resulted in a single band in presumptive Hom fish and a single smaller band in WT fish 
as expected. These bands at ∼2.8 and ∼1.9 Kilo-bases (kb) in HV KI and WT, respectively, 
were larger than the expected ∼1.9 and ∼1.2kb, which may be due to poor resolution of 
the DNA ladder. However, more importantly, the difference between HV KI and WT was 
∼700 Base pairs (bp), which corresponded to the length of Venus coding sequence. This 
PCR in the donor plasmid (+C) resulted in a very large band (>3kb), which was likely 
due to erroneous binding of the primers (Fig 3.3,E). The Hom amplicon was sequenced 
and aligned to the expected sequence of the KI. This is shown in figure 3.3,F, where the 
arrows demarcated with a pink box are the sequencing results of the Hom amplicon. At its 
5’ end, this fragment spanned the junction between the 3’ end of endogenous exon 1 and 
the 5’ end of the LHA, demonstrating correct incorporation of the 5’ end of the cassette 
(Fig 3.3,G). No aberrations were detected in the 3’ end of this amplicon, which aligned 
correctly at the junction between Venus and the RHA with the stop codon intact (marked 
by the black box in Fig 3.3,H).

HV embryos could be presumptively categorised as Heterozygous (Het) and Homozy-
gous (Hom) based on their Venus intensity (Fig 3.4,A). However, while optimising a more 
efficient PCR genotyping, indications of genomic aberrations were observed in the HV 
locus. Primers 1 and 2, which bind the 3’ end of the LHA and the 5’ end of the RHA 
respectively, were ideal for distinguishing between KI and WT. This pair was expected to 
amplify a 169bp fragment in WT genome and a 922bp fragment from the KI locus (Fig 
3.4,B). PCR with 1-2 primers was expected to provide a clear distinction between Het 
and Hom DNA (Fig 3.4,C). However, in both Het and Hom HV genomic extracts, two 
bands were amplified that resembled the WT and KI bands expected in Het (Fig 3.4,D). 
This outcome replicated what had been previously observed and was suspected to be the 
outcome of erroneous incorporation of parts of the donor backbone (Soto, Unpublished 
work). Therefore, I examined the 3’ end of the KI cassette which had not been previously 
done in detail.
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Figure 3.3: Her6-Venus knock-in CRISPR design and detection of abarrations in the resulting genome. 
Caption on the following page →
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Figure 3.3: (A) Structure of the endogenous her6 locus. sgRNA directed cleavage to the 3’ end of exon 4, 
before the stop codon. (B) Structure of the her6-Venus CRISPR donor which excluded exon 1. Binding sites 
for the sgRNA were incorporated at either end of the KI cassette. (C) Shows the expected outcome of correct 
incorporation of the KI cassette in frame with endogenous start codon and exon 1. (D) Schematic diagram 
showing binding site of primers 3 and 2. (E) Image of gel electrophoresis following PCR amplification with 
primer pair 3-2 resulting in one ∼2.8kb band in Hom (outlined with pink box), one ∼1.9kb band in WT 
and a >3kb band in +C, which were larger than expected values. (F) The Hom amplicon outlined in pink 
box was sequenced. It aligned with expected KI sequence. (G) Alignment of Hom amplicon (pink box) with 
expected KI sequence; it showed correct incorporation at 5’ end of LHA. (H) Alignment of Hom amplicon 
(pink box) with expected KI sequence showed that the stop codon (TAA) outlined in black box was intact at 
the end of Venus sequence.

For this, primers that bind the backbone sequence were utilised to check for amplification 
in genomic extracts from HV embryos (Fig 3.4,E). Pairing primer 4 which binds the 3’ 
end of the RHA, and primer 5 which binds the 3’ end of the NeoR/KanR gene, resulted in 
a ∼1.8kb amplicon from the KI genome. No WT sequences were amplified (Fig 3.4,F). 
The primer pair 6-7, both of which only bind to the donor backbone sequences, amplified 
a ∼1kb band in the Hom KI genomic extract while as before, no sequences were amplified 
from the WT DNA (Fig 3.4,G). These observations confirmed aberrant recombination at 
the 3’ end of the KI cassette, leading to donor incorporation after the RHA.

The next step was to determine how much of the backbone has been incorporated. For this, 
primer 8 (binding the 3’-most section of the backbone and just before the LHA in the donor 
plasmid) and primer 9 (binding endogenous DNA expected immediately after the RHA) 
were used (Fig 3.4,H). In theory, if the donor had simply linearised and been inserted in the 
genome, the 8-9 primer pair would result in an amplicon of ∼400bp. Unexpectedly, this 
PCR reaction amplified a fragment close to 3kb (Fig 3.4,I). The amplicon was sequenced 
and aligned to the donor sequence showing the presence of an additional LHA and RHA 
without Venus coding sequence (Fig 3.4,J).

Taking the previous findings into consideration, a new model for the structure of the HV 
locus was hypothesised (Fig 3.5,A). In this model, there was correct incorporation of the 
LHA after the endogenous exon 1, which resulted in successful insertion of Venus in frame 
with the endogenous start codon. The stop codon at the end of Venus remained intact 
followed by the RHA. I estimate that a ∼6kb stretch of DNA including the whole donor 
backbone and duplicated LHA-RHA have been also incorporated in the genome. Since the 
duplicated LHA-RHA recapitulated most parts of the WT her6, it explained the outcome 
of PCR with primers 1 and 2 (Fig 3.4, C&D). In fact, the 8-9 amplicon sequence (Fig 
3.4,H-J) aligned perfectly with WT her6 genomic sequence (Fig 3.5,B). This included the 
WT TAG stop codon between the two arms (marked with black box in Fig 3.5,C). The 
presence of the WT stop codon (TAG) suggested the reconstruction of parts of the WT 
her6 locus following the CRISPR reaction. To verify this model, I used primers 3-8-10 
that were expected to amplify one ∼0.5kb band in WT and one ∼0.7kb band in donor (+C) 
but both bands in Hom HV. As shown in figure 3.5,D, both expected bands were observed 
in HV Hom, providing further support for the proposed model.
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Figure 3.4: Step-wise PCR for characterising 5’ and 3’ ends of the homologous recombination. Caption 
on the following page →
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Figure 3.4: (A) Confocal images of single Z plane from 17-18hpf embryos in lateral view. Rostral is on the 
left and caudal on the right. Using consistent confocal parameters for detecting HV expression, embryos 
could be separated into Het (left) and Hom (right) according to Venus intensity. Scalebar = 100µm. (B)
Binding sites of primers 1 and 2 at the WT and KI her6 locus which should result in a 169bp amplicon in 
WT and a 922bp amplicon in HV KI. (C) Schematic diagram of gel electrophoresis showing the prediction of 
PCR genotyping of HV with 1-2 primer pair. This was predicted to produce 169bp band in WT and 922bp 
band in Hom and both bands in Het. (D) Image of gel electrophoresis following PCR amplification with 
primer pair 1-2 which resulted in 2 bands in Het and Hom (∼1kb and ∼0.2kb) but only one band in WT 
(∼0.2kb). Green and pink asterisks refer to the Het and Hom imaged embryos from (A), respectively. (E)
Schematic diagram of hypothetical KI locus structure where the donor backbone has inserted in the genome 
after the RHA. It also shows binding site of primers 4, 5, 6 and 7. (F) Image of gel electrophoresis using 
primers 4-5. This resulted in ∼2kb band in Hom and no bands in WT (G) Image of gel electrophoresis 
using primers 6-7 which resulted in ∼1.1kb band in Hom and no bands in WT. (H) On the left- schematic 
diagram of hypothetical KI locus structure where the donor backbone has inserted fully in the genome after 
the RHA and the gap between end of the donor with following genomic sequence. It also shows the binding 
site of primers 8 and 9. On the right - schematic diagram of the CRISPR donor and binding site of primer 
8. (I) Image of gel electrophoresis using primers 8-9 that resulted in a ∼2.9kb band in Hom (outlined with 
orange box) and Het and no bands in WT (J) The Hom amplicon from J was aligned to the donor sequence. 
This amplicon aligned with the LHA and RHA but not with Venus.

The confirmation of the genomic structure proposed in figure 3.5,A raised the concern 
that in case of transcriptional read-through, unwanted open reading frames (ORFs) may 
be translated from the duplicate LHA-RHA which contains all of her6 coding sequence 
excluding the first exon. I therefore checked the donor sequence for ORFs. As shown in 
figure 3.5,A, several ORFs were present in this sequence including those coding for an-
tibiotic resistance (NeoR/KanR and AmpR). However, all of these ORFs culminated in a 
stop codon. Therefore, in case of transcriptional read through, I do not expect any part of 
the duplicated LHA-RHA to be translated, making ectopic expression of her6 sequences 
extremely unlikely. Thus, the HV fusion protein is expected to be expressed in a manner 
that recapitulates WT her6, unhindered by the aberrant sequences that have been incor-
porated. This is summarised in figure 3.6 where in reality, only the expected and correct 
sequences for HV fusion protein are expressed.
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Figure 3.5: A new model for the genetic architecture of Her6-Venus locus in the HV KI line. (A) Schematic diagram of a proposed model for the structure of HV KI locus. In this 
model, the 5’ end of the KI cassette had recombined correctly. The donor backbone had been fully inserted at the 3’ end of the cassette, followed by duplicated WT LHA-RHA. It also 
shows the binding sites of primers 3, 8, 9 and 10 and the ORFs present in the donor sequence. (B) Sequence of 8-9 amplicon aligned with WT her6 sequence showing the presence 
of duplicate of WT LHA-RHA. (C) The duplicated LHA-RHA contained the WT TAG stop codon (outlined in black box) (D) Image of gel electrophoresis using primers 3-8-10 that 
resulted in a ∼0.7kb and a ∼0.5kb band in Hom, a ∼0.7kb band in +C and a ∼0.5kb band in WT as hypothesised.
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Figure 3.6: HV KI locus summary: Expectation versus reality. All structures are to scale except for the donor backbone which has been cut short in consideration of space. (A) The 
expected structure of the HV KI locus where the LHA-Venus-RHA are inserted in frame with Exon 1. The RHA is followed by genomic sequence. (B) The real structure of the HV KI 
locus where the correct expected sequence is present and expected to be expressed as such. The additional ∼6kb which include the donor backbone and Exons 2-4 are not expected to 
be expressed.
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Indeed, Soto et al. (2020) had shown that HV expression is a faithful reporter for en-
dogenous her6, both globally and specifically in the hindbrain. I further reaffirmed this 
finding focusing on the forebrain using FISH against endogenous her6 on 17hpf WT em-
bryos. To capture both the telencephalon (Te) and diencephalon (Di) where her6 mRNA 
is expressed, I chose the lateral orientation. Imaging her6 mRNA expression in both di-
encephalon and telencephalon as expected (Fig 3.7,B). The same expression pattern was 
seen at the protein level in a live HV embryo at a similar stage (Fig 3.7,C).

Next, I carried out FISH against her6 and Venus on a mixture of Hom and Het HV embryos. 
The signal to noise ratio of the staining with the Venus probe was poor, particularly in het-
erozygous embryos. I did not carry out any co-localisation quantification between her6
and Venus since the poor quality of Venus signal may have lead to low but misleading over-
lap levels. However, this data suggested that in both presumptive Hom and Het embryos, 
her6 and Venus are expressed in comparable domains in the telencephalon (Fig 3.7,D&E). 
Most importantly, expression domain of her6 was comparable between HV Hom, Het and 
WT demonstrating that the genomic aberrations resulting from the CRISPR process have 
not caused defected or ectopic her6 expression.

3.2.3 Analysis of cell population heterogeneity and single cell variability in HV over 

time suggests that Her6 is dynamically expressed in the telencephalon

Having confirmed the HV line as a faithful reporter of Her6, Venus (representing Her6) 
expression in the telencephalon was imaged in live HV Hom embryos along with injected 
markers Caax-RFP and H2B-Keima which labeled cell membranes and nuclei, respec-
tively. Time-courses ranged between 6-12 hours, starting from 19-20 hpf with 6 minute 
intervals. A total 4 embryos were imaged: Embryo 1 for 6 hours, embryo 2 for 8 hours, 
embryo 3 for 10 hours and embryo 4 for 12 hours.

To observe and quantify gene expression dynamics with single cell resolution, high quality 
imaging of maximum number of Her6 expressing cells was required. For this reason, I 
chose to conduct all live imaging at transversal orientation which enabled the observation 
of the almost the whole Her6 expression domain in both developing telencephalic lobes 
with limited interference from deep penetration into the tissue. This maximised both the 
number of cells imaged as well as the quality of imaging.

For a broad picture of the HV expression at the population level, snapshots at 2 hour inter-
vals from these time-courses were analysed. As seen in a transversal snapshot of the telen-
cephalon at 20hpf, the expression level of Venus varied from cell to cell and was heteroge-
neous in the domain of interest; this is outlined in the merge panel (Fig 3.8,A). To quantify 
this heterogeneity, telencephalic cell populations in embryos 1-3 were analysed. To this 
end, all nuclei (referred to as cells from hereon) were identified semi-automatically based 
on their H2B-Keima (referred to as Keima from hereon) fluorescence intensity (Chapter 
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Figure 3.7: The expression of Her6-Venus fusion protein recapitulates expression of endogenous her6.
(A) Schematic diagram of a 17hpf embryo in lateral view. (B) Maximum intensity projection image of 
FISH showing expression of her6 mRNA in WT 17hpf embryo in Te and Di. (C) Confocal image from a 
single Z-plane of a live 17hpf Hom HV KI embryo showing expression HV in both Di and Te. (D) FISH 
showing co-localised expression of her6 and Venus mRNA in the Te of Hom corresponding to the region 
outlined in C. (E) Maximum intensity projection image of FISH showing co-localised expression of her6
and Venus mRNA in the Te of Het corresponding to the region outlined in C. Scale bars: B=50µm, C=50µm, 
D&E=20µm. Di: Diencephalon, Te: Telencephalon

2,“Snapshot cell population live imaging analysis”). Both Keima and Venus fluorescence 
intensities were extracted and their Coefficient of Variation (CV) was calculated for each 
time point in each embryo. CV which is calculated as standard deviation divided by the 
mean is a measure of variation in the data irrespective of mean levels. As shown in fig-
ure 3.8,B, in all embryos analysed (n=3), Venus CV was higher than Keima CV which 
increased over time. These differences were examined statistically with Mixed-effects 
analysis. The difference between Venus and Keima CVs were statistically significant at 20 
(P=0.0138), 22 (P=0.0195), 24 (P=0.0028) and 26hpf (P=0.0281) but not at 28 (P=0.5540) 
and 30hpf (no P value was reported) which may be attributed to lower n numbers at these 
time points. At a global level, both developmental time (P=0.0442) and more so fluo-
rophore (P<0.0001) significantly contributed to the difference seen in CV measurements. 
In short, these observations confirmed higher population heterogeneity in Venus expres-
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Figure 3.8: Snapshot analysis of real-time imaging shows Venus expression in the telencephalon is 
heterogenous. (A) 3D reconstruction of Z-stacks showing transversal snapshot of the telencephalon in a 
20hpf Hom HV embryo injected with H2B-Keima and Caax-RFP mRNAs to label the nuclei and membranes 
respectively. The dotted outline in the Merge panel shows the visible boundaries of the telencephalon. 
Scalebars = 20µm. (B) Population CV calculated for all cells in selected time points (20-30hpf with 2 hour 
interval) from time-lapses of 3 embryos. CV of Venus expression was higher than Keima at all timepoint 
and this was statistically significant at 20 (*), 22 (*), 24 (**) and 26hpf (*). At a global level, both time 
(*) and more so fluorophore (****) significantly contributed to the variation in intensity CV. Mixed effect 
analysis, (ns): P > 0.05, (*): P ≤ 0.05, (**): P ≤ 0.01, (***): P ≤ 0.001, (****): P ≤ 0.0001

sion compared to Keima.

I next sought to determine if the population heterogeneity in Venus expression was a result 
fluctuations in its expression in single cells over time. For this, single cells were tracked 
over time and Venus and Keima variation from their mean expression was examined by 
calculating CV for each cell track (fig3.9,A). In all embryos analysed (n=4), single cell CV 
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Figure 3.9: Single cell tracking in real-time live imaging of embryos shows that Venus expression is 
dynamic at the single cell level. Each experiment corresponds to a single embryo. (A) Example traces 
of Venus and Keima expression in a single cell over time. The dotted line shows the intensity mean of the 
corresponding signal and double ended arrows show the variation from the mean used to calculate standard 
deviation and single cell CV. (B) Single cell CV calculated for Venus and Keima in all single cell traces 
from 4 individual embryos. In all experiments, Venus CV was significantly higher than Keima CV (****). 
Wilcoxon matched-pairs signed rank test, (ns): P > 0.05, (*): P ≤ 0.05, (**): P ≤ 0.01, (***): P ≤ 0.001, 
(****): P ≤ 0.0001. (C) Shows 3D reconstruction image from z-stacks from the area outlined in 3.9,A. 
Venus expression followed in a single cell over time. Time-points correspond to expression peaks (2.8h 
&6.7h) and troughs (1.3h, 5.5h&6.7h). Scalebars = 5µm, h = hours. (D) The single cell trace of Venus 
expression the cell followed in C. The dashed lines correspond to expression peaks and troughs as shown in 
C.

in Venus traces was significantly higher than Keima (Wilcoxon matched-pairs signed rank 
test, p<0.0001), demonstrating that Venus expression fluctuated more than Keima over 
time and hence was more dynamic (Fig 3.9,B). Indeed, Venus level fluctuations could 
be visualised in single cells (Fig 3.9,C, from the region outlined in figure 3.8,A). In the 
example presented in figure 3.9,C, Venus fluorescence intensity periodically peaked at 2.8 
and 6.7 hours after the start of imaging at 20hpf (Fig 3.9,C & D).
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3.2.4 Examination of oscillatory behaviour in single cell time traces

To explore the single cell time-series in a statistical and unbiased manner, a computational 
pipeline first developed by Phillips et al. (2017) and later adapted for zebrafish cell traces by 
Soto et al. (2020) was utilised. In summary, this pipeline normalises the Venus intensities 
to Keima to alleviate any global imaging artefacts and next, removes the long-term trend 
from the data (detrending). Then, it separates stochastic single cell traces into aperiodic or 
periodic expression (Chapter 2, “Single cell tracking and analysis”). Both Oscillatory (osc) 
and fluctuating but Non-oscillatory (non-osc) Venus (i.e. Her6) expression were identified 
in the developing telencephalon. As expected, Keima expression was often categorised as 
non-oscillatory as is the case in the example traces shown in figure 3.10,A. More quan-
titatively, between 5-77% of HV traces (Median = 24%) passed as oscillatory while only 
0-11% of Keima traces (Median = 5%) passed as oscillators. Even though Venus traces 
had a tendency for having more oscillators than Keima, the difference between proportion 
of oscillators between Venus and Keima traces was not statistically significant (Fig 3.10,B, 
“Original”, 2way ANOVA, P = 0.2793).

The proportion of Venus oscillating cells was highly variable between experiments. For 
instance, in experiment 1, 5% of Venus traces passed as oscillatory, while in experiment 
4, 77% of Venus traces passed as oscillatory. I hypothesised that this variability was at 
least partly technical and associated with the analysis pipeline. Two potential factors were 
identified to affect the proportion of oscillators: 1) the length of the time-course where 
longer time-courses had a tendency for higher percentage of oscillators and 2) paired or 
unpaired analysis of the data. To assess the contribution of these two factors, experiment 
4 was used as an example. This embryo was imaged for the longest time (12 hours) and 
also as a single embryo, whereas experiments 1,2 and 3 were analysed in pairs with exper-
imental embryos (Described in Chapter 5). To test this hypothesis, traces in experiment 4 
were truncated to same length as experiment 2 (8 hours) and paired with the experimental 
embryo from experiment 2 (Chapter 5). This reduced the percentage of HV traces pass-
ing as oscillators in experiment 4 from 77% to 37% (close to the manual measurement at 
39% - Data not shown) without altering the median (Fig 3.10, B, Venus, 2way ANOVA, 
P=0.9701). These alterations did not make a change in the Keima output (Fig 3.10, B, 
2way ANOVA, P>0.9999) but reduced the P value for the difference between Venus and 
Keima (Fig 3.10, B,“Modified”, 2way ANOVA, P=0.7164). Given the large variability in 
this data and the technical effects introduced by the analysis pipeline, it was not possible 
to report exact percentage of Venus oscillators in this system but rather a range between 
5-37%.
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Figure 3.10: Venus is expressed in an oscillatory manner in a subset of telencephalic progenitors. Each 
experiment corresponds to a single embryo. (A) Examples of single cell traces computationally separated 
as oscillatory and non-oscillatory based on their Venus expression over time. Keima expression of each cell 
is also displayed as a negative control (i.e. non-oscillatory). (B) Percentage of oscillatory cells based on 
Venus and Keima traces. In “Original”, all experiments were analysed for the full duration of the original 
time-course (Exp1 = 6 hours, Exp2 = 8 hours, Exp3 = 10 hours, Exp4 = 12 hours). In “Modified”, exp4 
was truncated to 8 hours and analysed as a pair with an experimental embryo from exp2. The proportion 
of Keima traces that passed as oscillatory (Median = 5%) was lower than Venus (Median = 24%) in both 
Original and Modified. These tendencies were not significant (ns). The modifications of Exp4 did not cause 
a significant change in percentage of oscillators in Venus or Keima (ns). 2way ANOVA, (ns): P > 0.05, (*): 
P ≤ 0.05, (**): P ≤ 0.01, (***): P ≤ 0.001, (****): P ≤ 0.0001. Caption continued on the following page 
→

92



Figure 3.10: (C) Mean fold-change measurement of cells that passed as oscillatory based on Venus or Keima 
signal. Each dot represents the mean of all fold-changes in one cell. Mean fold-change in Venus traces 
(Median = 1.4) was significantly higher than the mean fold-change in Keima (Median = 1.1) (Shapiro-Wilk 
test, Keima P=0.486 [Pass normality], Venus P<0.0001 [Does not pass normality], Mann-Whitney test, 
****). (D) Period measurement for the cells that passed as oscillatory based on Venus or Keima (each 
dot represents a single cell). The period based on Venus had tighter distribution (median = 1.9), whereas 
the period based on Keima had a broader distribution (median = 1.8). There was no significant difference 
between Venus and Keima period (Shapiro-Wilk test, Keima P=0.7512 [Pass normality], Venus P=0.3177 
[Pass normality], Welch’s test, ns). ns): P > 0.05, (*): P ≤ 0.05, (**): P ≤ 0.01, (***): P ≤ 0.001, (****): P 
≤ 0.0001

The mean peak/trough ratio (mean fold-change; average of all fold changes measured in 
each cell) of Venus traces that passed as oscillators (Median = 1.4) was significantly higher 
than the mean fold-change of Keima traces that passed (Median = 1.1) (Fig 3.10, C, Keima 
passed Shapiro-Wilk normality test but Venus did not, Mann-Whitney test, P<0.0001). 
This suggested that the Keima cells that passed the pipeline had low amplitude fluctuations 
that were most likely erroneously detected as periodic by the pipeline rather than being true 
oscillators. The median period of Venus oscillations was 1.9 hours and was consistent 
between all four experiments. The Keima traces that passed as oscillators had a median 
period of 1.8 hours (Fig 3.10,D, Both Venus and Keima passed Shapiro-Wilk normality 
test, Weltch’s t test, P=0.3313). Even though measuring the proportion of oscillators was 
affected by track length and the analysis pipeline, it did not alter the period and fold-change 
measurements (Appendix 8.2).

3.3 Discussion

The work presented in this chapter aimed to shed light on Her6 as a regulator of neu-
ral progenitors in the zebrafish telencephalon and to characterise its expression dynam-
ics. For this purpose, I first characterised the expression of WT her6 relative to the early 
post-mitotic neural marker elavl3 at the early stages of telencephalic development. The 
quality of the FISH got progressively lower between 22-30hpf with increasing levels of 
background. Therefore, further optimisation of the protocol is required to enhance signal 
to noise ratio at these later stages. Furthermore, based on my experience, this may be an 
embryo effect and imaging more embryos can help identify those with less background 
noise in the signal.

Nonetheless, I made several observations in this data that is worth noting. I showed that 
while her6 is progressively expressed from 11hpf, its domain of expression got smaller 
and more ventral localised as development progressed and post-mitotic neurons began to 
emerge. This finding is consistent with the depletion of her6 expressing progenitor pool 
in expense of differentiating neurons.

her6 expression was mutually exclusive from elavl3 which was also seen at the single 
cell level with high resolution live imaging of HV::Tg(pelavl3:mCherry) double line (Ap-
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pendix 8.1). This suggested that her6 is downregulated prior to cell cycle exit and elavl3
expression. Interestingly, this is in contrast with the observations of Soto et al. (2020) 
in the hindbrain where they described a transition zone between progenitors and young 
post-mitotic neurons in which her6 and elavl3 were co-expressed. Based on this differ-
ence, one may hypothesise that her6 function may vary slightly between different parts of 
the developing brain. That is to say, in the hindbrain, her6 may be associated with early 
and late progenitor states while in the forebrain, it is predominantly involved with earlier 
progenitor states.

This idea of her6 involvement in early progenitors was also supported by the position of its 
expression domain relative to dorsal (pallium) or ventral (sub-pallium) fate markers, ngn1
and ascl1, respectively. Previously, her6 had only been described to negatively regulate 
ngn1 expression in the dorsal domain (Yoshizawa et al., 2011). But it had never been 
examined relative to ascl1 which is an early marker of ventral telencephalon (Allende, 
Weinberg, 1994; Miyake et al., 2017). Based on my observations, I concluded that in the 
20-28hpf telencephalon, her6 is at least in terms of position, more closely associated with 
the ventral telencephalon and hence ascl1 expression. This is similar to her6 expression in 
prethalamus and rostral thalamus which co-incides with ascl1 expression in these domains 
but abuts ngn1 expression in the more dorsally placed caudal thalamus (Scholpp et al., 
2009). In contrast, while Scholpp et al. (2009) have reported an overlap between her6
and ascl1 in the thalamus, I did not observe marked overlapping expression between her6
and ngn1 or ascl1. However, unlike elavl3, I have not confirmed the mutually exclusive 
expression of her6 relative to ngn1 and ascl1 at a single cell level.

Nonetheless, these observations of her6 relative to other genes involved in telencephalon 
development supported its the role as a progenitor regulator and marker. Given the limited 
to no overlap between her6 and the fate determination markers and post-mitotic marker 
elavl3, I propose that her6 and Her6 expressing cells represent early neural progenitors (or 
neural stem cells) which move towards a cascade of fate determination and then mitotic 
exit.

A similar model has been proposed by Schmidt et al. (2013) for the development of the 
embryonic thalamus. In summary, they suggest that Her6 expressing cells represent em-
bryonic neural stem cells (or early progenitors) with strong self-renewal capacity. Upon 
downregulation of early progenitor markers such as Her6, these cells become late pro-
genitors which are still proliferative but express more specific markers like ngn1 or ascl1, 
preliminary markers of glutamatergic and GABAergic fates, respectively (Scholpp et al., 
2009). The cells that transition to become early post-mitotic neurons express markers such 
as elavl3 and later give place to mature neuronal sub-types that express markers like vglut
or gad1 which are specific glutamatergic and GABAergic markers respectively (Schmidt 
et al., 2013). The implications of this model in the telencephalon poses intriguing ques-
tions regarding the movement of cells as they transition from early progenitors towards fate 

94



determination, mitotic exist and maturation. Based on my data, this movement may be in 
a posterior-lateral direction but to the best of my knowledge, this has not been previously 
shown.

To study the expression dynamics of Her6, I first conducted a detailed characterisation 
of the HV KI line. I showed that the CRISPR donor backbone had been erroneously in-
tegrated in the HV KI genome. I suspect that this was, at least in part, due an active 
Non-homologous end joining (NHEJ) repair mechanism in zebrafish. Studies that have 
compared different modes of DNA repair following double stranded breaks in zebrafish 
embryos do confirm that NHEJ is the predominant mode of repair in comparison to homol-
ogous recombination and Single strand anealing (SSA) (Hagmann et al., 1998; Liu et al., 
2012). Indeed, others have reported incidence of homology arm duplication which may be 
a suspected outcome of NHEJ taking place instead of HDR (Wierson et al., 2020). In the 
case of the HV line, it is likely that a combination of failed KI cassette release, multiple 
cleavages and NHEJ have contributed to this outcome since NHEJ alone cannot explain 
the presence of repeated LHA-RHA (Fig 3.5).

One can hypothesise that the use of a single sgRNA to cleave the endogenous target site as 
well as the donor plasmid may contribute to donor incorporation as it requires one sgRNA 
to cleave multiple sites. A potential way to avoid backbone integration could be by using 
distinct and efficient sgRNAs for releasing the KI cassette from its vector instead of same 
sgRNA that targets the endogenous target site. Indeed, universal CRISPR sgRNAs have 
been used for reproducible liberation of KI cassette from donor (Wierson et al., 2020). 
Furthermore, while some have reported higher success rates of HDR using donor plasmids 
(Zhang et al., 2018), others have shown more successful HDR in zebrafish using Single 
strand DNA (ssDNA) CRISPR donors (Bai et al., 2020).

Some have taken advantage of this propensity for NHEJ in zebrafish to KI linearised plas-
mids containing fluorophore coding sequence into a targeted locus. Kesavan et al. (2017) 
generated the Otx2::Venus reporter KI line using this method which incorporated the donor 
backbone into the genome. Most importantly, Kesavan et al. (2017) demonstrated that the 
KI loci can remain completely functional despite incorporation of the backbone. However, 
one important feature of the design by Kesavan et al. (2017) was that they directed plasmid 
incorporation to the non-coding sequences before the start codon of the target gene.

Nonetheless, even though the donor incorporation in the HV is at 3’ end of the gene, Soto 
et al. (2020) showed that her6 expression and embryo morphology are not affected in 
this KI. My work explains this by confirming that HDR at the 5’ junction of the cassette 
has occurred without any issues placing Venus in frame with the endogenous ATG (start) 
codon. Also, the intact stop codon at the end of Venus makes aberrant protein translation 
after Venus unlikely. Another important consideration is that the her6 3’ Untranslated 
region (UTR) that contains the miR-9 binding sites (MBS) was included in the RHA which 
was present in the correct position following Venus in the HV KI locus. This guarantees 
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correct post-transcriptional modification of her6 mRNA which is critical in its dynamics 
(Soto et al., 2020).

However, even though I extensively examined the genomic composition of this KI domain, 
I have not examined the resulting mRNA that is expressed from this region. One may 
hypothesise that a long transcript is produced from this region that encompasses both the 
KI region and the duplicated LHA-RHA sequence (Fig 3.6,B). In this scenario, alternative 
splicing of the exons in the duplicated LHA (Exons 2-4) may result in mature mRNAs 
that lack Venus. This would lead to dilution of Venus signal at the protein level and could 
have implications in interpretation of live imaging as what is observed by Venus signal is 
not all the Her6 protein present in each cell in a homozygous context. This concern can 
be addressed by Reverse transcription PCR (RT-PCR) using a forward primer that targets 
either exon 1 or 2 and a reverse primer binding in the RHA. If only the desired mRNA 
is generated, I would expect a single amplicon while if alternative mRNAs are present, I 
would expect an additional amplicon that is ∼717bp smaller due to the absence of Venus.

In addition to genomic analysis, I used double FISH aiming to compare the expression of 
Venus-containing mRNAs with endogenous WT her6 mRNA expression. Venus-containing 
mRNAs were indeed present in the anterior telencephalic domain comparable with the en-
dogenous her6 mRNA in WT and KI. However, the poor quality of the probe against Venus 
was a limiting factor to quantification. Furthermore, FISH does not provide single cell 
resolution which makes high resolution interpretation of gene expression challenging. Al-
ternatively, an Single molecule fluorescent in situ hybridisation (smFISH) approach using 
probes against Venus and her6 could provide both single cell resolution and quantitative 
quality and would be very suitable for confirming these findings.

Following the verification of HV as a suitable model, I imaged the Her6 expression domain 
of the telencephalon in live HV embryos. By analysing the cell population, I showed that 
Her6 expression in this domain was heterogenous, consistent with the expression of its 
mouse counterpart, HES1 (Shimojo et al., 2008; Imayoshi et al., 2013). According to 
Huang (2009), such heterogeneity can be an outcome of various single cell behaviour 
patterns over time such as set single cell levels, noisy but aperiodic expression but also 
periodic oscillations (Fig 3.11). By tracking Her6 expression in single cells over time, I 
showed that its levels fluctuate more than the control nuclear marker, H2B-Keima. This 
made set single cell levels an unlikely source of population heterogeneity. In 5-37% of 
cells, expression of Her6 oscillated periodically while in the rest, its fluctuations were 
aperiodic. However, unlike Soto et al. (2020), I did not perform any measurements of noise 
and hence cannot make conclusions on whether levels of noise is different between the 
oscillators and non-oscillators. Nevertheless, I can conclude that single cell fluctuations 
of Her6, including its oscillations are at least one of the sources of its heterogeneity in the 
population.

Several studies have linked population heterogeneity in the expression of bHLH transcrip-
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Figure 3.11: Different sources of snapshot heterogeneity in a cell population. (A) Schematic snapshot 
of a heterogenous population where some cells have high protein expression levels, some medium and some 
low. Various single cellular behaviours over time may give rise to such snapshot heterogeneity. (B) One 
scenario is “Set single cell levels” where cells have variable levels of protein expression which they retain 
over time. For instance, the High cell has steady high expression levels over time. At the snapshot time-
point (red dotted line), these cells can reproduce the heterogenous population (A). (C) Another potential 
scenario to explain snapshot population heterogeneity is where individual cells exhibit noisy but aperiodic 
expression of the protein (“Aperiodic noisy”). At the snapshot time-point (red dotted line), these each cell 
would have certain level of protein depending on its noisy expression. For instance, one cell can be at a 
peak (top), another at intermediate levels (middle) and another may contain very little protein (bottom). 
Combined, all of these cells can reproduce the heterogenous population (A). (D) Another scenario that 
could explain snapshot population heterogeneity is if individual cells express the protein in a “Periodic” but 
asynchronous manner. In this case, at the snapshot time-point (red dotted line), the High cell is at the peak 
of an oscillation (top), the Medium cell is in the downward part of an oscillation (middle) while the Low 
cell is at an oscillatory trough (bottom). When these cells at different oscillatory phases are combined in a 
population, they can reproduce a heterogenous population (A).

tion regulators to their fluctuations at the single cell level including their ultradian oscil-
lations (Shimojo et al., 2008; Kobayashi et al., 2009; Imayoshi et al., 2013, 2015; Man-
ning et al., 2019; Soto et al., 2020). Shimojo et al. (2008) and Imayoshi et al. (2013) 
described Hes1 oscillations in mouse telencephalon dissociation and slice cultures using 
Hes1 promoter-Luciferase reporters. They claimed that all cells that expressed Hes1, did 
so in an oscillatory manner. However, consistent with my data, Manning et al. (2019) and 
Soto et al. (2020) who have reported on oscillations of HES5 and Her6 in mouse spinal 
cord and zebrafish hindbrain, respectively, show that in both of these systems, a combina-
tion of oscillators and fluctuating but aperiodic cells can be found. In more detail, HES5 
expression oscillated in ∼41% of spinal cord cells (Manning et al., 2019) and Her6 was 
oscillatory in 40-80% of progenitor cells in zebrafish hindbrain (Soto et al., 2020).

The difference in the prevalence of oscillatory behaviour between different systems may 
be a reflection of differences in the functional role of oscillations. For instance, in mouse 
telencephalon, Hes1 expression and oscillations are thought to maintain progenitors which 
would entail the necessity of oscillatory behaviour in all progenitors (Shimojo et al., 2008; 
Imayoshi et al., 2013). However, in mouse spinal cord (Manning et al., 2019) and zebrafish 
hindbrain (Soto et al., 2020), oscillatory expression of HES5 and Her6, respectively, are 
attributed to commitment of progenitors to move towards differentiation which does not 
necessarily occur in all cells simultaneously, resulting in lower proportion of oscillators 
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at any given time. Another potential contributing factor to these differences could be the 
methodology used to distinguish between oscillators and non-oscillators. Manning et al.
(2019), Soto et al. (2020) and the work in this chapter used more thorough computational 
methods based on Phillips et al. (2017) which introduces specific criteria for classifying 
cells as oscillators. The stringency of these criteria may lead to fewer cells being classified 
as oscillators.

In support of the latter, I have shown that certain analysis conditions (individual vs paired) 
and the length of single cell tracks can indeed introduce an artefact in the number of cells 
that pass as oscillators. The exact cause of differences between individual and paired 
analysis are not yet clear. However, it is more intuitive to appreciate that longer cell tracks 
lead to higher likelihood of detecting periodicity. Indeed, Burton et al. (2021) have com-
putationally shown that increasing the length of biological time-series data allows better 
parameter inference for an oscillator in comparison to increasing sampling frequency.

Using additional analysis methods may help bypass these technical artefacts and increase 
the robustness of the measured characteristics of the oscillator. For instance, MetaCycle 
is an R package that combines different methods of detecting periodicity (ARSER, JTK-
CYCLE and Lomb-Scargle) to explore time-series data. By using N-version programming
(NVP), it selects the best method for rhythm detection for the specific data and has been 
shown to perform well with time series where only one or two peaks are available (Wu 
et al., 2016). This can be particularly useful while analysing shorter time-series data.

3.4 Concluding remarks

In this chapter, I shed more light on Her6 as a regulator of neural progenitors in zebrafish 
telencephalon by studying its expression domain and dynamics. Using double FISH, I 
showed that her6 mRNA is expressed extensively in the presumptive telencephalon but its 
domain shrinks as post-mitotic neurons that express elavl3 begin to emerge. Furthermore, 
the her6 and elavl3 domains were not overlapping. In relation to the telencephalic sub-
domains, her6 was expressed ventrally and anterior to the sub-pallial markers, ascl1 and 
ventral to the pallial marker ngn1 in seemingly exclusive domain. When combined, this 
data supports the role of her6 as a progenitor marker which, to the best of my knowledge, 
had not been directly described before.

To characterise Her6 expression dynamics with single cell resolution, I first characterised 
the HV KI locus in more detail. I confirmed that the Venus coding sequence has incorpo-
rated correctly and in frame at the endogenous her6 locus, as was expected by the design. 
However, the CRISPR donor backbone has also been incorporated after the RHA, followed 
by aberrant duplication of the WT her6 locus without a start codon (LHA-RHA). With a 
combination of ORF analysis, live imaging and double FISH, I confirmed that the expres-
sion of HV fusion protein recapitulated WT her6 expression and therefore it is unlikely 
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that Her6 function has been affected. Live imaging of HV embryos demonstrated that 
Her6 expression in the telencephalon is heterogeneous which, at least in part, is explained 
by its dynamic expression at single cell level. These dynamics were classified as periodic 
oscillations in ∼5-37% of cells with a median period of 1.9 hours and median mean fold-
change of 1.4. These findings raised the hypothesis that altering Her6 expression dynamics 
may provide insight into their regulation and function at single cell and population level 
which will be addressed in subsequent chapters.
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Chapter 4

Characterisation of a model system for 

studying destabilised Her6 protein
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4.1 Background

Rapid clearance of protein is an important feature of oscillatory networks as it assists the 
required resetting of the cycle (Monk, 2003; Isomura, Kageyama, 2014). Hence, ultra-
dian oscillatory proteins are short-lived (Hirata et al., 2002; Bessho et al., 2003; Ay et al., 
2013; Soto et al., 2020) and as highlighted by previous studies, changes in these protein 
degradation kinetics alter their oscillations. For instance, silencing components of the 
SCFFBXL14 ubiquitination complex that mediates the proteasomal degradation of HES1 
using Small interfering RNA (siRNA), stabilised the protein and disrupted its oscillations 
in mouse-derived F9 cells (Chen et al., 2017). On the other hand, destabilising HES1 
by siRNA Knock-down (KD) of its Deubiquitinating enzyme (DUB), Ubiquitin specific 
protease 22 (Usp22), shortened its half-life and abolished its oscillations in bulk serum-
starved C3H10T1/2 cells (Kobayashi et al., 2015). In another report, Lysine to Arginine
(K>R) mutations of HES7 ubiquitination sites increased its half-life from 22 to 30 min-
utes which disrupted the continuity of HES7 oscillations in mouse Presomitic mesoderm
(PSM), leading to defects in later stages of somitogenesis (Hirata et al., 2004). Even though 
these reports highlighted the importance of protein turnover kinetics in oscillatory net-
works, they lacked combined single cell and in vivo insight and their methods were prone 
to unwanted effects.

Enzymes rarely have a single target and therefore, altering regulating enzymes for studying 
oscillations may also affect other target proteins. For instance, in addition to HES1, SCFF-
BXL14 ubiquitin ligase regulates the stability of other proteins such as MYC in glioma 
stem cells (Fang et al., 2017) and the Epithelial to mesenchymal transition (EMT) reg-
ulator, SNAIL1, in HEK293T cells (Viñas-Castells et al., 2010). Usp DUBs often con-
tain protein-protein interaction domains that allow them to directly identify their targets 
rather than identifying them merely based on the presence of ubiquitin (Mevissen, Ko-
mander, 2017). However, Usps can still target more than one protein. As such, based 
on a large-scale ChIP-sequencing study in HeLa cells (human cervical cancer), the HES1 
DUB, Usp22, has over 50 targets (Gong et al., 2018).

Even though K>R mutations are a more direct approach for hindering ubiquitination of the 
protein of interest, they have many disadvantages. Proteins often contain several Lysine
(K) residues and it is possible for several of them to be ubiquitin targets. This not only 
makes this mutagenesis approach laborious (Xu, Jaffrey, 2013), but the combined effect of 
mutating several residues may also structurally affect protein folding and stability without 
impacting ubiquitination (Sokalingam et al., 2012). To add to the complexity, there is a 
level of flexibility in ubiquitin-targeted K residues since when the major ubiquitination 
sites are mutated, other residues can compensate for their absence (Hou et al., 1994; Bhat 
et al., 2010).

An alternative approach is protein destabilisation by direct fusion of a Proline, Glutamic 
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acid, Serine and Threonine-rich (PEST) sequence (Li et al., 1998). PEST sequences were 
proposed as signals that make proteins susceptible to rapid proteolysis by Rogers et al.
(1986). Indeed, these sequences were enriched in short-lived proteins. That is to say, at 
least by 1991, only a small proportion of all proteins had PEST sequences but the ma-
jority of short-lived proteins contained these domains (Rechsteiner, Rogers, 1996). Fur-
thermore, the truncation of PEST domains in such short-lived proteins, such as Ornithine 
decarboxylase (ODC) or IκBα, increased their half-lives (Ghoda et al., 1989; Whiteside 
et al., 1995). But most importantly, it was shown that when transplanted to stable proteins, 
PEST sequences could confer susceptibility to proteolysis (Rechsteiner, Rogers, 1996). As 
an example, when the PEST sequence from Mouse ornithine decarboxylase (MODC) was 
fused to a stable ODC from a protozoan parasite with a half-life of more than 4 hours, 
the resulting fusion protein had a half-life of ∼45 minutes (Ghoda et al., 1990). Even 
though the exact mechanism through which PEST sequences regulate protein stability is 
not well known, they most likely make proteins targets of the 26S proteosome pathway 
(Rechsteiner, Rogers, 1996).

The strong support for the “PEST hypothesis” first proposed by Rogers et al. (1986), has 
led to its wide acceptance and use in engineering short-lived proteins. This was pioneered 
by Li et al. (1998) who fused EGFP (with a half-life of much longer than 3 hours) to the 
PEST domain from mODC and generated Destabilised EGFP (dEGFP) with a 2-hour half-
life. dEGFP with three Glutamic acid to Alanine mutations in residues 428, 430 and 431 
of the mODC PEST sequence (E428A-E430A-E431A), had a half-life of ∼30 mins which 
was at least 6 times shorter than EGFP. Subsequently, PEST fusions have been extensively 
used to destabilise often stable fluorescent proteins in generation of reporters for studying 
dynamic processes in mice (Aulehla et al., 2008) and zebrafish (Yeo et al., 2007; Collery, 
Link, 2011; Ninov et al., 2012).

Based on this principle, the Her6-Venus-PEST (HVP) CRISPR Knock-in (KI) line was 
generated alongside Her6-Venus (HV), using the E428A-E430A-E431A variant of mODC 
PEST domain to circumvent potential stabilisation of Her6 by fusion to Venus (Both lines 
were generated by Dr Ximena Soto). However, Soto et al. (2020) compared the half-life 
of HV with HA-Her6, representing Wild type (WT) Her6 (11 and 12 min, respectively), 
showing that fusion of Venus has not significantly stabilised Her6 in HV. This raised the hy-
pothesis that HVP represents a destabilised form of Her6 and therefore, a potential model 
for altered Her6 dynamics. This hypothesis led me to characterise the HVP KI line in 
preparation for a comparative study of dynamics with HV, first by examining the incorpo-
ration of the KI cassette in the HVP genome.

In addition, for interpreting potential dynamic changes resulting from Her6 destabilisation, 
an estimate of the magnitude of change in protein half-life was required. The previous 
studies that had utilised the modified mODC PEST domain were not focused on precise 
changes of protein stability. Therefore, they had not provided any measurements of the 
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half-life changes induced by the addition of this PEST sequence in mouse (Aulehla et al., 
2008) or zebrafish models (Ninov et al., 2012). Therefore, little was known about the 
magnitude of change it imposes in different organisms and model systems and whether it 
was relative to the initial half-life of the protein. As a result, estimating HVP half-life based 
on the HV half-life measured by Soto et al. (2020) was not possible. Hence, as the next 
characterisation step, I sought to measure and compare HV and HVP protein half-lives.

A number of techniques have been developed for measuring protein half-life. One com-
mon approach is Cycloheximide (CHX) chase experiments (Patrick et al., 1998; Kao et al., 
2015). CHX blocks translation elongation and thereby inhibits protein synthesis (Kao 
et al., 2015). This allows the detection of protein degradation with either Western Blot or 
microscopy and measurement of protein half-life without the influence of newly synthe-
sised protein. However, CHX treatment can lead to drastic and global changes in cellular 
metabolism (Schimke, Doyle, 1970; Zhang et al., 2007; Rogers et al., 2015).

To circumvent these shortcomings, I first used a more recent and alternative method based 
on irreversible Photo-switchable (PS) or Photo-activatable (PA) proteins (Zhang et al., 
2007; Müller et al., 2012; Rogers et al., 2015). I will refer to this method as Fluoresc-
nece decay after photo-switching/activation (FDAP), an expansion of the term proposed 
by Rogers et al. (2015). For FDAP, the protein of interest is fused to a PS or PA and upon 
exposure to the suitable switching/activation wavelength, a subset of the fusion protein 
becomes permanently distinguishable from newly synthesised proteins. In theory, and in 
absence of photo-bleaching, fluorescence decay is equivalent to protein degradation which 
can be used to measure half-life. The PS, Dendra2, switches from green to red emission 
upon exposure to violet or blue light and is predominantly the fluorophore of choice for 
FDAP (Zhang et al., 2007; Rogers et al., 2015). But PAs such as Photo activatable green 
fluorescent protein (PA-GFP) have also been used for this purpose (Plachta et al., 2011). 
This fluorophore is normally in low fluorescence conformation (Off) but when exposed to 
UV light, its fluorescence increases by ∼100-fold (On) (Patterson, Lippincott-Schwartz, 
2002).

To use FDAP for measuring the effects of PEST domain on Her6 half-life, I opted for PA 
GFP as it is more closely related to Venus. Another advantage was that PA GFP report-
edly matures faster than Dendra2 (Wang et al., 2014). This was desirable for measuring 
half-life of Her6-PEST as, in theory, the protein was short-lived. My attempt in FDAP was 
in part successful, but due to some challenges in its optimisation, reliable and consistent 
measurements of Her6 and Her6-PEST half-lives could not be made. Hence, I also con-
ducted CHX chase experiments using HV and HVP over expression and Western blotting 
in zebrafish embryos (adapted from Soto et al. (2020)). Similar to the FDAP approach, 
this method also did not result in consistent results.

I speculated that the difference between HV and HVP is small and therefore difficult to 
measure in zebrafish. It has been established that to a great extent, protein half-life is 
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determined by the cellular context rather than protein sequence (Matsuda et al., 2020). In 
agreement with this, mouse HES7 degrades more slowly when examined in human cells 
(Matsuda et al., 2020). Using this principle, I made the assumption that HV and HVP 
would also adapt and degrade slower in human cells, which could amplify their difference 
and facilitate half-life measurement. This was tested by conducting CHX chase in human 
cells transfected with HV and HVP followed by live imaging.

In summary, the following points are addressed in this chapter:

1. Characterisation of the HVP KI locus;

2. Attempted use of FDAP for measuring protein half-life with Her6 and Her6-PEST 
fused to PA GFP;

3. Attempted use of CHX chase and Western blotting for measuring HV and HVP half-
lives in a zebrafish over expression system;

4. Attempted use of CHX chase and live imaging to estimate the difference between HV 
and HVP half-lives using transient over-expression in human cells.

4.2 Results

4.2.1 Characterisation of the HVP KI locus genomic structure

The HVP KI line was designed and generated by Dr Ximena Soto. For this, the endoge-
nous Wild type (WT) her6 locus was targeted with a Single-guide RNA (sgRNA) directed 
to the 3’ end of exon 4, before the stop codon (fig4.1,A). To release the KI cassette from its 
vector (donor backbone), the KI cassette in the CRISPR donor was flanked by binding sites 
for the same sgRNA targeting the endogenous target sequence. This cassette consisted of 
the sequences of exons 2, 3 and 4 without the stop codon, forming the Left homology arm
(LHA). The LHA was connected in frame via a linker sequence (shown in purple) to the 
coding sequence for Venus and a PEST domain, ending with a stop codon. 963 Base pairs
(bp) of genomic DNA after the her6 locus was included after this stop codon, serving as 
the Right Homology arm (RHA). The donor plasmid excluded the first exon and its start 
codon (fig4.1,B) and the KI locus was expected to contain the KI cassette inserted in frame 
with the endogenous exon 1 (fig4.1,C).
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Figure 4.1: Her6-Venus-PEST knock-in CRISPR design and genotyping. (A) Structure of the endoge-
nous her6 locus. sgRNA directed cleavage to the 3’ end of exon 4, before the stop codon. (B) Structure 
of the her6-venus-PEST CRISPR donor which excluded exon 1, but included exons 2, 3 & 4 that form the 
LHA. Genomic sequences after the her6 exon 4 were included in the donor as the RHA. Binding sites for 
the sgRNA were incorporated at either end of the KI cassette to allow cassette release. Caption continued 
on the following page →
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Figure 4.1: (C) The expected outcome of correct incorporation of the HVP KI cassette in frame with en-
dogenous start codon and exon 1. (D, E & F) Binding sites of primers 1 and 2 at the WT her6, HV KI 
and HVP KI loci, which should respectively amplify a 169bp, 922bp and 1051bp amplicon. (G) Confocal 
images of single Z plane from 17-18hpf embryos in lateral view. Rostral is on the left and caudal on the 
right. Using consistent confocal parameters for detecting Venus expression, embryos could be separated into 
Het (left) and Hom (right) according to Venus intensity. Scalebar = 100µm. (H) Schematic diagram of gel 
electrophoresis showing the prediction of PCR genotyping of HV and HVP with 1-2 primer pair. This was 
predicted to produce 169bp band in WT, 922bp band in HV Hom, 1051bp band in HVP Hom and both WT 
and the corresponding KI band in Het. (I) Image of gel electrophoresis following PCR amplification with 
primer pair 1-2 resulted in 2 bands in Het and Hom HV embryos, 2 bands in HVP Het but only one band 
in HVP Hom (∼1 Kilo-bases (kb) and ∼0.2kb) and one band in WT (∼0.2kb). Green and pink asterisks 
refer to the Het and Hom imaged embryos from G respectively.

To determine if HDR has occurred successfully in the HVP KI locus and to compare it 
with HV, PCR amplification from genomic extracts of HV and HVP embryos was done in 
parallel. Primers 1 and 2, which bind the 3’ end of the LHA and the 5’ end of the RHA, 
respectively, were ideal for distinguishing between KI and WT as they spanned the junc-
tion between LHA and RHA. This pair was expected to amplify a 169bp fragment in WT 
genome, a 922bp fragment from the HV locus and a 1051 bp fragment from the HVP KI 
locus (Fig 4.1, D, E & F respectively). Similar to HV, HVP embryos could be presump-
tively categorised as Het and Hom based on Venus intensity (Fig 4.1,G). Therefore, a clear 
distinction between WT, Het and Hom was expected by amplifying HVP genomic extracts 
with primers 1-2 (Fig 4.1,H). While this PCR did not distinguish between Het and Hom 
HV embryos, it resulted in the expected amplicons in HVP, clearly genotyping Het and 
Hom (Fig 4.1,I).

Successful genotyping of HVP embryos was an indication of successful HDR following 
CRISPR. To confirm this, the junctions of the HVP KI cassette with the endogenous DNA 
surrounding the her6 locus were further characterised with the same approach that was 
used for HV (Soto et al. (2020), see chapter 3). Successful incorporation of the 5’ end 
of HVP KI cassette had been confirmed by Dr Soto previously. I verified this by pairing 
primer 3 that binds before the LHA with primer 2 (Fig 4.2,A). As expected, this reaction 
produced a single band in HVP Hom DNA which was slightly larger than the single band 
from HV, due to the presence of the PEST sequence (Fig 4.2,B). This band was expected 
to be ∼2kb but appeared bigger on the gel which could be a technical artefact because of 
poor resolution of the DNA ladder. The sequence of the HVP amplicon aligned with the 
expected HVP KI sequence (Fig 4.2,C). This fragment aligned with the junction between 
the endogenous exon 1 and the LHA, confirming correct HDR at the 5’ end of the HVP 
KI (Fig 4.2,D). Furthermore, this confirmed the presence of the intended stop codon at the 
end of the PEST sequence (Fig 4.2, E).

Since this CRISPR design had led to donor incorporation at the 3’ junction of the HV KI 
cassette (explained in chapter 3), this was also a concern for the HVP line. Therefore, 
primer combinations that target the donor backbone and had been used to characterise the 
HV line were used on HVP genomic extracts. Primers 4 and 5, which bind the 3’ end of 
RHA and 3’ end of the NeoR/KanR gene in the donor backbone, respectively (Fig 4.2,F), 
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amplified a ∼1.8kb band in HVP, as in HV (Fig 4.2,G). Similarly, primers 6 and 7, both 
of which bind only in the donor backbone sequence, amplified a ∼1kb band in HVP, as 
they did in HV (Fig 4.2,H). This confirmed that like HV, the donor backbone has also been 
integrated in the HVP genome.
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Figure 4.2: Step-wise PCR for characterising 5’ and 3’ ends of the HVP KI locus. Caption on the 
following page →
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Figure 4.2: (A) Schematic diagram showing binding site of primers 3 and 2 in HVP KI. (B) Image of gel 
electrophoresis following PCR amplification with primer pair 3-2 in HV and HVP. This pair amplified one 
∼2.8kb band in HV Hom and one ∼3kb band in HVP Hom (outlined with pink box), one ∼1.9kb band in 
WT and a >3kb band in +C, which were larger than expected values. (C) The HVP Hom amplicon outlined in 
pink box was sequenced. It aligned with expected KI sequence. (D) Alignment of HVP Hom amplicon (pink 
box) with expected HVP KI sequence showed correct incorporation at the 5’ end of LHA. (E) Alignment of 
HVP Hom amplicon (pink box) with expected KI sequence showed that the stop codon (TAG) outlined in 
black box was intact at the end of the PEST sequence. (F) Schematic diagram of hypothetical HVP KI locus 
structure where the donor backbone has inserted in the genome after the RHA. It also shows binding site of 
primers 4, 5, 6 and 7. (G) Image of gel electrophoresis using primers 4-5. This amplified ∼2kb sequence in 
both HV and HVP Hom and no sequences in WT (H) Image of gel electrophoresis using primers 6-7, which 
resulted in ∼1.1kb band in both HV and HVP Hom, while no sequences were amplified in WT. (I) On the 
left - schematic diagram of HVP KI locus with unknown length of donor backbone insertion followed by 
endogenous sequences. It also shows the binding site of primers 8 and 9. On the right - schematic diagram 
of the HVP CRISPR donor and binding site of primer 8. (J) Image of gel electrophoresis using primers 8-9 
that amplified a ∼2.9kb sequence in HV Het and Hom and a ∼4kb band in HVP Het and Hom (outlined 
with orange box), while no sequences were amplified in WT.
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Figure 4.3: A new model for the genomic architecture of the HVP KI locus. (A) Schematic diagram of a proposed model for the structure of HVP KI locus. In this model, the 5’ 
end of the KI cassette had inserted correctly. The donor backbone had been fully inserted at the 3’ end of the cassette, followed by duplicated insertion of the KI cassette. It also shows 
the binding sites of primers 2, 3, 8, 9 and 10 and the ORFs present in the donor sequence. (B) Image of gel electrophoresis following PCR amplification with primer pairs 8-2 (left) and 
8-10 (right). 8-2 pair amplified a ∼3kb sequence in HVP Hom genomic extracts. The 8-10 primer pair resulted in a ∼0.7kb amplicon in HVP Hom. (C) The 5’ end of the 8-2 amplicon 
sequence aligned with the backbone sequence before the LHA while its 3’ end aligned with Venus and PEST coding regions. This sequence also showed presence of TAG stop codon a 
the end of PEST (outlined in black box). (D) The sequence of the 8-10 amplicon spanned the junction between donor backbone and LHA. (E) Image of gel electrophoresis using primers 
3-8-10 which amplified a ∼0.7kb and a ∼0.5kb band in HV and HVP Hom, a ∼0.7kb band in +C and a ∼0.5kb band in WT.
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To determine the sequences following the donor backbone insertion in the HVP, primer 
8, which binds the backbone immediately before the LHA was used in conjunction with 
primer 9, which binds the predicted endogenous sequence following the KI cassette. The-
oretically, if the donor had linearised and been inserted in the genome, the 8-9 primer pair 
would result in an amplicon of ∼400bp. However, this PCR amplified a >3kb band in 
HVP, which was larger than the band amplified from HV DNA (Fig 4.2,J). I was unable to 
clone and sequence this amplicon, possibly due to its size. Nevertheless, its amplification 
implied that similar to HV, a duplication event had occurred in HVP.

Based on the PCR results described above and the final structure proposed for HV (shown 
in chapter 3), a new model for the structure of the HVP KI locus was hypothesised. In this 
model, the 5’ end of the KI cassette had incorporated correctly and in frame with the en-
dogenous first exon. At the 3’ end of the KI cassette, the donor backbone had been inserted 
into the genome in full, followed by a full duplication of the HVP KI cassette (Fig 4.3,A). 
To confirm this in absence of the sequence from the 8-9 amplicon, alternative primer com-
binations were used. Primer 8 paired with primer 2 spanned most of the sequence between 
primers 8 and 9. This pair amplified a ∼3kb band in HVP Hom, while primers 8 and 10 
amplified a ∼0.7kb band in HVP Hom (Fig 4.3,B). Alignment of the sequence of the 8-
2 amplicon with the backbone confirmed the presence of a duplicated Venus and PEST 
domain including its TAG stop codon (Fig 4.3,C). Both 8-2 and 8-10 amplicons aligned 
perfectly with the junction between the donor backbone and LHA, confirming the absence 
of a duplicated exon 1 (Fig 4.3,C & D). These findings were further consolidated with the 
combination of 3-8-10 primers, which were expected to amplify two ∼0.7kb and ∼0.5kb 
bands in HVP and HV. This reaction resulted in the two expected bands (Fig 4.3,E), which 
supported the proposed model in figure 4.3,A.

To alleviate the concern for ectopic expression of the unwanted sequences in the HVP line, 
ORFs were detected in the aberrantly inserted sequences. The ORFs in the HVP donor 
were identical to the ones identified in HV. All of these identified ORFs culminated in a 
stop codon. Therefore, it is not expected for any part of the duplicated LHA-Venus-PEST-
RHA sequence to be translated, even if they get transcribed as a result of read-through 
by the transcription machinery. Thus, the HVP fusion protein is expected to be expressed 
in a manner that is similar to WT her6, unhindered by the aberrant sequences that have 
been incorporated. This is summarised in figure 4.4 where in reality, only the expected 
and correct sequences for HVP fusion protein are expressed.
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Figure 4.4: HVP KI locus summary: Expectation versus reality. All structures are to scale except for the donor backbone which has been cut short in consideration of space. (A)
The expected structure of the HVP KI locus where the LHA-Venus-RHA are inserted in frame with Exon 1. The RHA is followed by genomic sequence. (B) The real structure of the 
HVP KI locus where the correct expected sequence is present and expected to be expressed as such. The additional ∼6.8kb which includes the donor backbone, Exons 2-4, Venus and 
PEST are not expected to be expressed.
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4.2.2 Fluorescent in-situ hybridisation (FISH) and live imaging confirmed the ab-

sence of ectopic Venus expression in HVP

Prior to using the HVP line for a comparative study of Her6 dynamics alongside HV, I 
wanted to examine its expression pattern relative to WT and HV. This was to ensure that the 
duplication of LHA-Venus-PEST-RHA after the KI cassette had not led to any unwanted 
expression of Her6 or Venus sequences. For this, I used a combination of live imaging 
of Her6-Venus and Her6-Venus-PEST fusion proteins and FISH against the endogenous 
her6 mRNA and venus containing mRNA on 18-19 Hours post fertilisation (hpf) embryos 
(Fig 4.5,A). The use of FISH to observe mRNA expression instead of immunostaining to 
observe protein was due to the lack of suitable antibody against endogenous Her6 protein. 
These embryos were imaged in a lateral position to highlight Her6 expression in both the 
telencephalon and diencephalon.

At this stage, endogenous her6 was expressed in both the telencephalon and diencephalon 
of WT embryos (Fig 4.5,B). This matched the expression of both HV and HVP fusion 
proteins in live embryos at a similar stage (Fig 4.5,C&D). Importantly, Venus expression 
in the HVP did not appear brighter than in the HV, implying that the additional Venus 
sequence is not expressed. In fact, Venus expression in HVP appeared fainter than Venus 
expression in HV and this observation will be discussed further in chapter 5.

Double FISH showed that her6 and venus mRNAs occupied similar domains of the telen-
cephalon in HV and HVP embryos and no aberrant expression was detected. However, 
the domain of venus expression appeared slightly narrower than her6. I suspect that this 
is a likely outcome of the poor quality of the venus probe that fails to capture lower ex-
pression levels posteriorly. Due to the poor quality of venus probe, I did not carry out any 
further quantification on these images as it may have resulted in a misleading low overlap 
measurement.

4.2.3 Measuring the effect of PEST domain on Her6 protein half-life using over-

expression of PA GFP fusion proteins in zebrafish embryos

Having established the correct expression of HVP fusion protein, I sought to determine 
whether the PEST domain had induced the expected destabilisation effect on Her6. For 
this, I first attempted to compare the degradation rates of Her6 and Her6-PEST using the 
FDAP approach. Since generating endogenous KIs of FDAP fusion proteins was time-
consuming and more prone to errors, I opted for over-expressing the fusion proteins ex-
ogenously. To this end, Her6-PA GFP (HP) and Her6-PA GFP-PEST (HPP) plasmids 
were designed with assistance from Dr Anzy Miller. In these plasmids, the her6 Coding 
sequence (CDS) was fused with the CDS for PA GFP via a linker. In the case of HPP, the 
E428A-E430A-E431A variant of mODC PEST sequence (Li et al., 1998) was also fused 
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Figure 4.5: The expression domain of the HVP fusion protein is comparable to expression WT her6
and HV fusion protein In all images, rostral is right and caudal is left. (A) Schematic diagram of a 18-
19hpf embryo in lateral view. (B) Maximum intensity projection image of FISH showing expression of 
her6 mRNA in WT 20hpf embryo in Te and Di. (C&D) Confocal images from a single Z plane of live 17-
18hpf Hom HV and Hom HVP KI embryos showing expression of Venus in both Di and Te. (E) Maximum 
intensity projection image of FISH showing co-localised expression of her6 and venus mRNA in the Te of 
HV 20hpf Hom embryos with no ectopic expression, roughly corresponding to the region outlined in C. (F)
Maximum intensity projection image of FISH showing co-localised expression of her6 and venus mRNA in 
the Te of 20hpf HVP Hom embryos with no ectopic expression, roughly corresponding to the region outlined 
in D. Scale bars: B,C&D=30µm, E&F=20µm. Di: Diencephalon, Te: Telencephalon
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in frame at the end of PA GFP. Both constructs contained an HA tag after the PA GFP 
CDS (Fig 4.6,A). HP and HPP mRNAs were synthesised in vitro. Either HP or HPP was 
co-injected into 1 cell stage WT embryos with Caax-RFP mRNA to label cell membranes. 
4hpf embryos were used for imaging (Fig 4.6,B).

PA GFP fusion proteins were successfully activated by exposure to four or five 20-30s UV 
pulses. The decay of the signal was imaged for ∼60 mins. Figure 4.6,C shows examples 
of ∼4hpf embryos injected with either HP and HPP. Panel 1 is before activation, panel 2 
is after activation and panel 3 is the end of the time-course after protein decay. The raw 
PA GFP intensity from these embryos are plotted and marked in figure 4.6,D. The result-
ing decay traces from all embryos analysed were quite variable without a clear distinction 
between HP and HPP (Fig 4.6,E). The decay between 2 and 3 from each trace was fit-
ted with an exponential curve and the half-life was calculated using the curve equation. 
Median half-life of HP was 34 minutes while the median half-life of HPP was 27 min-
utes, suggesting a small but statistically insignificant tendency for shorter half-life in HPP 
(Mann-Whitney test, P=0.8393, Fig 4.6,F).

I next introduced an estimated cutoff at 14 minutes to separate the activation signal from 
the decay signal. Then the decay signal from all embryos of each group were averaged and 
fitted with non-linear regression curves. Both HP and HPP were best fitted with “plateau 
followed by one phase decay” models. But the HP and HPP curves were significantly 
different (Extra sum-of-squares F test, P<0.0001) with estimated half-lives of 24.9 and 
57.8 minutes, respectively (Fig 4.6,G). I suspected that these unexpected measurements 
could have been due to large variability between the embryos in each group, partly caused 
by varying levels of photo-bleaching.

To ensure that this decay is due to protein degradation and not caused by photo-bleaching, 
mRNA encoding only for PA GFP was injected in WT embryos. The activation of PA 
GFP on its own was more variable. In some cases, weak cytoplasmic expression could be 
detected (Fig 4.6,H), while in most cases PA GFP could not be activated (Fig 4.6,I). As a 
result, measuring any potential photo-bleaching to serve as control was not possible. Fur-
thermore, exposure of embryos to UV light was associated with embryo death, the onset 
of which also affected PA GFP intensity measurements. The combination of these issues 
with the variability between embryos made this approach unreliable for making precise 
conclusions about the changes in Her6 half-life after the addition of a PEST domain.

4.2.4 Measuring HV and HVP protein half-lives by their over-expression in zebrafish 

embryos, CHX chase and Western Blot

Using the FDAP approach, a great deal of variability was observed between embryos that 
exogenously expressed either HP or HPP. Furthermore, due to issues with the negative 
control, I was unable to eliminate the potential effect of photo-bleaching. To circumvent 
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Figure 4.6: Measuring the change in Her6 protein half-life by adding a PEST domain using PA GFP 
fusion proteins. Caption on following page →
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Figure 4.6: (A) Schematic diagram of the her6-pagfp-HA, her6-pagfp-pest-HA and pa gfp constructs. All 
were cloned in a PCS2+ vector. (B) Schematic diagram showing the experimental pipeline for measuring 
protein half-life using PA GFP fusion proteins. Embryos were injected with Caax-RFP which labels cell 
membranes and one of the PA GFP constructs at one cell stage. They were then incubated for 4 hours, 
allowing for sufficient mRNA translation. In 4-5hpf embryos, PAGFP was activated using UV light and 
imaged over time. (C) 3D reconstructed images from Z-stacks. Example of embryos injected with HP 
or HPP before UV activation (1), after UV activation (2) and after signal decay (3). (D) Raw PA GFP 
fluorescence intensity from all cells of corresponding embryos presented in C. These embryos are E8 and 
E2 in E and F. The intensity spikes between 1 and 2 were the UV pulses used for activation. Half-life 
was calculated roughly between 2 and 3. (E) Normalised PA GFP fluorescence intensity where each trace 
was normalised to the maximum value in that trace. (F) Half-life measurements from individual embryos. 
Median half-life in HP was 34 mins and median half-life in HPP was 27 mins. There was no significant 
difference between HP and HPP (Mann-Whitney, ns). (G) The PA GFP traces from all embryos in HP 
or HPP were combine together by averaging. They were fit with ”plateau followed by one phase decay” 
non-linear regression models that were significantly different between HP and HPP (Extra sum-of-squares 
F test, ****). Based on these curves, the estimated half-lives for HP and HPP were 24.9 and 57.8 minutes, 
respectively. (H&I) 3D reconstructed images from Z-stacks of example embryos injected with control PA 
GFP mRNA and exposed to UV pulses. Faint activation of cytoplasmic PA GFP was detected in G (arrow) 
while there was no activation in H. Scale bars = 40µm. (ns): P > 0.05, (*): P ≤ 0.05, (**): P ≤ 0.01, (***): 
P ≤ 0.001, (****): P ≤ 0.0001

these issues, I turned to an alternative approach using exogenous HV or HVP expression, 
CHX treatment of pools of embryos and measuring protein decay with Western blot. To 
this end, the half-life measurement protocol from Soto et al. (2020) was adapted for this 
purpose by Dr Ximena Soto. Injections, CHX treatment and protein extraction were done 
in collaboration with Dr Ximena Soto and Western blots and analysis were done by myself.

HV-HA and HVP-HA plasmids were generated by replacing PA GFP with Venus in HP-
HA and HPP-HA constructs. HV-HA and HVP-HA mRNAs were synthesised in vitro and 
injected into 1 cell stage WT embryos with Venus-Myc tag (V-mt) mRNA which served 
as an injection control. Embryos were incubated for 2.5-3h to allow mRNA expression. 
Then, embryos were treated with CHX for 0-30 minutes and samples were collected in 5 
min intervals (20 embryos per time point). Total protein extracts from these embryos were 
evaluated by Western Blot using anti GFP and anti α-Tub antibodies (Fig 4.7,A).

HV band was approximately 63 Kilo Daltons (kDa) as predicted. α-Tub was used as the 
loading control and the band was at the expected 50kDa. Based on the plasmid sequence, 
the V-mt protein was expected to be ∼33 kDa but appeared at ∼42kDa on the blots. How-
ever, this band was not due to nonspecific antibody binding as it did nor appear in the 
Uninjected (UI) control (Fig 4.7, B&C). Furthermore, V-mt was not affected by CHX in 
this timescale, suggesting that it did serve as a suitable control for injection variability 
(Appendix 8.3). Degradation of HV and HVP was quantified from Western Blots after 
normalisation to V-mt and α-Tub.

All values in each experiments were normalised to the maximum which was set as 100%. 
HV and HVP decay was observed in all experiments but the decay trends were variable 
across experiments (Fig 4.7, D&E). Interestingly, in HVP experiments 4, 5 and 6, a sharp 
decrease was detected between 10-15 minutes. This suggested that HVP decay could have 
occurred in the short 5-minute interval between these two time-points (Fig 4.7, E). For 
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each experiment, the best model fit was selected between simple “One-phase decay” and 
“Plateau followed by one phase decay”. The estimated half-life value from the best suited 
model for each experiment were plotted. The variability in the decay trends resulted in 
inconsistent half-life measurements for both HV and HVP which were not significantly 
different (Mann-Whitney test, P=0.4000, Fig 4.7,F). I also combined traces from different 
HV and HVP experiments by averaging and fitted with non-linear regression curves. HV 
decay was fit by a “One phase decay” model whereas HVP was best fit with “Plateau 
followed by one phase decay” model with estimated half-lives of 257 and 19.5 hours, 
respectively. Even though this was in line with the expected lower half-life in HVP, half-
life measurements in the range of hours were much longer than expected for these proteins. 
I suspected that this was caused by inconsistent and variable decay trends between separate 
experiments.
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Figure 4.7: Measuring HV and HVP protein half-lives by their over-expression in zebrafish embryos, CHX chase and Western Blot. Caption on the following page →
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Figure 4.7: (A) Schematic diagram of the experimental pipeline. WT embryos were injected with either HV 
or HVP mRNA. V-mt mRNA was included in both conditions as injection control. Injected embryos were 
incubated for 2.5-3 hours and pooled in groups of 20 that were treated with CHX for 0-30 minutes with 5 min 
intervals. Total protein was extracted from embryos in each time point and assessed by Western Blot. (B&C)
Example Western blots from embryos injected with V-mt and HV or HVP mRNA. HV band was ∼63kDa 
while HVP band was slightly larger at ∼67kDa. α-Tub was 50kDa. The V-mt protein was expected to be 
∼33 kDa but appeared at ∼42. HV, HVP and V-mt were absent in the UI. (D&E) Intensity of HV and HVP 
bands from Western Blots normalised to the maximum in each time-course set as 100%. HV decay trends 
were variable. The HVP decay trend was more reproducible and three out of four experiments shows rapid 
decline between 10 and 15 minutes. (F) The estimated half-life values from the best suited non-linear decay 
model fit to each experiment (“One phase decay” or “Plateau followed by one phase decay”). There was 
no significant difference between HV and HVP half-lives (Mann-Whitney test, ns). (G) Normalised Her6 
intensity values were averaged between experiments and fit with non-linear regression models, comparing 
“One phase decay” model with “Plateau followed by one phase decay”. HV was best fit with “One phase 
decay“ while “Plateau followed by one phase decay“ was best suited for HVP. These model curves are shown 
as solid darker lines. The estimated half-lives based on these models were 15407 minutes (257 hours) for 
HV and 1174 minutes (19.5 hours) for HVP. UI = Uninjected

4.2.5 Estimating HV and HVP protein half-lives by over-expression in MCF7 cells, 

CHX chase and live imaging

Following CHX chase in embryos, I speculated that HV and HVP half-lives and their dif-
ference may be too small relative to the temporal resolution and sensitivity of Western 
blotting. It was hypothesised that under the regulation of the mammalian proteosome, 
both HV and HVP could have longer half-lives which could amplify their difference to 
an extent that facilitates measurement. The generation of this hypothesis and the design 
of the following experiment was done collaboration with Dr Elli Marinopoulou. Cell 
culture, imaging and cell tracking was performed by Dr Elli Marinopoulou. Data pro-
cessing and analysis were performed predominately by myself with assistance from Dr 
Elli Marinopoulou and Dr Anzy Miller.

CHX chase experiments were conducted in MCF7 cells (human breast cancer cell line 
(Horwitz et al., 1975)) that were transiently co-transfected with PCS2-HV-HA or PCS2-
HVP-HA plasmids with empty PCS2 vector plasmid. Two days post transfection, they 
were treated with either CHX or DMSO and Venus fluorescence was imaged for 22 hours 
(Fig 4.8, A). Due to the uncertainty of CHX effectiveness over a long time range, only the 
first 10 hours of the data were used for analysis.

The predicted effect was to monitor protein levels over time in DMSO treated cells and 
protein decay in CHX treated cells. Venus intensity in CHX and DMSO treated cells 
decreased over time in both HV and HVP, but perhaps more drastically in CHX treated cells 
(Fig 4.8,B). To understand the response at a population level, for each treatment group, 
single cell traces from four biological repeats were combined and the average trace was 
plotted with Standard deviation (SD) (Fig 4.8, C-F). For both CHX and DMSO traces, the 
fit of simple “One-phase decay” and “Plateau followed by one-phase decay” models were 
statistically compared. For CHX, the simple “One-phase decay” model was most suited 
while DMSO traces were best fit with the “Plateau followed by one phase decay” model, 
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which highlighted different modes of signal reduction between CHX and DMSO. After 
model selection, extra sum-of-squares F test was used to determine if in each condition, 
HV and HVP could be fit by the same curve. In the CHX treatment group, the curves 
fit to HV and HVP were significantly different with faster decay in HVP (Fig 4.8,C, HV 
half-life = 2.3 hours, HVP half-life = 2 hours, Extra sum-of-squares F test, P<0.0001). 
However, unexpectedly, the fluorescence decline that was observed in the DMSO treated 
traces from HV and HVP were also fit with significantly different curves despite the fact 
that the means and SDs were largely overlapping during the decline phase (Fig 4.8,D, Extra 
sum-of-squares F test, P<0.0001).

The underlying cause for the decline of Venus levels in DMSO treated cells was unclear. 
In an attempt to alleviate the influence of these unknown factor/s, a factor 2 polynomial 
curve was fit to the DMSO trends. All data were de-trended by removing this polynomial 
trend seen in DMSO. The resulting de-trended CHX traces were still significantly different 
between HV and HVP (Extra sum-of-squares F test, P<0.0001), while after de-trending, 
there was no significant difference between HV and HVP in the DMSO treatment group 
(Extra sum-of-squares F test, P=0.7876). This supported the prediction that Her6 is desta-
bilised by the addition of the PEST domain.
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Figure 4.8: Estimating HV and HVP protein half-lives by over-expression in MCF7 cells, CHX chase 
and live imaging. Caption on the following page →
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Figure 4.8: (A) The experimental pipeline for CHX chase in MCF7 cells. MCF7 cells were plated and 
incubated for one day. They were then transfected with empty PCS2 vector with either HV or HVP plasmids. 
Two days after transfection, they were treated with CHX or DMSO and imaged. (B) Maximum intensity 
projection images of example cells transfected with HV or HVP and treated with either CHX or DMSO at 
time 0 and 5.5h after treatment. Scalebars = 10µm. (C) Mean and SD of Venus intensity from all single 
cells treated with CHX. Both HV and HVP were fitted with a statistically preferred ”One-phase decay” 
model and HVP intensities declined more rapidly (Extra sum-of-squares F test, ****). (D) Mean and SD of 
Venus intensity from all single cells treated with DMSO. Both HV and HVP were fitted with a statistically 
preferred ”Plateau followed by one-phase decay” model. The decay trend of HV and HVP were similar but 
were statistically represented by two significantly different curves (Extra sum-of-squares F test, ****).(E)
Mean and SD of CHX traces de-trended using a factor 2 polynomial trend fit on the mean DMSO traces. (F)
Mean and SD of DMSO treatment group de-trended using a factor 2 polynomial trend fitted on itself. Here, 
HV and HVP were not significantly different (ns). (ns): P > 0.05, (*): P ≤ 0.05, (**): P ≤ 0.01, (***): P ≤ 
0.001, (****): P ≤ 0.0001

4.3 Discussion

The availability of the HVP line presented a unique opportunity for studying altered Her6 
dynamics through direct manipulation of protein stability. However, this KI line had not 
been fully characterised. For a better understanding of the HVP locus, I analysed the 
CRISPR junctions using PCR. Given that HVP was generated using the same CRISPR 
design as the HV line (Chapter 3), it was not surprising to find donor backbone integration 
in HVP as well. As discussed for the HV line in Chapter 3, this aberration can at least 
in part, be attributed to Non-homologous end joining (NHEJ) which is the predominant 
repair mechanism for double-strand DNA breaks in young zebrafish embryos (Hagmann 
et al., 1998; Liu et al., 2012). That is to say, it is likely that following a double strand break 
in the endogenous locus but prior to the complete release of the KI cassette from the donor, 
the linearised plasmid was incorporated in the endogenous locus through NHEJ, instead 
of Homology directed repair (HDR).

However, there were some differences between the HV and HVP loci. In HV, only the 
LHA-RHA sequence had been duplicated following donor backbone insertion, forming a 
region resembling the WT Her6 sequence. However, I suspect that two KI events have 
taken place in HVP. In theory, during the CRISPR reaction, HVP locus could have as-
sumed an intermediate structure identical to the HV with duplication of LHA-RHA. But 
this aberrant duplication also reconstructed the sgRNA binding site, allowing a second 
cleavage and KI event at the duplicated site. This explained correct genotyping of the 
HVP embryos by using primers 1-2, which was not possible in HV. Therefore, I conclude 
that the combined effect of failed KI cassette release, multiple cleavages and NHEJ have 
contributed to this outcome.

Despite the presence of a duplicated KI cassette, I have shown that there is little concern 
around aberrant protein production. This is because all ORFs in the aberrant sequences 
culminated in a stop codon and were therefore not likely to generate aberrant fusion pro-
teins with the duplicated Her6 and Venus sequences. Given the differences between HV 
and HVP loci, ectopic expression would have presented differently at the mRNA level in 
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both lines. In HV, her6 was duplicated without venus and therefore only ectopic her6 ex-
pression would have been expected. On the other hand, in HVP, both her6 and venus would 
have been expected to be expressed ectopically as they were both duplicated. However, in 
this chapter, I have shown that neither her6 nor venus appear to be ectopically expressed 
in HV or HVP. Additionally, Venus fluorescence was detected in the same regions as WT 
(i.e. telencephalon and diencephalon) in the developing zebrafish forebrain of both HV and 
HVP embryos. These observations implied that much like HV, the HVP locus is unlikely 
to have lost its functionality due to the CRISPR process (Soto et al., 2020).

However, it was observed that the expression domain of venus-containing mRNAs was 
slightly thinner than her6 mRNA in both HV and HVP. In certain conditions, for exam-
ple, in the presence of multiple mature mRNA species in the homozygous (described in 
Chapter 3-Discussion), this observation may be explained by changes in mRNA stability in 
presence of Venus. That is to say, if the hypothetical alternatively spliced mRNA species 
that lack Venus have a longer half-life, then these mRNAs would linger longer in the pos-
terior regions where WT her6 transcription does not linger as long as the anterior parts 
(Fig 3.1). This would result in a thicker her6 expression domain in comparison to venus. 
However, it is unlikely that this is due to the presence of the PEST domain as it affects both 
HV and HVP. It is perhaps more likely that this effect is an artefact resulting from poor 
quality of the venus probes that do not capture lower expression posteriorly, resulting in a 
seemingly thinner expression domain.

As discussed in Chapter 3 for the HV KI line, despite extensive genomic characterisation 
of the HVP locus, I have not examined the mRNAs expressed from this region. Reverse 
transcription PCR (RT-PCR) can be used to check for the presence of alternatively spliced 
mRNA species which would further clarify these observations. Additionally, using more 
quantitative and high resolution techniques such as Single molecule fluorescent in situ 
hybridisation (smFISH) using probes against venus and her6 can provide a better view of 
the expression of these mRNAs at a single cell level.

In theory, HVP was expected to have a shorter half-life than HV. However, this had not 
been measured. First, I used an FDAP-inspired approach by generating the HP and HPP
fusions (Zhang et al., 2007; Müller et al., 2012; Rogers et al., 2015). Given the limited use 
of PA GFP fused proteins in zebrafish, there was little knowledge on PA GFP activation 
in this model. For instance, PA GFP is activated by exposure to 400-nm light (Patterson, 
Lippincott-Schwartz, 2002) and cell culture-based literature have reported successful ac-
tivation of PA GFP using 405-nm lasers (Wang et al., 2014; Durisic et al., 2014). I was 
also able to successfully activate PA GFP in HEK cells transfected with HP or HPP by 1-2 
seconds of 405-nm exposure (data not shown). However, in 4-5hpf zebrafish embryos, HP 
and HPP were not activated by exposure to 405-nm light and could only be activated with 
a total of approximately 90s of exposure to 85-100% UV, resulting in embryo death during 
or following imaging. Others have also pointed to photo-toxicity as one of the main short-
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comings of using UV activated fluorescent proteins (Gurskaya et al., 2006; Zhang et al., 
2007).

Furthermore, based on my experience, signal to noise (i.e. pre-activation fluorescence) 
ratio in embryos was lower than the previously reported ∼100-fold (Patterson, Lippincott-
Schwartz, 2002). This low signal to noise ratio could have contributed to the over-estimation 
of HP and HPP half-lives as noise/background fluorescence potentially obscured the later 
parts of the decay curve for accurate measurement. An additional downside to my FDAP 
approach was the absence of a reliable negative control to eliminate the potential effects 
of photo-bleaching. This was most likely the result of a mistake in cloning the PA GFP 
construct where PA GFP was inserted in the vector without a stop codon, leading to an ad-
dition of 16 amino acids at the C-terminus of the protein. Therefore, while this method has 
advantages such as allowing direct half-life measurements of the protein of interest with 
single cell resolution, it requires further optimisation for reliable and accurate results.

The alternative approach of CHX chase in embryos had several important advantages rel-
ative to FDAP. These CHX chase experiments could be done using Venus, they eliminated 
the issue of photo-bleaching and more importantly, they were expected to be more repro-
ducible due to the pooling of embryos in each time point. However, this technique also 
led to inconsistent results. I suspect that many factors contributed to this inconsistency. 
One was the temporal resolution in the experimental design. Ay et al. (2013) used CHX 
chase to measure the half-life of Her7, a closely related protein to Her6. They monitored 
Her7 degradation following CHX treatment of transgenic zebrafish with heat-shock in-
ducible HA-Her7. They showed that this protein was extremely short-lived with a half-life 
of 3.5 minutes. The duration of their CHX chase experiments was 15 minutes, sampling 
at 2.5 minute intervals. It is likely that HV and HVP half-lives are similarly short, sug-
gesting that the 5 minute sampling did not have suitable temporal resolution. This is sup-
ported by the rapid HVP degradation that was observed between the 10 and 15 minute 
time points. Another consideration is that the practical aspects of these experiments, such 
as the requirement for injecting a large number embryos and using early stage embryos, 
made them laborious. This hindered examining HV and HVP in parallel with the same 
embryo batches and the addition of further controls such as CHX-negative to the exper-
imental design. These practical elements may have also contributed to the results being 
non-reproducible.

As it was speculated, in MCF7 cells, HV and HVP did degrade slower than in zebrafish, 
with half-lives measured at 2.3 and 2 hours, respectively. Even though this was a disad-
vantage for making exact half-life measurements, it allowed HV and HVP half-lives to be 
estimated. Assuming a linear scaling of protein half-lives between zebrafish and human 
cells, if HV half-life was ∼11 mins (Soto et al., 2020), HVP half-life could be estimated at 
∼8.7 mins. The results from the CHX chase in MCF7 cells were somewhat overshadowed 
by the unexpected reduction in Venus intensity in the DMSO control group. I speculated 
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that it was caused by either a decline in overall protein levels between 48 to 96 hours after 
transient transfection or photo-bleaching. Nonetheless, all conditions were expected to be 
affected equally. This effect was alleviated by de-trending all data to the DMSO control, 
still leaving HV and HVP decay trends significantly different. Thus, using MCF7 cells 
did confirm that HVP has a shorter half-life than HV. Furthermore, it indirectly showed 
that the difference between HV and HVP half-lives is likely to be small. In the future, 
additional controls such as Venus-only transfected cells that are treated with CHX could 
alleviate the concern of differences between HV and HVP in the DMSO treatment, further 
improving the design.

An alternative method for measuring half-life would be to combine different methods pre-
sented in this chapter. That is to say, using young zebrafish embryos (4-5hpf) that have 
been injected with very specific volumes of HV or HVP mRNA followed by CHX treat-
ment and imaging instead of WB. In this case, novel mRNA tagging methods such as 
fluorescent bioorthogonal Poly-A tail tags can be used to also allow mRNA visualisation 
(Westerich et al., 2020). These tags have been shown to not interfere with translation 
(Westerich et al., 2020). The main advantage of this setup is enabling mRNA half-life 
measurement. Since there is no endogenous expression of her6 mRNA between 4-5hpf 
(Thisse et al., 2001), the pool of injected mRNA would be finite and its depletion could 
be associated with mRNA half-life. This would enable the calculation of mRNA half-life 
along with the protein (labeled by Venus) which can verify that the PEST sequence only 
affects protein stability and not that of the mRNA.

However, one shared shortcoming of all the half-life measurement methods tested here 
was the reliance on ubiquitous over expression of the protein. It has been observed that 
cellular context can affect the turnover rate of the same protein (Dörrbaum et al., 2018). 
Thus, it is ideal to measure HV and HVP degradation rates in the relevant context of the 
zebrafish telencephalon. Initially, I considered direct CHX treatment of HV and HVP KI 
embryos and measuring the decay of the endogenous Venus fluorescence. However, due 
to concerns around sufficient CHX penetration into the brain tissue, this was not carried 
out. However, others have reported successful CHX chase in 15-24hpf whole embryos 
(Ay et al., 2013; Jeffery et al., 2015), showing that CHX can enter tissues and inhibit 
translation. In conclusion, even though the MCF7 cell experiments have shown that HVP 
is more rapidly degraded than HV, CHX chase focused on the telencephalon of KI embryos 
at the desired stages may allow for more precise measurements.

4.4 Concluding remarks

In this chapter, I have introduced a previously uncharacterised KI line where Her6-Venus is 
fused to a destabilising PEST domain. I show that similar to the HV, the donor backbone 
has incorporated in the HVP genome during the CRISPR process. In addition, two KI 
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events have taken place in this line, meaning that an additional KI cassette is also present. 
However, using ORF search, FISH analysis and live imaging, I have shown that the dupli-
cated region is not likely to be expressed or affect Her6 expression. To show that HVP does 
in fact represent a destabilised form of Her6, I have used FDAP, CHX chase in zebrafish 
embryos and CHX chase in MCF7 cells. FDAP and CHX chase in embryos presented 
many challenges that hindered reliable half-life measurements. However, CHX chase in 
MCF7 cells transfected with HV and HVP, showed that HVP is indeed degraded faster 
than HV, supporting the initial hypothesis about Her6 destabilisation in the presence of 
a PEST domain. The effects of this destabilisation on Her6 expression dynamics will be 
described in the following chapter.
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Chapter 5

Examining the single cell and 

tissue-level outcome of altering Her6 

expression dynamics by its 

destabilisation
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5.1 Background

Many previous studies of Central nervous system (CNS) ultradian oscillators have ob-
served that the levels of the oscillatory proteins in tissues are heterogeneous, which is a 
characteristic feature of the cell populations (Shimojo et al., 2008; Imayoshi et al., 2013; 
Soto et al., 2020). However, the multi-cellular aspects of protein oscillations in neural tis-
sues are largely understudied. This is because much of the previous work has been done in 
vitro (Shimojo et al., 2008; Imayoshi et al., 2013; Marinopoulou et al., 2021) which does 
not recapitulate all aspects of the tissue structure. In others where ex vivo slice cultures or 
intact embryos such as in zebrafish had been utilised, the focus had predominantly been on 
detailed characterisation of single cell dynamics (Shimojo et al., 2008; Soto et al., 2020).

The studies where protein stability of an oscillator has been altered are also not exempt 
from this shortcoming. Much of the insight of how oscillatory cells respond to changes 
in protein stability come from indirect manipulations of this feature in vitro where the 
impact has been measured in bulk cells. Chen et al. (2017) used Small interfering RNA
(siRNA) to Knock-down (KD) RBX1, one of the components of the E3 Ubiquitin ligase 
complex that targets HES1 in mouse derived F9 fibroblast cells. As a result, HES1 half-life 
increased from 50 to 110 minutes. This increased the levels of HES1 and dampened its 
oscillations. In another study, HES1 was destabilised by siRNA KD of Usp22, the main 
Deubiquitinating enzyme (DUB) that targets ubiquitinated HES1 in C3H10T1/2 mouse 
fibroblast cells. This shortened the half-life of endogenous HES1 from 24.4 minutes to 
19.3 or 15.9 minutes, depending on the efficiency of the siRNA used. Even though HES1 
destabilisation did not affect its transcription and translation rates, it did reduce the protein 
levels and dampened its oscillations which was measured by Western Blot in synchronised 
serum stimulated cells (Kobayashi et al., 2015). In this case, single cell reporters were used 
to show that the period of Hes1 oscillations had increased by 25 minutes and become more 
variable. The authors believed this to be the cause of the delayed and dampened Hes1 and 
HES1 oscillations, respectively in bulk cultured and synchronised cells.

In contrast to the indirect and in vitro studies, Hirata et al. (2004) generated a stabilised 
HES7 by Lysine to Arginine (K>R) mutation of K14 which was thought to be a ubiquiti-
nation site. HES7 K14R had a ∼30 minute half-life which was 8 minutes longer than the 
Wild type (WT). HES7 K14R exhibited dampened oscillations in the Presomitic meso-
derm (PSM) of mutant mice which affected the progression of late somitogenesis. How-
ever, Hirata et al. (2004) utilised the synchronous nature of HES7 oscillations to infer the 
oscillations by snapshot detection of the mRNA using in situ hybridisation with intronic 
probes. Hence, even though this was done in the in vivo context with direct manipulation 
of the protein, there was a lack of single cell information. Furthermore, even though the 
PSM and CNS oscillators share some characteristics like the presence of an auto-inhibitory 
feedback loop, they differ in one important feature which is the interaction between neigh-
bouring cells. Notch mediated cell coupling enables synchronised or in-phase oscillations 

129



in cells that are spatially close to each other in the PSM (Özbudak, Lewis, 2008). This is 
in contrast to the CNS where neighbouring cells often show out of phase or anti-phase os-
cillations (Kageyama et al., 2018). Therefore, not all insights from oscillating populations 
in PSM are relevant in the CNS.

One recent report has provided a novel insight into the relationship between single cell 
HES dynamics and the multi-cellular behaviour and patterning. Biga et al. (2021) have 
described the presence of dynamic HES5 microclusters using single cell resolution live 
imaging of endogenously labeled HES5 in mouse spinal cord slice cultures. To determine 
how the population can give rise to these small HES5 clusters where cells are similar in 
protein levels and dynamics, they developed a multi-cellular computational model that in-
corporates single cell oscillations with cell-cell coupling. They particularly focused on 
exploring coupling strength which is defined as the HES5 levels required in one cell to 
reduce HES5 expression in its neighbouring cells by half. Using this model, they showed 
that changing the coupling strength altered the global pattern of HES5 in the simulated 
tissue. The model also predicted that increase in cell coupling which gives rise to an alter-
nating high-low pattern of HES5 expression in neighbouring cells may be associated with 
increased probability of differentiation. In support of this, they showed that the motorneu-
ron domain which has high differentiation rates at embryonic day 10.5 has an alternating 
high-low HES5 pattern between neighbouring cells, inferring that cells in this region are 
more strongly coupled.

The work by Biga et al. (2021) is a novel and detailed description of the relationship be-
tween a neural oscillator and patterning in a tissue context. It highlighted that combining 
single cell and cell population information can provide valuable insight into the interac-
tions between the cells which affect developmental output, revealing the nuances of dy-
namic behaviour in tissues. However, the focus of this work was mainly on intercellular 
interactions and Notch alterations. Hence, the system response to altering an intracellular 
feature of the oscillatory gene regulatory network remains to be elucidated.

In chapter 3, the expression dynamics of Her6 were characterised in the zebrafish telen-
cephalon using the Her6-Venus (HV) Knock-in (KI) and in chapter 4, I introduced the 
Her6-Venus-PEST (HVP) where Her6 is destabilised. In this chapter, I have conducted a 
comparative study between HV and HVP to understand how the single cells and cell pop-
ulation in the telencephalon respond to Her6 destabilisation and what that response may 
reveal about cell-cell interactions.

The following aims will be addressed in this chapter:

1- Determine the impact if Her6 destabilisation at the single cell level;

2- Describe the effects of Her6 destabilisation at the population level;

3- Characterise the potential implications of these single cell and cell-population changes 
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on patterning;

4- Use mathematical modelling to understand the tissue response.

5.2 Results

5.2.1 Investigating the effects of Her6 destabilisation on single cell expression dynam-

ics in HVP

In the previous chapter, I showed that HVP represents a destabilised version of HV. Given 
the importance of targeted protein degradation in generating ultradian oscillations and 
cell state transitions, I hypothesised that Her6 destabilisation would alter its expression 
dynamics in single cells. This hypothesis was addressed by real-time single cell resolution 
imaging. Homozygous (Hom) HV and HVP embryos were injected with Caax-RFP and 
Histone 2B-Keima (Keima) for detection of cell membranes and nuclei, respectively, and 
imaged from 20 Hours post fertilisation (hpf) at a transversal view of the Her6 expression 
domain in the telencephalon for 6-10 hours. The transversal orientation maximised quality 
of imaging by limiting the depth of tissue and captured the majority of Her6 expressing 
cells in both telencephalic lobes. 20hpf embryos and the plane of imaging is schematically 
shown in Fig 5.1,A. Stage-matched 19-20hpf pairs of HV and HVP embryos were imaged 
simultaneously to ensure Venus fluorescence intensity is comparable. Fig 5.1,B shows an 
example 3D reconstruction of Z-stacks from of the first live imaging frame (Images of a 
single Z-plane are presented in Appendix 8.7).

Single cells were tracked over time and the fluorescence intensity of both Venus (read-
out of Her6) and Keima (readout of H2B) were plotted. Examples of single cell traces 
are shown in figure Fig 5.2,A. For better understanding of single cell behaviour, the char-
acteristics of these traces were further analysed starting with mean intensity. The mean 
intensity of Keima in single cells was variable between embryos and experiments as a re-
sult of variability in injections. In experiment 1, the single cell mean intensities of Venus 
were similar in HV and HVP. However, in experiments 2 and 3, Venus mean intensities in 
single cells from HVP were lower than in HV (Fig 5.2,B). For statistical analysis, the av-
erage of mean intensities of all cells in each embryo was calculated. There was no overall 
difference in average Keima mean intensities between HV and HVP (Mann-Whitney test, 
P>0.9999). Average Venus mean intensities in HVP single cells had a tendency to be lower 
than HV, which however, was not statistically significant (Mann-Whitney test, P=0.7000) 
(Fig 5.2,C). The raw fluorescence intensities of different fluorophores are not directly com-
parable. Furthermore, in these embryos, Venus is expressed endogenously whereas Keima 
is injected. Hence, the sources of variability in their intensities are different. Therefore, 
no comparisons are reported between mean Venus and Keima intensities.
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Figure 5.1: Example of the starting point of HV and HVP paired live imaging with a traneversal view 
of the Her6 expression domain in the telencephalon. (A) Schematic diagram of the lateral view of a 20hpf 
embryo. The pink line denotes the transversal plane for live imaging. (B) 3D reconstruction of Z-stacks from 
a pair of 20hpf HV (top) and HVP (bottom) embryos. They were injected with H2B-Keima to label the cell 
nuclei and Caax-RFF for labeling cell membranes.

Venus expression visibly fluctuated more than Keima expression over time, implying that 
Venus was more dynamic in HV and HVP. Additionally, Venus fluctuations appeared larger 
in HVP than in HV (Fig 5.2,A). To quantify these observations, Coefficient of Variation
(CV) was calculated in each cell, measuring the variations around the intensity mean of 
that cell over time. In all three experiments, Venus CV in single cells was higher than 
Keima, demonstrating that Venus was more dynamic. Additionally, Venus CV in HVP 
was higher than HV in all embryo pairs analysed (Fig 5.2,D). The average of single cell 
CVs for each embryo was used for statistical analysis using 2way ANOVA with multiple 
comparisons (Fig 5.2,E). Venus variation around the mean was significantly higher than 
Keima in HV traces (P=0.0223) and more so in HVP traces (P=0.0003). Additionally, 
even though there was no significant difference in Keima variations between HV and HVP 
(P>0.9999), variations of Venus in single cells were significantly higher in HVP than in 
HV (P=0.0221). These observations suggested that the fluctuations in Venus expression 
is a result of Her6 expression dynamics which are absent in Keima expression. They also 
supported the hypothesis that Her6 dynamics have been altered in HVP.

Next, I assessed the oscillatory dynamics and long-term trends in single cells as two poten-
tial sources of Venus fluctuations that could have been altered in HVP. Venus (i.e. Her6) 
oscillations were examined by comparing the proportion of oscillators, fold-change and pe-
riodicity between HV and HVP. For this, Venus and Keima traces from HV and HVP were 
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Figure 5.2: Comparing mean intensity and temporal variations in single HV and HVP cells over 
time.(A) Example Venus and Keima single cell traces from HV and HVP. (B) The mean intensity values for 
each cell were calculated. In experiment 1, mean intensities of Venus traces were not different in HV and 
HVP. In experiments 2 and 3, mean intensities Venus in HVP traces were lower than HV. Due to injection 
variability, Keima mean intensity values were variable. Caption continued on the following page →
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Figure 5.2: (C) The average mean intensity of all single cells in each embryo was calculated and Mann-
Whitney test was used for statistical analysis. HVP had a tendency for lower Venus intensities than HV but 
the difference was not significant (ns). There was no tendency and no difference between HV and HVP mean 
Keima intensities (ns). (D) Single cell CV was calculated as a measure of temporal variations around the 
mean intensity for Venus and Keima. In Venus traces, HVP CV was higher than HV CV in all experimental 
pairs. Keima CVs in both HV and HVP were low and comparable between HV and HVP. (E) All single 
cell CV values in each embryo were averaged and 2way ANOVA with multiple comparisons was used for 
statistical analysis. Venus CV for HV (19-37%) was higher than its corresponding Keima CV (9.7-10.1%) 
(*). The same was true for Venus HVP CVs (37-46%) relative to its Keima CVs (8.7-10.6%) with higher 
degree of significance (***). Average single cell CV was significantly higher in HVP than HV (*). There 
was no difference between Keima CVs in HV and HVP (ns). (ns): P > 0.05, (*): P ≤ 0.05, (**): P ≤ 0.01, 
(***): P ≤ 0.001, (****): P ≤ 0.0001

analysed using a computational method that separates periodic oscillators from aperiodic 
fluctuations (See “Single cell tracking and analysis” in Chapter 2, same method that was 
used in Chapter 3). Both Oscillatory (osc) and Non-oscillatory (non-osc) Venus expression 
were detected in HV and in HVP while Keima traces often did not pass as oscillatory (Fig 
5.3,A). The percentage of oscillators was statistically assessed by 2way ANOVA. The pro-
portion of Keima traces that passed as oscillators was not significantly different between 
HV and HVP (0-7.5% versus 0-7.5% , respectively, P>0.9999). But there were signifi-
cantly more oscillating Venus traces in HVP than in HV (32.5-67.9% versus 5.2-32.5%, 
respectively, P=0.0397). In agreement with this, in HVP, a significantly larger proportion 
of Venus traces passed as oscillatory compared to Keima traces (P=0.0050). This is while 
in HV, there was a tendency for more oscillators in Venus traces than in Keima but this was 
not statistically significant (P=0.6570) (Fig 5.3,B). In Chapter 3, I showed that analysis pa-
rameters and track length can affect measuring the percentage of oscillators. However, the 
increased percentage of oscillators in HVP was seen with a range of analysis parameters 
and was not associated with differences in track length between HV and HVP (Appendix 
8.4).

The peak to trough ratio (fold-change) of all oscillations in each single trace were measured 
and an average fold-change was calculated for each one. The mean of average fold-changes 
(referred to as fold-changes from hereon) in each embryo was used for statistical analysis 
using 2way ANOVA (Fig 5.3,C, single cell data is presented in Appendix 8.5,A). The 
smallest fold-change possible was 1 which meant that the peak and trough were equal and 
effectively no oscillations were identified. The fold-change of Keima traces that passed 
as oscillators was between 1-1.2 in HV and 1.1 in HVP. This implied that these Keima 
traces only have small amplitude fluctuations that erroneously pass as oscillators in this 
analysis pipeline. There was no difference in Keima fold-change between HV and HVP 
(P>0.9999). The fold-change of Venus traces in all experiments was significantly higher 
than Keima in HV (P=0.0408) and more so in HVP (P=0.0002). Furthermore, the fold-
change of Venus oscillators in HVP which was between 1.8-2, was significantly larger than 
HV with a fold-change of 1.4 (P=0.0017).

The mean period (Fig 5.3,D) of HV Venus traces ranged between 1.7-2 hours while HVP 
Venus traces had mean periods of 2-2.1 hours (single cell data is presented in Appendix 
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8.5,B). Even though there was a small tendency for longer period of oscillations in HVP, 
this was not significantly different from HV (P=0.2821). There was no significant differ-
ence between the mean periods in Venus and Keima (HV-P= 0.9993 & HVP-P=0.0559). 
However, given the low percentage and fold-change of Keima oscillators, it is unlikely that 
the Keima period values point to actual periodic expression.

Next, I used a simple metric to examine the long-term dynamics of Venus expression 
in single cells. This was done by dividing the last intensity value of every single cell 
trace by its first intensity value, resulting in relative trend. This simple metric measured 
whether expression was upregulated (relative trend > 1), downregulated (relative trend < 1) 
or maintained around the mean over the time course (relative trend = 1). CV calculation 
for this metric showed that relative trends of Venus expression over time in HVP were 
significantly more variable than Keima (2way ANOVA, P=0.0001) and also compared to 
Venus relative trends in HV (2way ANOVA, P=0.0010). The relative trends of Venus in 
HV were slightly but insignificantly higher than Keima (2way ANOVA, P=0.1543). This 
is while there was no difference between Keima relative trends in HV and HVP (P>0.9999) 
(Fig 5.4,A).

The distribution of relative trends was examined by pooling all three experiments (the con-
tribution of each experiment to these histograms is presented in Appendix 8.6). Relative 
trends of Keima expression were normally distributed around 1 in HV and HVP showing 
that this protein did not have a strong tendency for up or down regulation over time and 
was more likely to be maintained around the mean (i.e. stable) (Fig 5.4,B&C). The rela-
tive trend for Venus expression in HV was shifted to the left, showing that most cells have 
a declining trend with the peak of distribution at 0.4 (Fig 5.4,B). 13.6% of cells showed 
maintained or upregulated trend (signified by relative trends of 1 or higher) and only 17% 
of these cells were oscillators (Fig 5.4,B). This is while the relative trend of Venus expres-
sion in HVP was shifted more towards the left with the peak relative trend at 0.2, implying 
slightly more rapid decline in Venus (i.e. Her6) expression in HVP cells compared to 
HV (Fig 5.4,C). In HVP, around 10% of cells had relative trend of 1 or higher and ∼64% 
of them were oscillators (Fig 5.4,C). In short, relative to HV, HVP cells exhibited more 
variable long term Her6 expression trends, slight tendency for more drastic Her6 down 
regulation and increased contribution of Her6 oscillators to stable or up regulating cells.

5.2.2 Comparing Her6 expression domain in HV and HVP reveals global differences 

at the cell population level

Next, I set out to reveal the characteristics in the Her6 expression domain and the implica-
tions of altering single cell dynamics on the cell population. I first compared live Hom HV 
and HVP embryos at 18-19 hpf (Fig 5.5, A). Relative to HV, the Her6 expression domain 
in HVP appeared reduced ventrally with lower Venus fluorescence intensity (Fig 5.5,B). 
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Figure 5.3: HVP cells are more oscillatory than HV and their oscillations have bigger fold-change.
(A) Examples of oscillatory and non-oscillatory single cell traces from HV and HVP. The Keima traces are 
presented as control and these examples did not pass as periodic oscillators. (B) In HV, between 5.2-32.5% 
of Venus traces were oscillatory while 0-7.5% of Keima traces passed as oscillatory. The difference between 
Venus and Keima was not statistically significant (ns). In HVP, 32.5-67.9% of Venus traces were oscillatory 
in contrast to 0-7.5% of Keima traces that passed (**). Significantly higher proportion of oscillators were 
detected in HVP Venus traces than in HV (*). There was no tendency or significant difference between 
proportion of Keima traces passing as oscillators between HV and HVP (ns). (C) For each single cell 
that passes as an oscillator, the mean of all fold-changes over time was calculated. The average of mean 
fold-changes from all cells in each embryo was calculated for statistical analysis. In Keima, average mean 
foldchanges were close to 1 in both HV and HVP (1-1.2). The average mean fold-change in HV oscillators 
(∼1.4) were significantly higher than Keima (*). The same was true for average mean fold-change in Venus 
HVP (1.8-2) relative to its Keima counterpart with higher degree of significance (***). Average Venus 
fold-changes in HVP were significantly larger in HVP (**). Caption continued on the following page →
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Figure 5.3: (D) The average period for all oscillating cells in each embryo were measured and statistically 
assessed. Relative to HV Venus traces (1.7-2 hours), HVP had a small tendency for longer periods (2-2.1 
hours). This difference was not statistically significant (ns). The average period detected in Keima traces 
that pass as oscillators range between 1.7-2 hours in HV and 1.6 hours in HVP. Their difference was not 
significant (ns). There was also no statistical difference between Venus and Keima average periods in neither 
HV or HVP (ns). 2way ANOVA with multiple comparisons. (ns): P > 0.05, (*): P ≤ 0.05, (**): P ≤ 0.01, 
(***): P ≤ 0.001, (****): P ≤ 0.0001.

For better insight, snapshots from the paired live imaging experiments were analysed in 
detail at two hour intervals. The live imaging plane with respect to the Her6 expression 
domain is shown as dotted line in Fig 5.5,B. Fig 5.5,C is a side by side comparison of the 
3D reconstructed Z-stacks from an HV and HVP pair over time. Here, the fluorescence 
intensities have been adjusted in each embryo to optimise for visualisation. Unaltered 
images of Venus expression in this pair of embryos can be found in Appendix 8.7.

Both HV and HVP expression domains gradually decreased in size between 20-28hpf. But 
one gets the impression that relative to HV, the HVP expression domain was reduced ven-
trally and laterally, particularly between 20-24hpf. However, no conclusions were made 
about the dorsal part of the domain as this angle of imaging was not optimal for full visu-
alisation of the dorsal boundaries of the Her6 expression domain and telencephalon over 
time (Fig 5.5,C). A distinction could be made between the patterning of HV and HVP 
expression. Cells in the HV expressing population appeared more uniform in intensity, 
while in the HVP expressing population, more contrast was observed between cells (Fig 
5.5,C).

To quantify these differences between HV and HVP at the population level, the nuclear 
marker H2B-Keima (Keima) was used to identify all cell nuclei in the visible domains of 
the telencephalon regardless of their Venus expression. The distribution of fluorescence 
intensities of Keima was close to normal in each individual embryo but the width of the 
normal distribution varied between embryos showing injection variability. However, there 
was little change in the shape of the distribution in each embryo over time (Fig 5.5,D). HV 
expression at the earliest time point (20hpf) was normally distributed in the population. 
Over time, the number of cells with intensities close to zero increased and the number of 
higher intensities decreased, gradually shifting the distribution to the left (Fig 5.5,E). In 
contrast, in HVP, there was a high occurrence of Venus fluorescence intensities close to 
zero from 20hpf, leading to a shifted distribution from this early stage. Similar to HV, 
the number of low intensity cells in HVP increased over time while higher intensities 
gradually diminished, further exaggerating the left shift in the distribution (Fig 5.5,E). 
This was replicated in three separate pairs of HV and HVP embryos and the data for two 
other replicates are provided in Appendix 8.8.

In each embryo, Venus+ and Venus- cells were separated using a threshold value. The 
threshold selection was guided by the median value of background intensity in each in-
dividual embryo and manual detection of lowest visible intensity values. For an overall 
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Figure 5.4: Long term trends in Venus expression are altered in HVP. (A) CV for relative trends of all 
cells in each embryo were calculated and analysed using 2way ANOVA with multiple comparisons. Varia-
tion in Keima relative trends were low and similar between HV (14.3-20.4%) and in HVP (14.9-17.7%) (ns). 
Variation in HV Venus relative trends was slightly but not significantly higher than its Keima counterpart 
(ns). Venus relative trend CVs in HVP were significantly higher than Keima (***) and Venus relative trend 
CVs in HV (**). (B) Proportional distribution of Venus and Keima relative trends in 3 HV embryos com-
bined. They are presented as stacked histograms (bin width = 0.2), coloured with oscillatory state. Relative 
trends in Keima were normally distributed around peak of 1 (dotted line) denoting stable expression over 
time. Distribution of Venus relative trends was shifted to the left with peak abundance at 0.4. Abundance 
of oscillators in the whole population was low. 13.6% of cells were positioned at or above 1 and 17% of 
them are oscillators. (C) Proportional distribution of Venus and Keima relative trends in 3 HVP embryos 
combined. They are presented as stacked histograms (bin width = 0.2), coloured with oscillatory state. Sim-
ilar to HV, relative trends in Keima were normally distributed around peak of 1 (dotted line) denoting stable 
expression over time. In comparison to HV, distribution of Venus relative trends in HVP was shifted more 
to the left with peak abundance at 0.2. Abundance of oscillators in the whole population was high. 10% of 
cells were positioned at or above 1 and 64% of them were oscillators. (ns): P > 0.05, (*): P ≤ 0.05, (**): P 
≤ 0.01, (***): P ≤ 0.001, (****): P ≤ 0.0001.
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representation of the whole population over time, cells detected in two-hour intervals were 
combined. The total number of cells in HVP was equal to HV in experiment 1, but slightly 
more in experiment 2 and slightly less in experiment 3 (Fig 5.5,F). Therefore, there was 
no consistent change in the total number of cells detected between HV and HVP. How-
ever, the total number of Venus+ cells was consistently lower in HVP than its paired HV 
(Fig 5.5,F). Proportionally, in all three HV embryos tested, between 80-94% of cells were 
Venus+ at 20hpf while only 35-55% of cells were Venus+ in HVP at this stage (Fig 5.5,G). 
The proportion of Venus+ cells reduced over time in both HV and HVP, dropping to 42-
78% in HV and 17-30% in HVP at 26hpf which is the last shared stage between all three 
experiments (Fig 5.5,G). This decline of Venus+ cells in HV and HVP was consistent with 
the tendency for declining trends at the single cell level (Fig 5.4,B&C)
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Figure 5.5: There is a higher prevalence of Venus- cells in HVP telencephalon. Caption on the following page →
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Figure 5.5: (A) Schematic diagram of an 18-19hpf embryo in lateral view. The boxed region is shown in 
B. (B) Venus is expressed in the telencephalon and diencephalon of 18-19hpf HV and HVP embryos. Its 
expression domain in the telencephalon is smaller and and dimmer in HVP. The dotted line shows transversal 
plane used for live imaging shown in C. Scalebar = 30µm.(C) 3D reconstruction Z-stack snapshots of live 
20 hpf HV and HVP embryos injected with H2B-Keima and Caax-RFP (left). The progression of Venus 
expression in the ventral telencephalon between 20-28hpf (right). In HV, Venus was expressed in a broad 
domain which gradually decreased over time. In HVP, fewer cells expressed Venus and they also decreased 
over time. Scalebar = 20µm.(D) Keima intensity values in HV and HVP from all detected telencephalic cells 
were plotted in overlapping histograms. Distribution of Keima intensities in both HV and HVP populations 
were close to normal. The width of the distribution differed correlating with the quality of injection. (E)
Venus intensity values in HV and HVP from all detected telencephalic cells were plotted in overlapping 
histograms. In 20hpf HV, Venus intensities were normally distributed. Over time, the distribution shifted 
towards lower values, peaking close to 0. In 20hpf HVP, the distribution of Venus intensities was shifted to 
the left with high count of cells with intensity values close to 0. The left-ward shift became more pronounced 
over time and higher intensities were depleted. (F) Total cell count from selected time points (2 hour interval) 
from three pairs of HV and HVP embryos. The colours represent Venus expression. Total numbers in HVP 
were comparable, more or less than HV in experiments 1, 2 & 3 respectively. But the number of Venus+

cells in HVP were always lower than HV. (G) The percentage of Venus+ and negative cells in three HV and 
HVP pairs over time. The percentage of Venus+ cells in 20hpf HV ranged between 80-94% and it was lower 
in HVP 35-55%. Percentage of Venus+ cells declined over time in HV and HVP reaching 42-78% and 17-
30%, respectively. (H) The percentage of Venus+ cells in HV and HVP relative to the initial state (20hpf). 
In experiments 1 and 2, Venus+ cells in HVP declined faster than in HV. In experiment 3, the percentage of 
Venus+ cells in both followed a similar trend over time apart from 24hpf where HV had proportionally fewer 
Venus+ cells. Di: Diencephalon, Te: Telencephalon.

The rate of the depletion of Venus+ cells was assessed by normalising the number of 
Venus+ cells to the first time point in each embryo. In experiments 2 and 3, Venus+ cells 
in HVP declined slightly faster than HV over time. This was in agreement with the slight 
tendency for more drastic down regulation trend in HVP single cells (Fig 5.4,C). However, 
this was not the case in experiment 3. Hence, it is likely that in HVP, the Venus+ pool was 
depleted faster than in HV, but this was not seen in all HVP embryos (Fig 5.5,H).

5.2.3 The population changes in Her6 expression in HVP embryos is more complex 

than global reduction of Her6 expression levels

The drastic reduction of Venus+ cells in the HVP could have been cause by a global re-
duction of Her6 expression levels across the population due to protein destabilisation. To 
address this possibility, I assessed the Venus fluorescence intensity in the cell population 
in both HV and HVP over time. In both HV and HVP, Venus intensity decreased over time, 
emphasising the observations of intensity distribution over time (Fig 5.5,D). However, in 
all stages, Venus intensity in HVP was lower than HV (Fig 5.6,A). However, this could 
have been partly due to the presence of more Venus- cells in HVP. Therefore, I removed 
these cells to examine the Venus+ cells alone. In the Venus+ cells, there was more overlap 
between Venus intensities in HV and HVP and both decreased over time but plateaued 
between 22-24hpf. Nonetheless, the majority of Venus+ cells in HVP still had lower in-
tensity levels than Venus+ cells in HV (Fig 5.6,B). This reflected the slight tendency for 
lower Venus intensity means in single HVP cells over time (Fig 5.2,D&E). However, the 
upper limits of Venus intensity in all three HV and HVP pairs were comparable. That 
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is to say, the HVP cells with highest Venus expression matched and at times surpassed 
the highest Venus expression levels in HV Venus+ cells (Fig 5.6,B). This observation sug-
gested that in HVP, rather than global reduction of Her6 expression levels, the variability 
of its expression levels has increased.

Hence, the global variability of Venus expression in HV and HVP was quantified by cal-
culating the Coefficient of Variation (CV) of Venus and Keima intensities for all cells in 
selected time points in each embryo. All statistical comparisons were made using multi-
ple Mixed-effects analyses and only some of the global statistics are reported rather than 
the comparisons of individual time points (further detail on these analyses is provided in 
Chapter 2, “Snapshot cell population live imaging analysis”, Fig 2.1).

At a global level, CV of Keima intensities was consistently ∼30% in both HV and HVP 
(P=0.7660). Venus CV was significantly higher than Keima in HV and HVP (P<0.0001 
& P=0.0017, respectively). In all stages, Venus CV in HVP was higher than in HV and 
this difference between HV and HVP CVs was statistically significant at a global level 
(P=0.0122). The difference between Venus and Keima CV in HV was significantly influ-
enced by passage of time (P=0.0442) while this was not the case in HVP (P=0.1656). In 
short, this meant that when considering all cells, Venus (i.e. Her6) expression was more 
variable than Keima (H2B-Keima) in HV and HVP but its variability in HVP was higher 
than HV. In addition, Venus expression variability in HV increased more drastically than 
HVP over time.

Next, I examined expression variability in Venus+ cells. In comparison to the whole pop-
ulation (Fig 5.6,C), Venus CV was lower in both HV and HVP in Venus+ cells (Fig 5.6,D). 
Furthermore, the effect of time on the difference between Venus and Keima CVs was also 
reduced in this population in HV and HVP (P=0.7362 & P=0.6072 respectively). These 
observations suggested that the Venus- cells are a major contributors to Her6 heterogene-
ity in the whole population and implied that the increasing gap between Venus and Keima 
CVs over time can be attributed to increasing numbers of Venus- cells or Venus (i.e. Her6) 
downregulation (Fig 5.6,C).

However, this was not the only cause for heterogeneity in Venus expression, as Venus CVs 
were still significantly higher than Keima in the Venus+ population in HV (P=0.0388) and 
more so in HVP (P=0.0033). The variability of Venus expression in HVP still had the 
tendency to be higher than HV in the Venus+ cells (P=0.1190). Even though this differ-
ence was not statistically significant, it was larger than the difference of Keima variability 
between HV and HVP (P=0.7680). In summary, in the Venus+ cells, variability of Venus 
expression was still higher than Keima in HV and even more so in HVP. These observations 
supported the predictions from figure 5.6,B and confirmed that not only Her6 expression 
is more variable than Keima, it is also more heterogenous in HVP relative to HV.
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Figure 5.6: HVP cell populations exhibit lower Venus expression levels but retain the ability for HV-level expression, increasing Venus heterogeneity. Caption on the following 
page →

143



Figure 5.6: (A) Global Venus fluorescence intensity from all individual cells detected at 2-hour intervals 
was plotted for three pairs of HV and HVP embryos. In all pairs, Venus intensity in the population gradually 
reduced over time in HV and HVP but was lower in HVP in all time points.(B) Venus- cells were removed 
from the population and Venus fluorescence intensity from all individual Venus+ cells was plotted. In all 
HV and HVP pairs, Venus intensity declined between 20-22 hpf but plateaued after this stage. In the Venus+

population, the lower 75% of Venus intensities were lower than HV at all time points. But the top 25% of 
intensities were comparable or at times higher than HV (e.g. 20hpf in experiment 1 or 30hpf in experiment 
3). (C) For each embryo, CV of Venus and Keima intensity values was calculated as a measure of hetero-
geneity at each time point. Three repeats were combined for statistical assessment. In the global population, 
Venus heterogeneity was higher than Keima heterogeneity in HV (****) and HVP (**). In both, Venus 
heterogeneity diverged more from Keima over time but this effect of time on heterogeneity was only signif-
icant in HV (*). Venus heterogeneity was higher in HVP in all time points and this difference was globally 
significant (*) whereas there was no difference in Keima heterogeneity between HV and HVP. (D) Venus-

were removed from the population and CV of Venus and Keima intensities was calculated as a measure of 
heterogeneity in the Venus+ cells at each time point. Three repeats were combined for statistical assessment. 
In the Venus+ population, Venus heterogeneity remained higher than Keima heterogeneity in HV (*) and 
HVP (**). Heterogeneity in Venus+ cells did change consistently over time. HVP retained its tendency for 
higher Venus heterogeneity relative to HV in all time points. This difference was no longer globally signifi-
cant (ns). V: Venus, K: Keima. Mixed-effects analysis, (ns): P > 0.05, (*): P ≤ 0.05, (**): P ≤ 0.01, (***): 
P ≤ 0.001, (****): P ≤ 0.0001.

5.2.4 Assessing the implication of the changes in Her6 dynamics on its expression in 

neighbouring cells in HVP

Single cell and population level comparison of HV and HVP demonstrated altered Venus 
(i.e. Her6) regulation in HVP. The implications of this altered regulation in the pattern of 
Venus expression in the tissue was assessed by analysing neighbouring cells (This analysis 
was performed by Dr Veronica Biga, Statistical analysis was done by myself). To this end, 
the closest neighbour to each cell was identified based on minimal 3D Euclidean distance. 
The intensity levels of Venus and Keima were used as paired data sets where intensity on 
the x-axis represents the fluorescence intensity of a selected cell and intensity on the y-axis 
represents the fluorescence intensity of its closest neighbouring cell.

The pattern of Venus expression in neighbouring cells was different between HV and HVP 
(Fig 5.7,A shows examples from only one experiment). In 20hpf HV, Venus expression 
intensity in each cell was more likely to positively correlate with its neighbouring cell. 
That is to say, an HV cell exhibited similar Venus expression levels to its neighbour. 
Even though the absolute expression values decreased by 28hpf, the positive correlation 
of Venus intensities between neighbouring cells was maintained (Fig 5.7,A, Top). In the 
20hpf HVP, however, Venus intensity in neighboring cells was more prone to an inverse 
relationship which became more pronounced by 28hpf. This meant that an HVP cell ex-
pressing high levels of Venus was more likely to be close to a low expressing cell. The same 
analysis was performed for Keima that produced more random scattering of values and no 
significant difference between HV and HVP (Appendix 8.9). The correlation coefficients 
for Venus intensities in neighbouring cells from three pairs of HV and HVP embryos were 
analysed and statistically tested using Mixed-effects analysis. Neighbouring cells in HV 
had significantly stronger correlation than HVP (P=0.0186) but this did not significantly 
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change over time (P=0.2255) (Fig 5.7,B).

Since Keima was injected and Venus was expressed endogenously, the sources of variabil-
ity in cell-cell intensities for Keima was different than Venus. To use Keima as a control 
and to circumvent variability of intensities due to Z-axis depth and different imaging pa-
rameters between different experiments, a ratiometric analysis was performed. For this, 
the ratio between fluorescence intensity in a selected cell and its neighbour was calcu-
lated in each embryo and mean cell-cell ratios were plotted. Cell-cell ratios in HVP were 
significantly higher than HV (P<0.0001) but this did not change significantly over time 
(P=0.2274, Fig 5.7,C). Cell-Cell ratios of Venus were close to Keima in HV but signifi-
cantly higher (P=0.0041) (Fig 5.7,D). In the case of HVP, the mean ratios of neighbouring 
cells were also significantly higher than Keima but with higher degree of significance than 
HV (P<0.0001, Fig 5.7,E). This showed that relative to HV, the neighbouring cells in HVP 
have larger differences in Venus (i.e. Her6) expression.

5.2.5 Mathematical modelling presents cell-cell coupling as a potential mechanism 

for the altered patterning in HVP

Experimental evidence demonstrated that changing Her6 protein stability resulted in in-
creased heterogeneity in its expression. That is to say, even though most HVP cells ex-
pressed Her6 at lower levels when compared to HV, some retained the ability to express 
Her6 at HV levels. This was accompanied with differences in the pattern of Her6 expres-
sion in neighbouring cells between HV and HVP. The observed effects were surprising 
and counter-intuitive as one would expect all cells to be affected in the same way by Her6 
destabilisation and for patterning to remain unaffected. To understand the source of these 
differences between HV and HVP that could explain the counter-intuitive observations, 
we turned to mathematical modelling. To do so, three mathematical models with differ-
ent levels of complexity were explored, with predominant focus on replicating the larger 
differences in protein expression between neighbouring cells that were seen in HVP (All 
mathematical modelling was performed by Joshua Hawley).

Model 1: Uncoupled cells with no protein auto-inhibition

First, we considered the possibility where a single cell expressed Her6 autonomously and 
no communication or coupling between cells affected Her6 expression (i.e. uncoupled). 
This model also did not include Her6 auto-regulation and simply described the regulation 
of protein levels in a single cell with three parameters: 𝑝 referring to protein abundance, 𝛼
denoting protein synthesis (translation) rate and 𝜇 representing protein degradation rate. 
Under the assumption that the steady state protein concentration in a cell does not change 
over time, the steady state protein abundance was described as 𝑝∗, determined by the ratio 
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Figure 5.7: Neighbouring cells have similar Venus expression levels in HV but more polarised Venus 
expression levels in HVP.Caption on the following page →
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Figure 5.7: (A) Example time points from only one experiment is shown (experiment 2). For each cell, the 
closest neighbour was identified and the intensity levels of Venus were plotted as paired sets with Venus 
intensity of a selected cell (cell 1) on the x-axis and its neighbouring cell (cell 2) on the y-axis. In HV, cell 
1 and cell 2 intensities were similar, giving rise to a weak correlation at 20hpf (r=0.48). This correlation 
strengthened toward moderate by 28hpf (r=0.56). In HVP, cell 1 and cell 2 intensities had a tendency to 
diverge and at 20hpf had a weaker correlation than stage-matched HV (r=0.38). The correlation weakened 
over time since by 28hpf, there was no correlation between cell 1 and cell 2 intensities (r=0.07). (B) The 
correlation coefficient (r) from three HV and HVP pairs was shown over time. Correlation was significantly 
higher in HV than HVP (*) but there was no significant imposed by time (ns). (C) Intensity ratio was 
calculated for each pair of cells and the mean intensity ratio for each embryo at the selected stage were 
plotted. For Keima, the mean intensity ratio was maintained around 1. Venus mean intensity ratios were 
significantly higher than Keima (**). (D) The mean of intensity ratios were calculated for Venus and Keima 
from three HVP embryos. For Keima, the mean intensity ratios were maintained ∼1. Venus mean intensity 
ratios were significantly higher than Keima (****). (D) The mean of Venus intensity ratios from HVP 
embryos were significantly higher than HV (****). Mixed-effects analysis, (ns): P > 0.05, (*): P ≤ 0.05, 
(**): P ≤ 0.01, (***): P ≤ 0.001, (****): P ≤ 0.0001.

of protein production over its degradation

𝑝∗ = 𝛼
𝜇

, (5.1)

Cells in the HV telencephalon expressed a range of Her6 levels. It was assumed that the 
expression level in each cell at any given time point was the result of its production and 
degradation rates, following (5.1). Based on these assumptions, the changes in protein 
level distribution when the degradation rate (𝜇) is increased were predicted. For this, the 
degradation rate represented by normalised 𝜇 ( 𝜇

𝛼 where 𝛼 =1, referred to as 𝜇 from hereon) 
was changed by the same degree in two simulated cells with different 𝑝∗ levels. The cells 
with higher starting 𝑝∗ had a bigger decline in levels than the cells with lower starting 𝑝∗

giving rise to an exponential curve (Fig 5.8,B Purple line). The gradient of this line always 
increased with 𝜇 (Fig 5.8,B Orange line).

If this model held true, all cells in a population would have a decline in expression levels, 
regardless of the starting 𝑝∗. To show how the experimental distribution would change 
under this modelling assumption, the distribution of HV values from the first time point 
of live imaging (20hpf, experiment 1) was tested under this model. Intensity values for 
each cell was multiplied by 1

𝑑𝑓
, where 𝑑𝑓 is a degradation factor indicating the amount of 

change in 𝜇 relative to its starting value. This showed that with increasing 𝜇, all the values 
decreased, making the distribution narrower and shifting it completely to the left with no 
high expressing cells remaining (Fig 5.8,C). In short, under the assumptions of Model 1, 
with increase in 𝜇, all cells in the population would be affected equally. That is to say, the 
Her6 levels in all of the cells and the differences in intensity between cells would always 
decrease. This was contrary to the HVP where Her6 levels decreased in most but not all 
cells and the differences between cells increased. Therefore, the simple model was not 
sufficient to explain the observations in HVP.
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Model 2: Uncoupled cells with auto-inhibition

Model 1, based on simple mechanism of protein production and degradation, was not ca-
pable of producing higher cell-cell concentration differences with increasing degradation 
rate. Hence, a more complex model (Model 2) was devised by incorporating an auto-
inhibition feedback loop into Model 1 (Fig 5.8,D). Addition of auto-inhibition was justi-
fied by its well known involvement in HES1 regulation and oscillation (Takebayashi et al., 
1994; Hirata et al., 2002; Monk, 2003). This was done by multiplying the translation rate 
(𝛼) by an inhibitory Hill function. 𝑝0 represents the repression threshold, denoting the 
protein abundance that reduces protein production rate by 50% of the maximum. 𝑛 is the 
Hill coefficient and high 𝑛-values increase the effect of protein on its production, lead-
ing to sharp and switch like transitions of protein abundance. It was assumed that like 
HES1, Her6 dimerisation is required for it to bind target DNA sequences and inhibit gene 
transcription, including the auto-inhibition of its own gene. Thus, Hill coefficient of 2 
(referring to dimerisation) was deemed reasonable value for examining Model 2.

First, a range of 𝑝0 versus 𝜇 was explored with 𝑛 = 2 (Fig Fig 5.8,Ei). Similar to Model 1, 
with increasing 𝜇, the steady state concentration exponentially decreased for each 𝑝0 value. 
In line with this, the gradient of this exponential decline also maintained the same shape as 
Model 1 and always increased with increasing 𝜇 (Fig 5.8,Eii). Interestingly when higher 
Hill coefficient values were used (𝑛 = 8), the gradient of the steady state abundance was 
no longer constantly increasing. This implied the possibility of protein abundance in high 
expressing cells declining at a slower rate than the lower expressing cells which in theory, 
could have resulted in higher cell-cell differences. However, based on previous literature 
(Weiss, 1997), such high 𝑛 values were not deemed realistic and were therefore not further 
considered. Hence, within the realistic bounds of the Hill coefficient (i.e. 𝑛 = 2), Model 
2 also failed to generate high cell-cell differences in the population and hence, could not 
represent the HVP data.

Model 3: Coupled two-cell model with auto-inhibition

Given the inadequacy of simple single cell models to explain the HVP behaviour, one 
may hypothesis that interactions between cells play a role in this system and can impact 
the population response. To examine this hypothesis, another layer of complexity was 
applied to the model by linking two cells with Notch/Delta-like lateral inhibition, resulting 
in Model 3 (Fig 5.8,G). Given sufficient coupling between cells, if a small difference in 
the initial protein concentrations existed, the difference would be amplified due to lateral 
inhibition, increasing cell-cell difference.

In addition to the Hill function describing the auto-inhibition (𝐻𝑎𝑢𝑡𝑜), Model 3 included 
coupling strength which represented another Hill function for lateral inhibition, determin-
ing the amount of protein required in one cell to inhibit expression in the neighbouring cell 
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Figure 5.8: Explorations of three mathematical models with varying levels of complexity point to cell 
coupling as potential source for HVP phenotype. (A), (D), and (G) show the parameters and interactions 
in each model. (B) shows the steady state concentration 𝑝∗(𝜇) generated by equation (5.1) in purple (left 
axis), and the gradient of the steady state concentration is plotted as an orange line (right axis). (C) Shows 
experiment 1 data plotted at 𝑑𝑓 = 1 and higher 𝑑𝑓 values show the data multiplied by 1

𝑑𝑓
. (E i) Shows steady 

state values generated from Model 2 using a Hill coefficient value 𝑛 = 2 over a range of 𝑝0 and 𝜇
𝛼 values.

ii is the gradient of the steady state taken with respect to the 𝜇
𝛼 axis. (F i) and ii show similar plots as in

E, using a Hill coefficient 𝑛 = 8. (H) shows optimiser outputs plotted as 2D parameter space for protein 
half-life and coupling strength 𝑝0,𝐿𝐼. Out of the 6340 runs of the optimiser, the data was filtered down to 
291 plotted results that satisfy 𝑒𝑟𝑟𝑜𝑟 > 1000 and 𝑐𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒 < 0.3. The colour bar refers to the error value 
((5.2)). (I) Shows the change in the steady state of two cells with degradation factor 𝑑𝑓 for four points in 
parameter space. (i-iv map to the same-numbered white circles in H)

. 

by 50% (𝐻𝐿𝐼). Higher coupling strengths meant that low protein levels in one cell could 
have a large impact on protein levels in the neighbouring cell. In addition to these two 
parameters, Model 3 also included other key features of an oscillatory network. These 
included mRNA abundance (𝑚), production (𝛼𝑚) and degradation rates (𝜇𝑚), protein 
abundance (𝑝), production (𝛼) and degradation rate (𝜇𝑝), along with the time-delays for 
auto-inhibition (𝜏𝑎𝑢𝑡𝑜) and lateral inhibition (𝜏𝐿𝐼) (Fig 5.8,G). All parameters used for this 
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model can be found in Chapter 2, Mathematical modelling.

The main question was: are there are any parameter sets for two coupled cells where 
with increasing degradation rate, cell-cell differences increase? The explorations using 
Model 3 were aimed to answer this question. The cell-cell concentration difference for 
any given degradation rate was calculated by Δ𝑝∗(𝜇) = |𝑝∗

1(𝜇) − 𝑝∗
2(𝜇)|. We wanted 

to determine how much the cell-cell expression difference has changed when degradation 
rate is increased by a factor 𝑑𝑓 > 1. Therefore, during simulation, the model was run twice 
with each parameter set. In the first run, the degradation rate was 𝜇 and in the second run, 
degradation rate was altered to 𝑑𝑓𝜇. Based on the two runs, an error value was calculated 
for each parameter set by the following equation

𝑒𝑟𝑟𝑜𝑟 = Δ𝑝∗(𝑑𝑓𝜇) − Δ𝑝∗(𝜇). (5.2)

Here, larger error values indicated larger cell-cell expression differences upon increasing 
protein degradation rate or destabilising the protein.

Model 3 included 10 parameters which made simulations much more complex than Mod-
els 1 and 2. Hence, the number of parameter values posed a challenge for exploring the 
parameter space as exploring all possible combinations required a large number of simula-
tions. In fact, if 10 values were to be evaluated per parameter, at a speed of 1 simulation per 
second, determining the output for all combinations of parameters would require ∼ 300
years. Worse yet, for exploring 20 values per parameter, the required time would increase 
to ∼ 1 million years, which was by no means ideal. For a more efficient approach, an 
optimiser was used to search for the lowest error output from each simulation. Here, the 
MATLAB pattern search method was utilised (Chapter 2, Mathematical modelling).

For better visualisation of the extent of changes in the cell-cell expression difference, scat-
ter plot of protein half-life versus 𝑝0,𝐿𝐼 (determinant of coupling strength between two 
cells) was plotted (Fig 5.8,H). In this plot, each point was coloured by error. High error 
values that were indicative of bigger changes in cell-cell expression difference were pre-
dominantly found at lower 𝑝0,𝐿𝐼, which reflect higher coupling strength. The largest error 
outputs were also focused but not restricted to higher starting half-lives. However, large 
error values still occurred at starting half-lives as low 5 minutes.

To understand how the steady state concentration (𝑝∗) in cell 1 and cell 2 change with in-
creasing 𝜇, four parameter sets from figure Fig 5.8,H were run over a range of degradation 
factors (Fig 5.8,I). In all four parameter sets, Cell 1 and 2 transitioned from a common 
𝑝∗ to two distinct 𝑝∗, leading to a bifurcation. In short, Model 3 demonstrated that the 
increase in cell-cell difference by protein destabilisation is achieved via lateral inhibition.
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5.3 Discussion

No previous work has addressed the single cell and tissue effects of altering an ultradian 
oscillator by direct manipulations of the protein turnover in a unified in vivo system. Re-
ports using in vitro systems had demonstrated that global HES1 levels are sensitive to 
its stability and increase or decrease when the protein is stabilised (Chen et al., 2017) or 
destabilised (Kobayashi et al., 2015), respectively. But both these alterations dampened 
HES1 oscillations in bulked synchronised cells (Kobayashi et al., 2015; Chen et al., 2017). 
Due to a lack of insight into single cell protein dynamics, the relationship between these 
global level and dynamic observations was unclear. Here, I have used an in vivo model to 
investigate the effects of directed Her6 destabilisation in single cells and cell populations. 
This work reveals a novel, nuanced and multi-cellular response of a developmental system 
to destabilisation of an oscillator protein.

Similar to the report of HES1 destabilisation (Kobayashi et al., 2015), Her6 destabilisa-
tion in HVP also led to lowering of its expression levels in the majority of cells. But 
unexpectedly, some cells in the HVP population continued to express Her6 at HV (i.e. 
control) levels which increased Her6 heterogeneity in the HVP population. This type of 
nuanced changes in the population have been previously masked by techniques that aver-
age (Western blot, (Kobayashi et al., 2015; Chen et al., 2017)) or saturate signal from a 
large population of cells (Chromogenic in situ hybridisation, (Hirata et al., 2004)).

The main source of global heterogeneity were Her6-negative (Venus-) cells and their num-
bers increased over time. Similar proportional reduction of Her6-expressing progenitors 
has been reported during normal hindbrain neurogenesis (Soto et al., 2020). Additionally, 
persistent repression of HES1 expression by Notch inhibition with DAPT in mouse telen-
cephalon dissociation cultures was accompanied with the upregulation of proneural genes, 
Neurogenin 2 (Ngn2) and Delta-like 1 (Dll1) (Shimojo et al., 2008). Similarly, neural dif-
ferentiation was associated with HES1 downregulation and Achaete-Scute Complex-Like 
1 (ASCL1) upregulation in acute dissociation cultures derived from mouse ventral telen-
cephalon (Imayoshi et al., 2013). Therefore, HES1 down regulation can be associated with 
progression towards differentiation. Hence, given the expected role of Her6 as a regulator 
and marker of neural progenitors (also see Chapter 4, Discussion), I concluded that the 
reduction in the number of Her6-positive cells over time is most likely caused by cells 
downregulating Her6 as they move towards differentiation.

Relative to HV, Her6-positive (Venus+) cells in HVP telencephalon were depleted slightly 
faster. Furthermore, while in both HV and HVP most tracked cells had a declining trend, 
the majority of HVP cells had lower relative trends. These findings suggested that Her6 
downregulation occurs slightly prematurely in HVP, hence more rapidly depleting the Her6 
expressing progenitor pool.

Interestingly, Her6 expression in the Her6-positive (Venus+) population in HVP was also 
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more heterogeneous than in the Her6-positive population in HV. This was perhaps a re-
flection of increased single cell CV in HVP which, at least in part, was the result of more 
oscillators and higher fold-change of the oscillations. Based on my data, oscillations were 
not associated with a particular long-term trend in either HV or HVP. That is to say, they 
were not a specific trait associated with either Her6 maintenance or downregulation over 
time. However, relative to HV, oscillators were over-represented in HVP cells with stable 
or increasing Her6 long-term trends. One may assume that if the cells that are downreg-
ulating Her6 are moving towards differentiation, then the cells with stable or increasing 
Her6 are potentially involved in maintaining the progenitor pool. In HVP, where Her6 is 
depleted, it can be speculated that the Her6 oscillations in cells with maintained or increas-
ing Her6, play a role in compensating for the lower Her6 levels by exposing the downstream 
genes to near normal pulses of Her6. However, the validation of such speculations requires 
extensive examination of the decoding mechanisms of oscillators by downstream targets.

Her6 destabilisation also affected the patterning of its expression at the tissue level. Neigh-
bour analysis revealed that relative to HV, Venus expression was less correlated in neigh-
bouring cells in HVP. This meant that in HVP, there was a larger difference of expression 
between neighbouring cells, resembling a “salt and pepper pattern” which is often charac-
teristic of Notch-directed lateral inhibition in tissues (Bocci et al., 2020). Indeed, this HVP 
population phenotype was not reproduced by mathematical modelling that considered sin-
gle cell intracellular dynamics alone. Instead, increasing cell-cell concentration difference 
or bifurcation between two cells was only achieved when Notch-like lateral inhibition was 
introduced, implying that the HVP traits are enabled by the presence of cell coupling. In 
Model 3 exploration, the biggest changes in cell-cell concentration were seen with high 
starting protein half-lives but could also be produced with starting half-lives of around 10 
minutes, which is the estimated half-life of Her6 (Soto et al., 2020) (also see Chapter 4, 
Discussion). Therefore, I propose that Her6 expression in the zebrafish telencephalon is 
regulated by Notch.

At this time, the relationship between the single cell oscillatory and long term dynamics 
with cell-cell coupling in this system remain to be elucidated. Furthermore, the current 
mathematical approach is deterministic and only includes two cells. Future work will 
aim to extend this to a stochastic and multi-cellular model to better represent the tissue, 
similar to the modelling work by Biga et al. (2021) in the mouse spinal cord. Additionally, 
further experimental work will allow the model to be better parameterised specifically for 
Her6. These would enable the incorporation of the single cell oscillatory and long-term 
dynamics. Even though the underlying cause of the bifurcation between two cells remains 
to be experimentally assessed, it appears to involve an interplay between auto-inhibition 
and lateral inhibition as it could not be reproduced with lateral inhibition alone (data not 
shown).
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5.4 Concluding remarks

This chapter provided an in depth comparative study of Her6 in HV with its destabilised 
form in HVP where single cells and cell populations were experimentally and mathemat-
ically explored. The single cell resolution of my experimental approach enabled me to 
reveal that while Her6 destabilisation reduced its levels as expected, it unexpectedly in-
creased the Her6 expression heterogeneity in the global and Her6+ (Venus+) populations. 
The high global heterogeneity in HVP was predominantly associated with high abundance 
of Her6- cells which increased over time. In line with this, HVP single cells had slightly 
higher tendency for more drastic decline over time. On the other hand, the higher hetero-
geneity of Her6 expression in the Her6+ population in HVP was in part due to increased 
oscillatory behaviour and higher fold-changes. Higher Her6 heterogeneity in HVP was 
accompanied with changes in the pattern of its expression between neighbouring cells and 
imposed an inverse relationship, and hence higher differences between them. A mathe-
matical modelling approach determined that the cause of this bifurcation between neigh-
bouring cells is most likely cell-cell coupling and lateral inhibition.

I suspected that the HVP traits, such as more rapid decline in Her6 expression, higher abun-
dance of Her6- cells and larger expression difference between neighbouring cells could 
be indicative of premature depletion of the progenitor pool with implications in neural 
differentiation. Hence, the downstream phenotypic effects of Her6 destabilisation were 
examined and are presented in the following chapter.
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Chapter 6

Assessing the downstream phenotypes 

of altering Her6 expression dynamics by 

its destabilisation
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6.1 Background

In the early stages of zebrafish telencephalic development (∼14 Hours post fertilisation
(hpf)), shh and wnt8b are respectively expressed at its ventral-most and dorsal-most re-
gions (Danesin et al., 2009). The interplay between SHH and Wnt signalling pathways is 
mediated by Foxg1 which is expressed in the whole telencephalon in a ventral to dorsal 
gradient. Even though Foxg1 acts downstream of SHH signalling and is therefore a regu-
lator of ventral fates, it also counteracts Wnt/β-Catenin signaling to prevent the expansion 
of dorsal fates (Danesin et al., 2009). The combined effect of these signalling centres 
plays a key role in Dorsoventral (DV) patterning of the telencephalon into the pallium 
(dorsal telencephalon) and sub-pallium (ventral telencephalon) that ultimately give rise to 
distinct neuronal identities distinguished by a distinct set of genes (Wilson, Rubenstein, 
2000; Danesin et al., 2009).

Genes expressed in the pallium are predominantly involved in glutamatergic specification. 
For example, T-box transcription factors like tbr2 and tbr1 are expressed in the zebrafish 
pallium from ∼12 and 18hpf, respectively (Mione et al., 2001). Both of these transcription 
factors are involved in the genetic programme for development of glutamatergic cortical 
neurons in mice (Mihalas, Hevner, 2017) and may therefore be playing the same role in 
the zebrafish telencephalon as well. Neurogenin 1 (Ngn1) which is associated with gluta-
matergic fate in the zebrafish thalamus (Scholpp et al., 2009) is also present in the pallium 
(Yoshizawa et al., 2011; Miyake et al., 2017). Indeed, the vesicular glutamate transporter 
genes vglut2.1 and vglut2.2 that are terminal glutamatergic neuron markers (Higashijima 
et al., 2004) are also expressed in the dorsal telencephalon at least from 24hpf (Viktorin 
et al., 2009).

The sub-pallium expresses genes associated with the GABAergic fate. The terminal GABAer-
gic neuron marker, gad1, encodes glutamic acid decarboxylase which is involved in Gamma-
aminobutyric acid (GABA) synthesis. This gene is expressed in the zebrafish sub-pallium 
(Martin et al., 1998; Miyake et al., 2005). Achaete-Scute Complex-Like 1 (Ascl1) expres-
sion is also localised to the sub-pallium from ∼14hpf (Allende, Weinberg, 1994) and is 
thought to be involved in GABAergic determination. In support of this, Miyake et al.
(2017) have shown that the reduction of ascl1a expression in 24hpf embryos caused by 
alteration of BMP signalling, was followed by a drop in gad1 expression in 28hpf em-
bryos to the detriment of GABAergic differentiation. Ascl1 plays a similar role in spec-
ifying the ventral telencephalon in mice (Fode et al., 2000). In the sub-pallium, Distal-
less-related Homeobox (dlx) genes are expressed in bigene pairs. dlx1a/2a expression is 
located closer to the ventricle while dlx5a/6a are located more laterally and throughout the 
sub-pallium which more closely matches gad1 expression, consistent with their involve-
ment in GABAergic specification, similar to their murine counterparts (MacDonald et al., 
2010; Yu et al., 2011).
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her6 is known to be involved in development of neuronal sub-types and regionalisation 
in the thalamus (part of the diencephalon) by promoting and inhibiting ascl1 and ngn1, 
respectively. her6 expression is focused in the rostral and prethalamic (rTh and PTh) re-
gions where it promotes development of GABAergic neurons by inhibiting ngn1. ngn1
inhibition permits the expression of ascl1a in these domains which later express the ter-
minal GABAergic neuron markers, gad1 and gad2. However, ngn1 is freely expressed in 
the caudal thalamus (cTh) where her6 is not present, specifying glutamatergic neurons. 
Indeed, morpholino Knock-down (KD) of her6 leads to ectopic expression of ngn1 across 
all thalamic regions, including the PTh, and the subsequent downregulation of ascl1a, 
gad1 and gad2 (Scholpp et al., 2009).

Similar inhibitory relationship between her6 and ngn1 has been described in the telen-
cephalon where her6 over expression suppressed ngn1 expression in Wild type (WT) te-
lencephalon (Yoshizawa et al., 2011). Dmrta2 is a doublesex and mab-3 related transcrip-
tion factor that regulates neuronal differentiation in the zebrafish dorsal telencephalon. 
Its KD led to downregulation of ngn1 in the pallium and the expansion of her6 to this 
domain. The ngn1 phenotype was rescued by injection of her6 morpholino into dmrta2 
knock-out mutants. Thus, the authors have suggested that Dmrta2 is an inhibitor of Her6 
which in turn, inhibits ngn1 (Yoshizawa et al., 2011). However, the dynamics of Her6 
protein expression have neither been described nor directly targeted in the thalamus or the 
telencephalon. Therefore, it is not known whether these dynamics play a role in the rela-
tionship of Her6 with ngn1 and ascl1, telencephalic regionalisation and determination of 
neuronal identity.

This is while the expression and dynamics of HES1, the murine counterpart of Her6, have 
been shown to have direct implications in neural differentiation and development in the 
nervous system. The phenotypic implications of drastic changes in HES1 expression such 
as upregulation, down regulation or abolishing its dynamics have been reported. For in-
stance, in boundary cells like the Zona Limitans interthalamica (ZLI) and the isthmus, 
HES1 is expressed persistently and at high levels. This slows down cell proliferation and 
represses proneural Basic helix-loop-helix (bHLH) factors to block neural differentiation, 
allowing the boundary cells to compartmentalise the developing Central nervous system
(CNS) and act as organising centres (Baek et al., 2006). It has been suggested that this 
behaviour is due to sustained and non-oscillatory expression of HES1 (Shimojo et al., 
2008).

On the other hand, in non-boundary or compartmental cells like telencephalic neural pro-
genitors, Hes1 and HES1 expression is oscillatory. These dynamics drive the proneural 
factors like ASCL1, Ngn2 and Delta-like 1 (Dll1) to oscillate and thereby prevents them 
from being sustained long enough to drive neural differentiation (Shimojo et al., 2008; 
Imayoshi et al., 2013). When HES1 expression was persistently repressed in mouse telen-
cephalon dissociation cultures by inhibiting Notch signalling with a γ-secratase inhibitor 
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(DAPT), expression of Ngn2 and Dll1 were upregulated and exhibited more sustained 
rather than oscillatory expression. This was shown using reporters consisting of either 
Ngn2 or Dll1 promoters combined with Luciferase (Shimojo et al., 2008). Shimojo et al.
(2008) also showed that cells with sustained expression of Ngn2 and Dll1 also expressed 
the early stage neuronal marker, TuJ1. These findings demonstrated that downregulation 
of HES1 enables neural differentiation (Shimojo et al., 2008).

Hes1 expression dynamics also contribute to brain morphogenesis. For instance, damp-
ening Hes1 oscillations in mice by removing its introns resulted in embryos with smaller 
brains than WT (Ochi et al., 2020). By quantifying Phospho-Histone H3 (Ph3) expression, 
the authors showed that these intron-less Hes1 mutant embryos had slightly fewer mitotic 
cells in the ventral telencephalon than WT while the number of apoptotic cells detected 
with Caspase3 staining had increased. These observations could explain smaller brains in 
the mutant. However, intron-less Hes1 also had lower levels of Hes1 mRNA and HES1 
protein relative to WT. To separate the effects of altering dynamics from levels, Ochi et al.
(2020) used Hes1+/- (hemizygous) embryos that also had lower levels of Hes1 mRNA and 
HES1 protein than WT. In the Hes1+/- embryos, the period of Hes1 oscillations was the 
same as WT. Even though the amplitude of Hes1 oscillations in Hes1+/- was lower than 
WT, it was higher than the amplitude in the intron-less Hes1 when considered relative to 
the mean expression value. Furthermore, unlike the intron-less Hes1, Hes1+/- exhibited 
no significant defects in brain size, proliferation or apoptosis. Hence, these defects were 
specifically associated with Hes1 dynamics (Ochi et al., 2020).

Less drastic shifts in the type of HES oscillations also impact neural development. For 
instance, in zebrafish hindbarin, a transition between noisy and aperiodic fluctuations to 
oscillatory expression of her6 is critical in neural differentiation (Soto et al., 2020). Mu-
tations in the her6 miR-9 binding site (MBS) that hinder the binding of miR-9 to the her6
3’ Untranslated region (UTR), prevented this transition in dynamics and resulted in down 
regulation of early neural commitment genes such as neuroD4 and elavl3. Furthermore, 
this manipulation was also accompanied with failure of neural progenitors to down regu-
late Her6 which is another requirement for progression towards neural differentiation (Soto 
et al., 2020).

In the previous chapter (Chapter 5), I showed that destabilisation of Her6 in Her6-Venus-
PEST (HVP) lowered its expression levels in most but not all cells, leading to increased 
Her6 heterogeneity and larger cell-cell differences relative to Her6-Venus (HV). These 
effects in HVP were in part associated with increased oscillations and higher fold change 
at single cell level. Furthermore, HVP cells were prone to more rapid down regulation of 
Her6. Based on the evidence in previous literature, I predicted that the HVP single cell 
and cell population traits have developmental consequences which I sought to reveal in 
this chapter based on the following aims:
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1. Examination of telencephalon size and growth using foxg1 expression;

2. Assessment of changes in cell proliferation;

3. Assessment of DV regionalisation in the telencephalon;

4. Quantitative comparison of expression levels of selected global and DV localised 
genes with Quantitative polymerase chain reaction (qPCR).

6.2 Results

6.2.1 Measurement of telencephalon size reveals potential alteration of telencephalon 

growth in HVP

It was established in Chapter 5 that Her6 expression and its dynamics are altered in HVP. 
To determined if this has a gross anatomical impact on the developing telencephalon, its 
size was measured during late stages of embryonic neurogenesis. For labelling the telen-
cephalon, I relied on the expression of foxg1 mRNA which is known to be expressed in 
the whole telencephalon except for the roof plate (Danesin et al., 2009).

For detection foxg1 mRNA expression, I opted for using chromogenic In-situ hybridisation
(ISH) as opposed to Fluorescent in-situ hybridisation (FISH). The reasoning behind this 
decision was two-fold. Firstly, ISH is sensitive enough to detect marked changes in the size 
of an expression domain. Secondly, chromogenic ISH staining is more high-throughput 
due to the ease of imaging which allows for more samples to be analysed. For these ex-
periments, I examined three embryonic stages: 24 and 30hpf roughly corresponded to 
the mid and final point of the live imaging experiments. 48hpf was selected as a late-
stage representing the telencephalon after the window of live imaging but before drastic 
morphological changes in the telencephalon that result in its final characteristic everted 
morphology (Folgueira et al., 2012) (described in Chapter 1).

Hence, chromogenic ISH against foxg1 was carried out in 24, 30 and 48hpf HV and HVP 
embryos (Fig 6.1,A). For each condition, 20 embryos were imaged in both lateral and 
transversal orientations. The depth and length of the telencephalon was measured in the 
lateral orientation and its width in the transversal orientation (Fig 6.1,B). Telencephalon 
volume was estimated by multiplying these values as a proxy for its size and statistically 
analysed with 2way ANOVA.

Telencephalon size was variable in all conditions. At 24hpf, the telencephalon in HVP 
embryos tended to be smaller but the difference between HV and HVP was not statistically 
significant (P=0.2965). There was a bigger tendency for smaller telencephalon in HVP at 
30hpf as the P value decreased, but this too was not significant (P=0.0806). By 48hpf, 
there was no tendency or significant difference between HV and HVP telencephalon sizes 
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(P>0.9999) (Fig 6.1,C). However, globally, both developmental stage (P<0.0001) and line 
(i.e HV vs HVP, P=0.0055) significantly contributed to variation in the data (Fig 6.1,C).

Next, I compared the change in telencephalon size (i.e. growth) between HV and HVP. In 
HV embryos, between 24 and 30hpf, telencephalon grew significantly larger (P=0.0052). 
But no significant change in size occurred between 30 and 48hpf (P=0.9950). However, 
in HVP, the telencephalon size increased significantly between 24 and 30hpf (P=0.0347) 
and also between 30 and 48hpf (P=0.0251) (Fig 6.1,D). In short, even though HVP telen-
cephalon was slightly smaller than HV at 24 and 30hpf, it appeared to catch up by 48hpf, 
perhaps due to accelerated growth rate.

6.2.2 The mode of cell divisions may be altered in HVP while the quantity of prolif-

eration is not affected

Her6 is predicted to be a regulator of actively proliferating neural progenitors. Therefore, 
I suspected that the changes in Her6 expression dynamics and the slight differences in 
telencephalon growth may be accompanied with changes in cell division. To examine this 
hypothesis, I first used Venus (i.e. Her6) expression from the single cells tracked from 
HV and HVP time-course pairs (spanning the developmental time between 20-30hpf) and 
grouped them by their cell division status. For this, two main assumptions were made: 1- 
The presence of detectable Her6 expression is a hallmark of progenitor state while Her6 
down regulation is seen when cells move toward differentiation; 2- Termination of a single 
cell Venus track is predominantly caused by absence of detectable Venus (Her6) in that 
cell. Therefore, when a single Venus track terminated prior to the end of the time-course, 
it was deemed to be moving toward differentiation.

Using these assumptions, I categorised the divisions. Divisions where both daughter cells 
could be tracked until the end of the time-course were used as proxy for symmetric divi-
sion where both daughter cells remained progenitors (Symmetric - Progenitor). Divisions 
that gave rise to one daughter that could be tracked to the end of the time course and one 
that could not, were classified as asymmetric where one daughter remained a progeni-
tor while the other moved towards differentiation (Asymmetric). Lastly, divisions where 
neither daughter cell could be tracked to the end of the movie, were categorised as sym-
metric where both daughters moved towards differentiation (Symmetric - Neurogenic) (Fig 
6.2,A).

Over all, three HV and HVP pairs had been imaged live and their single cells were tracked. 
However, one pair was imaged only for 6 hours and as a result, dividing tracks were not long 
enough to be reliably categorised based on these criteria. Therefore, single cell expression 
of Venus from only two pairs was examined. While the percentage of dividing tracks 
was different between experiments, it was comparable between HV and HVP within each 
experiment (Fig 6.2,B). In these dividing cells, the percentage of Symmetric-Neurogenic 
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Figure 6.1: Measuring telencephalon size using In-situ hybridisation against foxg1. (A) In-situ hy-
bridisation against foxg1 in 24, 30 and 48hpf HV and HVP embryos. Scalebar=150µm. (B) Showing how 
telencephalon length, depth and width were measured based on foxg1 staining. D: Depth, L: Length, W: 
Width. (C) Telencephalon volume was estimated by multiplying LxDxW measurements. HVP volumes at 
24 and 30hpf were slightly lower than HV but not at 48hpf. None of these comparisons were statistically 
significant (ns). Globally, both developmental stage (****) and line to a lesser extent (**) were significant 
sources of variation in the data. (D) Shows a representation of telencephalon growth between 24 and 48hpf. 
HV telencephalon grew significantly larger between 24 and 30hpf (**). However, it did not grow further 
between 30 and 48hpf (ns). HVP telencephalon started at lower volume at 24hpf but also grew significantly 
by 30hpf (*). In HVP, telencephalon grew significantly also between 30 and 48hpf (*). 2way ANOVA with 
multiple comparisons, (ns): P > 0.05, (*): P ≤ 0.05, (**): P ≤ 0.01, (***): P ≤ 0.001, (****): P ≤ 0.0001.

. 

160



divisions did not have a consistent trend between HV and HVP (Fig 6.2,C). However, 
the percentage of Symmetric-Progenitor divisions in HVP was lower than HV in both 
experiments (Fig 6.2,D). This is while the percentage of Asymmetric divisions was slightly 
higher in HVP in both experiments (Fig 6.2,E). In short, these observations implied that a 
decline in Symmetric-Progenitor divisions in HVP may contribute to the depletion of Her6 
expressing cells while the slight increase in Asymmetric divisions may point to increased 
differentiation in HVP.
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Figure 6.2: Comparing mode of cell division between HV and HVP single tracked cells. (A) Cate-
gorisation of single cell tracks based on division status in experiments 2 and 3. Cell divisions where both 
daughter cells could be tracked to the end of the time course were categorised as symmetric divisions that 
renew progenitors. Divisions where only one daughter cell could be followed to the end of the time course 
were categorised as asymmetric. Divisions where neither daughter cell could be tracked to the end of the 
time course were deemed as symmetric divisions that give rise to two differentiating cells. (B) The percent-
age of dividing cells is comparable between HV and HVP within each experiment (HV2-HVP2: 40-43%, 
HV3-HVP-3: 66-72%). (B) The percentage of symmetric (neurogenic) divisions relative to total number of 
divisions in each experiment was comparable between HV and HVP in experiment 2 but not 3 (HV2-HVP2: 
37-32%, HV3-HVP-3: 19-38%). (D) The percentage of symmetric (progenitor) divisions relative to total 
number of divisions in HVP was consistently lower than HV in both experiments (HV2-HVP2: 51-36%, 
HV3-HVP-3: 61-35%). (E) The percentage of asymmetric divisions relative to total number of divisions in 
HVP was consistently higher than HV in both experiments (HV2-HVP2: 12-32%, HV3-HVP-3: 20-27%).
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Figure 6.3: Comparing the presence of mitotic cells in HV and HVP by Immunofluoresence against Venus and Ph3. Caption on the following page →
. 
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Figure 6.3: (A & B) 3D reconstruction of z-stacks of the telencephalon in transversal view. Immunoflu-
oresence labeling against Venus (labeling Her6) and Ph3 accompanied by DAPI staining in HV and HVP 
embryos at 24 and 48hpf. White dotted line shows the visible boundaries of the telencephalon. Venus was 
abundantly detected at 24hpf in HV and slightly less abundant in HVP. By 48hpf, the levels of Venus ex-
pression and the number of cells appeared reduced in HV and practically absent in HVP. Ph3 staining was 
focused at the midline in all conditions and declined slightly between 24 and 48hpf in HV and HVP but 
strongly present in both by 48hpf. Scalebar = 20µm. (C) The total number of cells (i.e. nuclei) detected 
based on DAPI signal within the boundaries of the telencephalon. At 24hpf, the number of cells in HVP 
(Median = 515) were slightly lower than HV (Median = 674) but this was not significant (ns). Between 
24 and 48hpf, the number of cells increased significantly in HV (Median = 967) (*) and more so in HVP 
(Median = 886) (****). In comparison to 24hpf, total number of cells were more similar between HV and 
HVP at 48hpf (ns). Globally, both line (*) and to a greater extent, developmental stage (****) contributed 
significantly to variability in total number of cells in telencephalon. (D) Shows the percentage of Venus+

cells in HV and HVP between 24 and 48hpf. At 24hpf, HVP embryos had tendency for lower percentage of 
Venus+ cells (Median = 8.9%) than HV (Median = 12.4%) but this was not statistically significant (ns). This 
percentage declined significantly in HV and HVP by 48hpf (***). At 48hpf, HVP embryos retained ten-
dency for lower percentage of Venus+ cells (Median = 0.32%) than HV (Median = 3.3%) but this difference 
was not statistically significant (ns). Globally, both line (**) and to a greater extent, developmental stage 
(****) were significnat sources of variation in the percentage of Venus+ cells. (E) Shows the percentage 
of Ph3+ cells in HV and HVP between 24 and 48hpf. HV (Median = 4.0%) and HVP embryos (Median = 
3.9%) had comparable percentage of Ph3+ cells at 24 hpf (ns). This percentage declined in HV and HVP be-
tween 24 and 48hpf but the change was not significant (ns). At 48hpf, the percentage of Ph3+ cells remained 
similar between HV (Median = 2.0%) and HVP (Median = 2.1%) (ns). Globally, developmental stage was a 
significant source of variation in the percentage of Ph3+ cells (*) but line was not (ns).(F) Shows percentage 
of Ph3+ cells relative to the percentage of Venus+ cells. This ratio was comparable between HV (Median 
= 0.35) and HVP (0.37) (ns). Ratio of Ph3+ cells to Venus+ cells increased slightly but insignificantly in 
48hpf HV (Median = 0.46) (ns) but drastically in 48hpf HVP (Median = 5.8) (*). At 48hpf, this ratio was 
significantly higher in HVP (*). Globally, developmental stage was a significant source of variation in the 
ratio of percentage of Ph3+ cells to Venus+ cells (*) but line was not (ns). 2way ANOVA with multiple 
comparisons, (ns): P > 0.05, (*): P ≤ 0.05, (**): P ≤ 0.01, (***): P ≤ 0.001, (****): P ≤ 0.0001.

The examination of divisions in single cell tracks was limited to the duration of live imag-
ing. Furthermore, even though the criteria for categorising divisions were based on a sound 
hypothesis, their effectiveness was influenced by technical variability in single cell track-
ing. Therefore, to complement these observations with a more global assessment of cell 
division, I used Immunofluoresence (IF) to simultaneously visualise Venus, the mitosis 
marker Phospho-Histone H3 (Ph3) and cell nuclei with DAPI in HV and HVP embryos.

In 24hpf HV, Venus was expressed ventrally in the telencephalon which was consistent my 
previous observations (Chapters 3 and 5) and Ph3+ (mitotically active) cells were predom-
inantly localised at the midline. At 48hpf, the number and intensity of Venus expressing 
cells in HV was diminished and fewer cells appeared Ph3+ at the midline (Fig 6.3,A). In 
24hpf HVP, fewer cells were Venus+ relative to 24hpf HV but there was no visually de-
tectable difference in the presence of Ph3+ cells. By 48hpf, very little Venus expression 
was detected in HVP while the expression of Ph3 persisted (Fig 6.3,B).

To quantify these observations, the Imaris spot function was used to automatically de-
tect the majority of visible nuclei in the telencephalon using the DAPI signal. Venus+

and Ph3+ cells were determined by setting an intensity threshold based on signal inten-
sity distribution in each individual embryo which was verified manually. 2way ANOVA 
was used to statistically assess the results. Relative to HV, the total number of cells de-
tected in 24hpf HVP embryos tended to be lower, but this was not statistically significant 
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(P=0.4800). The total number of cells increased significantly at 48hpf in HV (P=0.0354) 
and HVP (P=0.0006) embryos. Even though at 48hpf, HVP embryos retained the slight 
insignificant tendency for fewer cells than HV, the total cell count at this stage was more 
similar between HV and HVP, reflected in the P value (P=0.7834). These observations 
were in line with the measurements of telencephalon size where there was a bigger differ-
ence between HV and HVP at 24hpf than at 48hpf (Fig 6.1,C&D). When the whole data 
was considered globally, line (HV or HVP) was a significant source of variation in the 
total number of cells (P=0.0489) but the contribution from stage (24 or 48hpf) was more 
significant (P<0.0001) (Fig 6.3,C).

As expected based on live imaging of HV and HVP embryos (Chapter 5), in 24hpf HVP 
embryos, lower proportion of cells were Venus+ relative to HV but this difference was 
not statistically significant (P=0.2050). The percentage of Venus+ cells decreased signifi-
cantly at 48hpf in HV (P=0.003) and HVP (P=0.0001). At 48hpf, HVP embryos had pro-
portionally fewer Venus+ cells than HV but this difference was not statistically significant 
(P=0.1073). However, when the whole data was considered globally, there was a signifi-
cant contribution from line to the variation in the percentage of Venus+ cells (P=0.0044) 
but stage contributed more significantly (P<0.0001) (Fig 6.3,D).

There was no significant difference in the percentage of Ph3+ cells between HV and HVP 
at 24hpf (P>0.9999). A smaller proportion of cells expressed Ph3 at 48hpf in both HV and 
HVP but this decline was not statistcally significant (P=0.5291 & P=0.3322, respectively). 
At 48hpf, there was no tendency or statistical difference in the percentage of Ph3+ cells 
between HV and HVP (P>0.9999). Globally, there was no significant contribution from 
line to the variations in the percentage of Ph3+ cells (P=0.9012) and the only source of 
variability was developmental stage (P<0.0001) (Fig 6.3,E).

Next, I calculated the proportion of Ph3+ cells relative to Venus+ cells. At 24hpf, the 
Ph3+/Venus+ ratio was less than 1 in both HV (Median = 0.35) and HVP (Median = 0.37) 
(P>0.9999), denoting that at this stage, Venus+ cells were more abundant relative to the 
Ph3+ cells. In HV, this ratio increased slightly but insignificantly at 48hpf (Median=0.46, 
P>0.9999). However, in 48hpf HVP, the Ph3+/Venus+ ratio was significantly higher than 
24hpf HVP (Median=5.8, P=0.0442), denoting higher abundance of the Ph3+ cells relative 
to Venus+ cells. Hence, at 48hpf, the Ph3+/Venus+ ratio in HVP was significantly higher 
than HV (P=0.0308). At a global level, there was a tendency but no significant contribution 
from line to the variation in the Ph3+/Venus+ ratio (P=0.0635) but there was a significant 
contribution from developmental stage (P=0.0401) (Fig 6.3,F).

In summary, these observations suggested that despite the potential changes in the mode 
of division in Her6 expressing cells and the depletion of Her6 in HVP, cell proliferation 
was not globally depleted. Therefore, alternative mechanisms may allow the retention of 
proliferative ability and perhaps accelerate telencephalon growth between 24-48hpf.
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6.2.3 Comparing regional organisation of the telencephalon in HV and HVP

In previous sections, I showed that relative to HV, growth rate of the telencephalon was 
slightly accelerated in HVP. This was accompanied by a potential increase in the propor-
tion of Asymmetric divisions in Venus (Her6) positive cells in expense of Symmetric-
Progenitor divisions. However, the overall quantity of proliferative cells did not appear 
to be altered in HVP. I suspected that the retention of proliferative cells may be due to 
expansion of dorsal and ventral fate determination markers, ngn1 and ascl1, respectively, 
which have been proposed to be expressed in mitotically active cells in the embryonic tha-
lamus (Schmidt et al., 2013). Therefore, I examined the organisation of the telencephalic 
domains.

Using Fluorescent in-situ hybridisation (FISH), I labeled her6 mRNA expression domain 
along with the mRNAs of early post-mitotic differentiation marker elavl3 (Fig 6.4,A), the 
ventral (sub-pallial) fate marker ascl1a (Fig 6.4,B) and the dorsal (pallial) fate marker ngn1
(Fig 6.4,C) in 20, 24 and 28hpf HV and HVP embryos, corresponding to the starting, mid 
and end point stages of live imaging. All the markers tested were expressed in compara-
ble positions between HV and HVP. Since the outcome was similar between the different 
stages, only 24hpf is presented here.

At 24hpf, her6 mRNA was focused anteriorly in the medial region of ventral telencephalon 
but the size of its expression domain was smaller in HVP in comparison to HV (Fig 6.4,A-
C). elavl3 expression was seen more laterally in two lines surrounding but not limited 
to the her6 expression domain. Relative to HV, elavl3 expression appeared reduced in 
some HVP embryos analysed (Fig 6.4,A). ascl1a was expressed ventrally behind the her6
domain (Fig 6.4,B) whereas ngn1 was localised dorsally and above the her6 expression 
domain. ngn1 expression domain appeared expanded in some but not all HVP embryos 
(Fig 6.4,C).

For a quantitative analysis, the volume of each expression domain was measured with 
the surface tool on Imaris and statistically compared between HV and HVP using Mann-
Whitney test. The her6 expression domain in HVP was significantly smaller than HV 
(P=0.0286). The size of the elavl3 domain in HVP was slightly smaller than HV but not 
statistically different (P=0.2000). The size of the ascl1a expression domain was highly 
variable in HV and HVP with a tendency to be smaller in HVP. But the difference in the 
size of the ascl1 domain between HV and HVP was not statistically significant (P=0.6286). 
ngn1 expression domain in HVP was also slightly but insignificantly smaller than HV 
(P=0.4857) (Fig 6.4,D).

It is important to note that due to lack of a suitable marker in this experiment, I was unable 
to measure the telencephalon size. Hence, none of the measurements were normalised 
to telencephalon size. I suspected that the tendency for smaller elavl3, ascl1a and ngn1
expression domains in HVP was, at least in part, related to the tendency for smaller telen-
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cephalon size in 24hpf HVP (Fig 6.1,C). Additionally, the quality of these staining was 
sub-optimal and there was a great deal of variation between embryos even within the same 
group (discussed further in Discussion). Therefore, I limited my conclusions to the posi-
tional relationship between the different domains and cautious suggestions. That is to say, 
I concluded that at least in 24hpf HVP, the organisation of the telencephalon and the size 
of the pallium and sub-pallium were largely unaffected and followed similar organisation 
predicted in WT (Fig 6.4,E, Also discussed in chapter 3).
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Figure 6.4: Comparing telencephalon Dorsoventral organisation between HV and HVP with Fluorescent in-situ hybridisation (FISH).
Caption on the following page → 
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Figure 6.4: (A-C) Maximum intensity projection of FISH in 24hpf HV and HVP embryos in transversal and 
lateral views. In all images, Dorsal is at the top and Vantral at the bottom. In lateral images, Anterior is to 
the left and Posterior to the right. (A) her6 was expression was focused anteriorly in the medial region of the 
ventral telencephalon in HV and HVP. Its domain was smaller in HVP. elavl3 was expressed more laterally 
along the DV axis of the telencephalon. elavl3 domain also appeared diminished in HVP but not in all em-
bryos. (B) ascl1 was expressed posterior to her6 in the ventral telencephalon. The size of the domain and its 
position was comparable between HV and HVP. (C) ngn1 was expressed dorsally with respect to her6 in the 
dorsal telencephalon. The size of the domain appeared expanded in some but not all HVP embryos and its 
position was comparable between HV and HVP. (D) Measurement of expression domain volume. her6 do-
main in HVP (M=17.5mm3, SD=±8.1) was significantly smaller than HV (M=73mm3, SD=±25.5) (*). Tha 
elavl3 domain in HVP (M=116.6mm3, SD=±36.2) tended to be smaller than HV (M=141.9mm3, SD=±29.9) 
(ns). Size of the ascl1a domain was variable in HV (M=155.2mm3, SD=±71.9) and HVP (M=109.2mm3, 
SD=±66.3) with a tendency to be smaller in HVP (ns). ngn1 domain in HVP (M=84.7mm3, SD=±30.5) also 
had a tendency to be smaller than HV (M=111.5mm3, SD=±17.4) (ns). (E) Schematic diagram showing the 
organisation of dorsal (pallium) and ventral (sub-pallium) and their markers with respect to her6 at 24hpf 
as seen in HV and HVP. Scalebar=40µm, T: Transversal, L: Lateral, P: Pallium, SP: Sub-pallium

6.2.4 Quantitative assessment of dorsal (pallial) and ventral (sub-pallial) telencephalon 

neural differentiation genes suggest increased neural differentiation in HVP

FISH was informative with respect to the positioning and size of the dorsal and ventral 
telencephalon. However, these measurements were not normalised relative to total te-
lencephalon size. Furthermore, no conclusions could be made about levels of genes ex-
pression since FISH is based on signal saturation and therefore not quantitative. For a 
reliable quantitative assessment of gene expression at the mRNA level, Complementary 
DNA (cDNA) libraries were generated from dissected telencephalons of 24 and 48hpf HV 
and HVP embryos. Using Taqman reagents, the expression levels of several genes relevant 
in telencephalon development were assessed using Quantitative polymerase chain reaction
(qPCR). For ease of visualising the statistical summaries, the comparisons between 24 and 
48hpf are presented in figure 6.6 and the comparisons between HV and HVP are presented 
separately in figure 6.5. All statistics reported in this section are based on 2way ANOVA 
with multiple comparisons.

her6 expression at 24hpf HVP was slightly but insignificantly lower than HV (P=0.9988) 
(Fig 6.5,A). Its expression decreased between 24 and 48hpf in HV and HVP but the 
change was not statistically significant in either (P=0.1388 & P=0.4095, respectively) (Fig 
6.6,A). At 48hpf, there was no strong tendency or statistical difference between HV and 
HVP (P=0.9999) (Fig 6.5,A). elavl3 levels at 24hpf were similar between HV and HVP 
(P=0.9938) (Fig 6.5,B). At 48hpf, it was expressed at significantly lower levels in both 
HV and HVP (P<0.0001) (Fig 6.6,B) and there was no difference between HV and HVP 
(P=0.8463) Fig 6.5,B).

The telencephalon patterning gene foxg1 was expressed at comparable levels between HV 
and HVP at 24hpf (P=0.9973) (Fig 6.5,C). Between 24 and 48hpf, its levels were signif-
icantly reduced in HV (P<0.0001) and to a lesser extent in HVP (P=0.0001) (Fig 6.6,C). 
Hence, at 48hpf, foxg1 levels in HVP were significantly higher than HV (P=0.0065) (Fig 
6.5,C). Expression levels of the cell cycle inhibitor p27 at 24hpf were slightly higher in 
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HVP than HV but this was not significant (P=0.2173) (Fig 6.5,D). This genes was slightly 
but insignificantly upregulated between 24 and 48hpf in HV (P=0.2435) but did not change 
in HVP (P>0.9999) Fig 6.6,D). Therefore, at 48hpf, p27 was expressed at comparable lev-
els between HV and HVP (P>0.9999) (Fig 6.5,D).

Overall, this data indicated that between 24 and 48hpf, the expression of the neural pro-
genitor, early post-mitotic neuron and early telencephalon patterning genes examined were 
depleted largely to the same extent in HV and HVP. Based on this, I hypothesised that 
differences in HV and HVP may lie in neuronal fate determination and terminally differ-
entiated neurons. This hypothesis was addressed by quantifying the expression of genes 
associated with specific neuronal fates.

Four dorsally expressed genes associated with glutamatergic neuronal fates were exam-
ined. At 24hpf, ngn1 expression in HVP was slightly lower than HV, but this was not sta-
tistically significant (P=0.1619) (Fig 6.5,E). Between 24 and 48hpf, its expression was sig-
nificantly lowered in HV (P=0.0005) and to a lesser extent in HVP (P=0.0347) (Fig 6.6,E). 
By 48hpf, ngn1 levels were comparable between HV and HVP (P>0.9999) (Fig 6.5,E). 
emx3 levels at 24hpf HVP were slightly but insignificantly higher than HV (P=0.2108) 
(Fig 6.5,F). The expression of this genes strongly decreased between 24 and 48hpf in HV 
and HVP (P<0.0001) (Fig 6.6,F). At 48hpf, HVP embryos retained their mild tendency for 
higher emx3 expression levels relative to HV, but this was not significant (P=0.0989) (Fig 
6.5,F). Expression of tbr1 was comparable between HV and HVP at 24hpf (P=0.9987) (Fig 
6.5,G). It was slightly but insignificantly reduced between 24 and 48hpf in HV (P=0.6903) 
but to a lesser extent in HVP (P=0.9989) (Fig 6.6,G). At 48hpf, there was a small but in-
significant tendency for higher tbr1 expression in HVP in comparison to HV (P=0.5586) 
(Fig 6.5,G). At 24hpf, the expression of the terminal glutamatergic neural marker vglut2a
in HVP was slightly but insignificantly higher than HV (P=0.4729) (Fig 6.5,H). At 48hpf, 
its expression was reduced in HV (P=0.0835) but not in HVP (P=0.9559) (Fig 6.6,H). This 
resulted in a significant difference in its levels between HV and HVP at 48hpf (P=0.0088) 
(Fig 6.5,H). Combined together, it appeared that the changes in Her6 expression and dy-
namics in HVP had a cumulative effect on pallial fates which was most pronounced in the 
terminally differentiated neurons.

Four genes expressed in the ventral telencephalon and related to GABAergic differentiation 
were also assessed. At 24hpf, ascl1a expression levels were comparable between HV and 
HVP (P>0.9999) (Fig 6.5,I). Between 24 and 48hpf, its levels were reduced significantly 
in both to a similar extent (P<0.0001) (Fig 6.6,I). Hence, ascl1a expression levels at 48hpf 
were the same between HV and HVP (P=0.9676). dlx5a levels were also comparable be-
tween HV and HVP at 24hpf (P=0.9988) (Fig 6.5,J). By 48hpf, the expression levels of this 
gene was slightly lower in HV (P=0.5382) but not in HVP (P>0.9999) (Fig 6.6,J). As a re-
sult, at 48hpf, dlx5a expression levels in HVP were slightly but insignificantly higher than 
HV (P=0.3501) (Fig 6.5,J). The expression of gad genes that are terminal GABAergic neu-
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ron markers was also examined. At 24hpf, gad1 was expressed at similar levels between 
HV and HVP (P>0.9999) (Fig 6.5,K). By 48hpf, its expression levels increased in both HV 
(P<0.0001) and HVP (P<0.0001) (Fig 6.6,K). At 48hpf, gad1 levels in HVP were signifi-
cantly higher than HV (P=0.0231) (Fig 6.5,K). gad2 followed a pattern similar to gad1. It 
was expressed at comparable levels between HV and HVP at 24hpf (P=0.8174) (Fig 6.5,L). 
Between 24 and 48hpf, its expression levels increased significantly in HV (P=0.0427) and 
more drastically in HVP (P<0.0001) (Fig 6.6,L). By 48hpf, gad2 expression levels in HVP 
were significantly higher than HV (P<0.0001) (Fig 6.5,L). In short, even though there was 
no drastic change in sub-pallial commitment in HVP (i.e. ascl1 expression), there was a 
cumulative and drastic effect on terminally differentiated GABAergic neurons.
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Figure 6.5: Quantitative comparison of gene expression between HV and HVP at 24 and 48hpf. Caption on the following page →
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Figure 6.5: (A) At 24hpf, her6 levels in HVP were slightly lower than HV (ns). At 48hpf, there was no tendency or difference in its levels between HV and HVP (ns). (B) At 24 
and 48hpf, elavl3 levels were not different between HV and HVP (ns). (C) At 24hpf, foxg1 levels were comparable between HV and HVP (ns). At 48hpf, foxg1 levels in HVP were 
significantly higher than HV (**). (D) At 24hpf, p27 levels in HVP were slightly higher than HV (ns). At 48hpf, there was no tendency or difference in its levels between HV and HVP 
(ns). (E) At 24hpf, ngn1 levels in HVP were slightly lower than HV (ns). At 48hpf, there was no tendency or difference in its levels between HV and HVP (ns). (F) At 24 and 48hpf, 
emx3 levels in HVP were slightly higher than HV (ns). (G) At 24hpf, tbr1 levels were comparable between HV and HVP (ns). At 48hpf, HVP had slight tendency for higher tbr1 levels 
(ns). (H) At 24hpf, vglut2a levels in HVP were slightly higher than HV (ns). At 48hpf, its levels in HVP were significantly higher than HV (**). (I) At 24 and 48hpf, ascl1a levels were 
not different between HV and HVP (ns). (J) At 24 and more strongly at 48hpf, dlx5a levels in HVP were slightly higher than HV (ns). (K) At 24hpf, gad1 levels were comparable in 
HV and HVP (ns). At 48hpf, its levels in HVP were significantly higher than HV (*). (L) At 24hpf, gad2 levels in HVP were slightly higher than HV (ns). At 48hpf, its levels in HVP 
were significantly higher than HV (****). 2way ANOVA with multiple comparisons, (ns): P > 0.05, (*): P ≤ 0.05, (**): P ≤ 0.01, (***): P ≤ 0.001, (****): P ≤ 0.0001.
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Figure 6.6: Quantitative comparison of gene expression between 24 and 48hpf in HV and HVP. Caption on the following page →
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Figure 6.6: (A) her6 levels decreased between 24 and 48hpf in HV and HVP but these changes were not statistically significant (ns). (B) elavl3 levels at 48hpf were significantly lower 
than 24hpf in HV and HVP (****). (C) foxg1 levels at 48hpf were significantly lower than 24hpf in HV (****) and to a slightly lesser extent in HVP (***). (D) p27 levels at 48hpf were 
slightly but insignificantly higher than 24hpf in HV (ns) but not in HVP (ns). (E) ngn1 levels at 48hpf were lower than 24hpf in HV and HVP but these differences were not statistically 
significant (ns). (F) emx3 levels at 48hpf were significantly lower than 24hpf in HV and HVP (****). (G) tbr1 levels at 48hpf were slightly but insignificantly lower than 24hpf in HV 
(ns) but not in HVP (ns). (H) vglut2a levels at 48hpf were slightly but insignificantly lower than 24hpf in HV (ns) but not in HVP (ns). (I) ascl1a levels at 48hpf were significantly 
lower than 24hpf in HV and HVP (****). (J) dlx5a levels at 48hpf were slightly but insignificantly lower than 24hpf in HV (ns) but not in HVP (ns). (K) gad1 levels at 48hpf were 
significantly higher than 24hpf in HV and HVP (****). (L) gad2 levels at 48hpf were significantly higher than 24hpf in HV (*) and more drastically in HVP (****). 2way ANOVA with 
multiple comparisons, (ns): P > 0.05, (*): P ≤ 0.05, (**): P ≤ 0.01, (***): P ≤ 0.001, (****): P ≤ 0.0001.
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6.3 Discussion

Destabilisation of Her6 had marked effects on its expression and dynamics at single cell 
and population level (Chapter 5). HVP embryos are viable even as Homozygous (Hom) 
and survive to adulthood. Nonetheless, in this chapter, I have revealed that relative to HV, 
they have marked developmental changes in the telencephalon.

The HV telencephalon grew in size between 24 and 30hpf but then stabilised and did not 
change between 30 to 48hpf. This is while the HVP telencephalon was slightly smaller 
in earlier stages but grew steadily and reached the same size as HV at 48hpf. In hind-
sight, given the subtlety of the phenotype, perhaps FISH against foxg1 would have pro-
vided less saturated signal and therefore, more precise volume measurements following 
confocal imaging. Nonetheless, this subtle change in growth rate could have been caused 
by alterations in proliferation, progression towards differentiation or increased apoptosis. 
Assessment of apoptosis between HV and HVP is missing from this work. However, I 
examined proliferation and differentiation, both of which were altered in HVP.

At a global level, proliferation was examined by IF against Ph3. It is important to note that 
determining the quantity of Ph3+ cells in individual sub-regions of the telencephalon was 
beyond the scope of my experiment and was therefore not considered. Furthermore, the IF 
protocol used for Ph3 and Venus staining, damaged tissue integrity at 24hpf. As a result, 
the number of embryos analysed for this stage were low, especially in HV where only two 
embryos could be imaged, reducing the power of the analysis. But since the Venus IF 
output was comparable to snapshot live imaging of HV and HVP (chapter 5), the IF data 
was taken at face value.

The percentage of mitotically active (Ph3+) and Her6 expressing (Venus+) cells was re-
duced between 24 and 48hpf in both HV and HVP. In HV, the percentage of Ph3+ cells in 
HV retained its ratio to Venus (Her6) at 24 and 48hpf but this was not the case in HVP. 
In HVP, by 48hpf, very little Her6 expression was detectable while cell proliferation was 
retained. This meant that even though Her6 expression was depleted at 48hpf HVP, the 
cells retained their proliferative ability and did not exit the cell cycle.

I hypothesised that this could be due to the expansion of fate determination markers that 
can maintain mitotic activity in cells (Schmidt et al., 2013). Using FISH, I showed that 
at least at 24hpf, expression of ascl1 and ngn1 had not expanded. Hence, they could not 
have maintained the levels of mitotically active cells.

However, this experiment had many shortcomings. Firstly, the quality of the staining was 
not optimal. The poor quality of staining may, at least in part, be associated to its large scale 
including three developmental stages for two lines. This posed a practical challenge and 
may have affected the duration of different steps in the protocol and the transitions between 
them. Secondly, the choice of Fast AiryScan microscopy which greatly enhanced imaging 
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speed also increased the resolution of imaging which did not result in smooth and uniform 
signal to examine expression pattern. Hence, in hindsight, Laser scanning microscopy
(LSM) would have been a better choice. Last but not least, as both ngn1 and ascl1 probes 
were Digoxigenin (DIG) labelled, I did not combine them in the same staining combination 
which prevented me from making clear observations about the relationship between the 
two genes and how their domains may change with respect to on another. Lastly, in this 
experiment, 48hpf embryos in which the Ph3+/Venus+ was drastically different between 
HV and HVP were absent. Therefore, the hypothesis regarding potential changes in the 
size of ngn1 and ascl1 mRNA expression domains in HVP cannot be completely discarded. 
Alternatively, methods with single cell resolution such as Single molecule fluorescent in 
situ hybridisation (smFISH) can provide a much more detailed insight into the overlap 
between these different genes and how it may be altered at a cellular and tissue level.

Alternatively, the retention of proliferative ability may indicate compensation by other 
bHLH factor. Such compensation has been reported for mouse Hes1. While some ear-
lier work claimed that Hes1 deletion causes severe developmental defects (Ishibashi et al., 
1995), later reports suggested that Hes1 and Hes5 knock-out mice (Hes1-/- and Hes5-/-) 
develop normally (Hatakeyama et al., 2004). Although the cause of this discrepancy is 
unclear to me, both Ishibashi et al. (1995) and Hatakeyama et al. (2004) had reported up-
regulation of Hes5 in Hes1-/- embryos (Ishibashi et al., 1995; Hatakeyama et al., 2004), 
suggesting that it was playing a compensatory role. Indeed in Hes1;Hes5 double mu-
tant, the structural integrity of the developing nervous system was defected, nestin+ radial 
glial cells (progenitors) were depleted more rapidly than WT and proneural bHLH factors 
like Delta-like 1 (Dll1) and Ascl1 were upregulated, pointing to premature differentiation. 
These double mutants also displayed a decreased abundance of Ki67+ or mitotically ac-
tive cells suggesting that Hes gene compensation also encompasses mitotic activity. These 
phenotypes were further exacerbated in the Hes1;Hes3;Hes5 triple mutant (Hatakeyama 
et al., 2004).

Ochi et al. (2020) have also highlighted the importance of compensation in studying the 
mutant mouse embryos with intron-less Hes1 with severely dampened oscillations. Except 
for slight upregulation of Ascl1, these embryos had no defects in expression of differentia-
tion genes like TBR1 in the 6th cortical layer (dorsal telencephalon) or GAD65 in ventral 
telencephalon. However, the combination of intron-less Hes1 mutant with Hes5-/-, led to 
upregulation of neuronal genes like TUJ1 and TBR1, suggesting accelerated differentia-
tion (Ochi et al., 2020). Interestingly, intron-less Hes1 mutant in the Hes3;Hes5 double 
mutant background no longer impacted cell death but still resulted in accelerated differen-
tiation and microcephaly (Ochi et al., 2020).

My preliminary data from 20hpf embryos showed that her9 (the other HES1 ortholougue 
in zebrafish) was not widely expressed in the telencephalon in either HV or HVP while 
it was strongly expressed in the diencephalon, midbrain and hindbrain (Appendix 8.10). 
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Since at this stage, there was already a difference in Her6 expression between HV and 
HVP (Chapter 5), I conclude that her9 is not playing a compensatory role at least at early 
stages. However, it is possible that her9 or other her genes are ectopically expressed in 
the telencephalon at later stages in HVP to rescue cell proliferation. Indeed, Soto et al.
(2020) have shown that her9 is expressed in the telencephalon at 30-32hpf. Furthermore, 
the Hes5 orthologues her4.1 (Bai et al., 2010) and her4.2 (Thisse et al., 2001) are both 
present in the developing telencephalon in partly overlapping domains with her6 (based 
on my judgement). If these genes are partly compensating for Her6, it is likely that their 
removal would cause a reduction of mitotically active cells similar to reduction of Ki67+

in Hes1;Hes5 double mutant (Hatakeyama et al., 2004).

Even though compensation by other her genes may allow the retention of proliferative 
cells and recovery of telencephalon growth in HVP, it does not appear to alleviate all 
defects caused by Her6 destabilisation and its altered expression and dynamics. Ochi et al.
(2020) reported only mild changes in expression of differentiation genes in the intron-
less hes1 mutant as a result of compensation. However, altered Her6, alone, resulted in 
a small potential shift towards increased asymmetric divisions in expense of symmetric 
divisions that renew progenitors. This implied that while the quantity of mitotic cells is 
unaffected potentially due to compensation, the Her6 expressing cells may have altered 
mode of proliferation.

This determination of mode of division was based on hypothetical criteria that were prone 
to technical variability and therefore needed further verification. However, I was unable to 
do so based on the Ph3/Venus IF due to the nature of their expression. Ph3 labels cells in 
mitosis when nuclear membrane dissociates. Without the nuclear membrane, Her6 which 
is normally focused in the nucleus diffuses in the cytoplasm which makes its detection 
difficult in mitotic cells. Therefore, even though Ph3 was expressed within the Venus (i.e. 
Her6) expression domain, consistent with the role of Her6 as a progenitor regulator, their 
expression was not detected in the same cells. This posed a challenge in specifically de-
termining the mitotic abilities of the Venus+ cells based on IF. Especially, no information 
regarding the type of division could be extracted from snapshot expression of Ph3. Hence, 
Ph3 staining was not suitable to examine the potential changes in the mode of differentia-
tion that was observed in single cell tracks.

Nonetheless, the reduction in Symmetric-Progenitor divisions in HVP could, at least partly, 
explain the more drastic depletion of Her6+ cells in HVP which was observed by live imag-
ing (chapter 5) and IF (Fig 6.2,A,B&D). Additionally, increased Asymmetric divisions in 
HVP could have been indicative of more differentiation events in HVP relative to HV. 
This was indeed consistent with the observation that the expression of genes associated 
with neural differentiation were altered in HVP.

The majority of genes that were examined by qPCR can represent a somewhat hierarchical 
gene network of patterning the telencephalon (foxg1), guiding stem-like neural progenitor 
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cells (her6 expressing) to progenitors with specified fates (ngn1 or ascl1a expressing) and 
then regulating young post-mitotic neurons (elavl3 expressing) that move towards their 
specified fates (Schmidt et al., 2013). In the dorsal telencephalon, emx3 expression is es-
sential for glutamatergic specification. Morpholino KD of emx3 downregulates tbr1 (a 
post-mitotic marker of glutamatergic fates (Mione et al., 2001)) and the terminal gluta-
matergic marker vglut2a (Viktorin et al., 2009), but not elavl3 of foxg1. In the ventral 
telencephalon, it is predicted that dlx1a/2a, dlx5a/6a and gad1 represent the progression 
of GABAergic differentiation, downstream of ascl1a (MacDonald et al., 2010). Similar 
interactions between Dlx1/2 and Ascl1 have been described in sub-cortical (ventral telen-
cephalic) specification of GABAergic neurons in mice (Yun et al., 2002).

foxg1 which is involved in telencephalon patterning (Danesin et al., 2009) was downregu-
lated between 24 and 48hpf in both HV and HVP. But compared to 48hpf HV, its expression 
levels were significantly higher in HVP 48hpf. This was counterintuitive as foxg1 has also 
been proposed as a progenitor marker in the telencephalon (Danesin et al., 2009). It is 
likely that my observation in HVP is related to foxg1 function in ventral specification.

This gene is expressed in a gradient in the telencephalon with the highest levels of its 
expression focused ventrally (Toresson et al., 1998; Danesin et al., 2009; Viktorin et al., 
2009; Kumamoto, Hanashima, 2017). Despite its expression in the whole telencephalon 
excluding only the roof plate (Jeong et al., 2007; Danesin et al., 2009), foxg1 is more 
strongly associated with determination of ventral fates. As such, morpholino KD of foxg1
leads to absence of ventral telencephalic markers like dlx2 and expansion of dorsal markers 
like emx3 (Danesin et al., 2009). Based on my observations, her6 expression is more 
focused at the ventral telencephalon after 20hpf (Chapter 3).

Therefore, one may hypothesise that the ventral telencephalon is more severely affected 
in HVP, which could explain altered foxg1 expression in 48hpf HVP. Based on the FISH 
observations, it appears that the patterning of the telencephalon and the organisation of its 
domains is largely unaffected at least at 24hpf. However, it is likely that the technical vari-
ability in this technique or the quantification method has masked changes in domain size 
and organisation. Furthermore, as mentioned earlier, I have not examined 48hpf embryos 
using FISH. Hence, I cannot exclude the possibility of telencephalic sub-regions having 
been affected.

Furthermore, qPCR technique lacks spatial information. Therefore, the changes in foxg1
mRNA may be associated with the domain of its expression rather than its levels. The 
alternative methods that alleviate this issue have been discussed further below.

The genes associated with earlier stages of neuronal development like ngn1, ascl1a and 
elavl3 were down regulated comparably in HV and HVP between 24 and 48hpf. Inter-
estingly, despite the ventral focus of her6 expression, its alterations in HVP affected the 
expression of late fate determination and terminal differentiation genes in both dorsal (pal-
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lium) and ventral (sub-pallium) telencephalon. Genes involved in later stages of fate de-
termination like emx3 and tbr1 (dorsal) and dlx5a (ventral) that were downregulated in 
HV between 24 and 48hpf, either downregulated less or not at all in HVP. This could 
be indicative of premature or prolonged period of fate determination and differentiation 
in HVP pallium and sub-pallium that could potentially lead to more neurons. However, 
having only examined two developmental stages for this experiment, I was unable to dis-
tinguish between premature or prolonged differentiation.

Surprisingly, vglut2a which is a terminal glutamatergic neuron marker and was expected 
to be upregulated between 24 and 48hpf in HV, followed the same trend as earlier genes. 
That is to say, its levels in 48hpf HV were lower than 24hpf HV while it did not drastically 
change in HVP between these two stages. Therefore, relative to HV, this gene had signifi-
cantly stronger presence in HVP at 48hpf. This may be due to the sub-cellular localisation 
of vglut2a in synaptic vesicles (Takamori et al., 2001). Since extensive axonogenesis and 
tract formation takes place between 24 and 48hpf (Wilson et al., 1990; Ross et al., 1992), 
vglut2a expressing axonal terminals may be exiting the telencephalon which would appear 
as vglut2a down regulation. Therefore higher vglut2a levels in 48hpf HVP could be a result 
of either defected axon migration or more likely, increased differentiation. On the other 
hand, gad genes that are predicted to have cytoplasmic distribution, were upregulated in 
HV and HVP and were significantly more abundant in HVP ventral telencephalon.

p27 is involved in cell cycle exit and is important in healthy development of many organ 
systems including the CNS (Razavipour et al., 2020). At 24hpf, it was slightly higher in 
HVP than HV but this was not statistically significant. This gene was upregulated by 48hpf 
in HV to reach HVP levels which did not change between 24 and 48hpf. This observation 
implied that cells in HVP telencephalon may be less proliferative. This was not consistent 
with my Ph3 staining at 24hpf. The source of this variability may be the low number 
of 24hpf embryos that were imaged following Ph3 staining. Alternatively, understanding 
these results may require the examination of more genes associated with cell proliferation.

To validate the qPCR results and confirm any potential telencephalic defects, I collaborated 
with Robert Lea to carry out FISH against emx3, tbr1, vglu2a and gad2 using probes gifted 
from the Houart lab. Unfortunately, there were some concerns about potential sample 
mix-up which lead me to decide against presenting this data in my thesis as due to time 
restraints, we were unable to repeat it.

It is, however, important to note that examining gene expression in tissue context using 
bulk RNA extraction and qPCR or whole mount FISH share major shortcomings. These 
shortcomings are limitations in the number of genes analysed, the lack of single cell res-
olution and complete loss of spatial information. Alternatively, more specialised methods 
that have been developed to include spatial information in transcriptomics can be used.

In recent years, there have been many advances in “Spatial transcriptomics” that aim to al-
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leviate this issue (Reviewed and summarised by Longo et al. (2021)). These methods can 
be separated to two main groups: High-plex RNA imaging and Spatial barcoding (Longo 
et al., 2021). The High-plex RNA imaging methods always require pre-selection of the 
genes of interest. However, the limits of the number of genes that can be studied have 
been extended in recent studies. These studies utilise sequential Fluorescent in-situ hy-
bridisation (seqFISH) which involves sequential probing of genes of interest with limited 
number of fluorophores which ultimately result in a temporal barcode for each gene (Shah 
et al., 2016). Shah et al. (2016) have successfully studied up to 249 genes per cell while 
Eng et al. (2019) have developed seqFISH+, increasing the gene limit to 10000. The single 
cell resolution of this technique is a clear advantage for spatial transcriptomics. However, 
the limitation is the requirement for selecting genes of interest and designing gene specific 
probes which hinders exploratory and unbiased transcriptomics.

Spatial barcoding on the other hand relies on RNA sequencing of fixed sections on a spa-
tially barcoded flat surface (e.g. slide) which allows the preservation of tissue integrity and 
therefore spatial information (Ståhl et al., 2016; Chen et al., 2022). The dependence on 
sequencing as opposed to imaging, makes these methods more suitable for unbiased and 
exploratory transcriptomics and alleviates the optical challenges associated with limited 
number of fluorophores that can be used. However, the main shortcoming of the earlier 
versions of this method relative to the High-plex imaging was their low spatial resolution 
of between 55 to 100 µm which meant that the captured data was not from single cells 
(Ståhl et al., 2016; Longo et al., 2021). However, this has been greatly improved by de-
velopment of nanoball-patterned arrays that can be used for larger surface area (such as 
sections from whole mouse embryos) and capture sequences with much better resolution 
(500-715 nm) (Chen et al., 2022).

In short, adoption of either one of these more advanced methods can provide a much 
more detailed understanding of the potential transcriptomic changes caused by altering 
Her6 expression dynamics without losing the spatial information of specific neuronal sub-
populations. Furthermore, since Her6 is also present in many other developing tissues (Fig 
1.10), implementing techniques such as nanoball-patterned arrays (Chen et al., 2022) may 
highlight not only changes in more genes, but also other developing regions of the CNS 
or organ systems, providing a much greater scope to studying the downstream effects of 
altered oscillatory dynamics than has ever been reported.

Despite these shortcomings, the indications of increased differentiation in HVP are in line 
with previous findings. Kobayashi et al. (2015) showed that HES1 can be destabilised by 
knocking down the Deubiquitinating enzyme (DUB) enzyme Usp22. To assess the devel-
opmental effects of this manipulation, they electoporated Usp22 KD vectors along with 
nuclear GFP in utero, followed by IF to detect GFP in mutated cells in the embryonic 
brain. This alteration significantly increased the number of GFP+ cells in intermediate 
zone and cortical plate, where differentiated neurons are found and decreased the number 
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of progenitors in ventricular zone and sub ventricular zone (Kobayashi et al., 2015). Fur-
thermore, Manning et al. (2019) have shown that Notch inhibition in mouse spinal cord 
slice cultures pushed cells to be more oscillatory and more likely to differentiate (Manning 
et al., 2019). The mathematical work by Biga et al. (2021) also predicted that high cell-cell 
differences (resembling the HVP - Chapter 5) may be associated with higher probability 
of differentiation.

My focus in this chapter was on a limited time window of development, only comparing 
early (24hpf) and late (48hpf) primary neurogenesis. This prevented me from concluding 
if the difference between HV and HVP is in the timing or duration of differentiation (i.e. 
premature or prolonged/increased) and whether these changes have any lasting impact on 
the juvenile or adult brain. However, it is clear that while destabilisation of Her6 does 
not have a substantial effect on the quantity of proliferating cells, it may alter the mode 
of proliferation towards differentiation. Even though the data regarding mode of cell di-
vision is preliminary, it is consistent with more persistent and at times, higher expression 
levels of both glutamatergic and GABAergic differentiation genes. Such prolonged or in-
creased differentiation may also contribute to the faster rate of telencephalon growth in 
HVP embryos.

6.4 Concluding remarks

Her6 destabilisation altered its single cell expression and dynamics as well as its behaviour 
in the cell population. In this chapter I provided evidence that these changes have effects 
beyond the single cell and the Her6 expressing population. HVP embryos had smaller 
telencephalons than HV at 24hpf but grew more rapidly and recovered this difference by 
48hpf. I propose that this may be due to sustained proliferation (shown by Ph3 IF) and/or 
increased proliferation. The retention of normal (i.e. HV) levels of proliferation in HVP 
could be indicative of some level of compensation by other her genes. However, by per-
forming a preliminary analysis of cell division in single cell Venus, I suggested that in 
HVP, the mode of proliferation in the Her6 expressing cells may have shifted away from 
self-renewal towards differentiation. In agreement, qPCR analysis of genes associated 
with neural differentiation in pallium and sub-pallium suggested prolonged or increased 
differentiation in HVP. Further work is required to determine whether these changes have 
lasting impact on the adult brain. Nonetheless, given the propensity of functional com-
pensation between bHLH genes, the observation of detectable downstream phenotypes in 
HVP is a testament to the importance of Her6 expression and its dynamics in regulating 
telencephalic progenitors which was previously unknown.
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Chapter 7

General discussion
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7.1 General discussion

Her6 is one of the two zebrafish orthologues of HES1 (Pasini et al., 2001; Zhou et al., 
2012), a well characterised mammalian ultradian oscillator (Shimojo et al., 2008; Kageyama 
et al., 2018; Marinopoulou et al., 2021). Given the conservation of the main functional 
domains of HES/Her proteins across species (Zhou et al., 2012), it was very likely that 
Her6 is also an oscillator and that its dynamics are relevant in its function. However, its 
expression dynamics, regulation and function during embryonic neurogenesis have not 
been extensively studied. This was predominantly due to the lack of suitable live imaging 
tools for Her6 which hindered the observation of its potentially periodic expression.

Previously, transgenic zebrafish were often generated by the introduction of DNA con-
structs under the regulation of known promoters or enhancers (Kimura et al., 2014). This 
was done by using tools such as Tol2 transposable elements (Kawakami, 2007; Ninov et al., 
2012) or I-SceI meganuclease (Thermes et al., 2002; Delaune et al., 2012). These methods 
not only required some knowledge of specific regulatory elements for the gene of interest 
(Kimura et al., 2014), they also did not have the precision needed for direct modification 
of endogenous loci which was required for assessing the expression dynamics of Her6 in 
real-time.

As a result, studies involving her6 were focused only on the mRNA and predominantly 
limited to descriptions of its expression domain during normal development (Thisse et al., 
2001), its Knock-down (KD) or over expression. For instance, upon her6 KD, expression 
of glutamatergic fate marker ngn1 which is localised in the central thalamus, expanded to 
the whole thalamus. This was to the detriment of ascl1 expression which drives GABAer-
gic fates and inhibits glutamatergic fates in pre and rostral thalamus (Scholpp et al., 2009). 
Similarly, her6 over-expression suppressed ngn1 in the Wild type (WT) telencephalon 
(Yoshizawa et al., 2011). But these previous studies lacked any insight into the behaviour 
of the Her6 protein as a regulator of neural progenitors.

With the advent of CRISPR/Cas9 gene modification methods, precise targeting of endoge-
nous genes also became possible in zebrafish (Kimura et al., 2014; Zhang et al., 2018). The 
generation of the Her6-Venus (HV) Knock-in (KI) line by Soto et al. (2020) provided the 
first opportunity for single cell resolution examination of Her6 protein in real time. In this 
thesis, I have shown that the CRISPR method utilised for generating this KI resulted in the 
aberrant incorporation of the CRISPR donor backbone followed by a partial duplication of 
Wild type (WT) her6 sequence. Soto et al. (2020) had already shown that HV KI embryos 
develop normally and recapitulate WT her6 expression. In this thesis, I have added to this 
previous knowledge by generating a detailed map of the HV KI locus. My findings show 
that the HV KI locus has all the correct components to express the designed fusion pro-
tein without being impeded by the genomic aberrations. These included the expected start 
and stop codons as well as the 3’ untranslated region (UTR) which was incorporated in 
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the Right Homology arm (RHA). Overall, this highlighted the importance of the detailed 
characterisation of KI lines for their informed use.

In this thesis I have expanded the use of the HV model system to study Her6 expression 
dynamics in the telencephalon. I used a combination of cutting edge live imaging, single 
cell tracking and single cell resolution analysis of the Her6-expressing population to re-
veal that Her6 expression in the telencephalon is indeed dynamic. In 5-37% of cells, these 
Her6 dynamics were periodic (i.e. oscillatory) with a 1.7-2 hour periodicity and a median 
fold-change of 1.4. To assess the functional relevance of Her6 and its dynamics, I exam-
ined the Her6-Venus-PEST (HVP) KI line where Her6 was destabilised and therefore, was 
expected to have altered dynamics. The HVP KI also had genomic aberrations such as the 
incorporation of the donor backbone and an additional KI cassette. However, much like 
HV, I showed that the HVP fusion protein was also unaffected by these aberrations.

Single cell observations revealed that in HVP, Her6 expression levels fluctuated more than 
HV which was quantified by single cell Coefficient of Variation (CV). This increase in fluc-
tuations could be attributed to at least two different single cell features. Firstly, Her6 was 
expressed in an oscillatory manner in 32.5-67.9% of HVP cells which was significantly 
higher than HV. In addition, even though the period of HVP oscillators was unaltered (2-
2.1 hours), they exhibited significantly higher fold changes (∼2). Secondly, regardless of 
oscillatory state, HVP cells were more prone to faster Her6 decline over time. Interest-
ingly, these single cell behaviours were associated with an unexpected system response. In 
snapshot HVP analysis, fewer cells expressed Her6 (i.e. Venus) and its expression levels 
were lower in the population. Nonetheless, some cells retained HV (i.e. control) levels 
of Her6 expression which led to increased snapshot Her6 heterogeneity in the HVP telen-
cephalic tissue. Additionally, in HVP, there were larger differences in expression of Her6 
in neighbouring cells.

These tissue-level observations were counter-intuitive, as I had expected all cells to re-
spond uniformly to ubiquitous Her6 destabilisation. To determine the cause of these pop-
ulation patterning observations in HVP, mathematical modelling was used. Modelling 
showed that the high cell-cell differences in HVP cannot be replicated in single cell mod-
els with or without auto-inhibition but only when cells are coupled by Notch-like lateral 
inhibition. Interestingly, when the optimiser for the two coupled cell model (Model 3) 
was run with lateral inhibition but without auto-inhibition, no parameter sets were found 
that could lead to increased cell-cell differences or bifurcation. This confirmed that both 
auto-inhibition and lateral inhibition are contributing to the HVP traits.

This finding challenged the previous reports regarding Notch regulation of her6. Hans 
et al. (2004) used a UAS-Gal4 system to mis-express notch1a-intracellular domain in 
embryos by crossing hsp70::Gal4 to UAS:myc-notch1a-intra. They then examined the 
expression of her genes with In-situ hybridisation (ISH). They found that with constant 
presence of Notch intracellular domain (NICD), her3 was downregulated, especially in 
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the mesencephalic/rhombencephalic domain. her5 was also inhibited by this manipula-
tion. However, her6 expression was unaffected in the presence of notch1a-intracellular 
domain. This finding led to a widely accepted belief that her6 is not regulated by Notch 
(Hans et al., 2004; Schmidt et al., 2013).

I suggest two possibilities for this discrepancy. One is the possibility that her6 is regulated 
by Notch factors other than notch1a. For instance, notch3 is also extensively expressed in 
the embryonic forebrain (Tseng et al., 2021). Secondly, it is likely that other signals regu-
late her6 induction and expression in the telencephalon while Notch has a less significant 
role in induction but mediates cell coupling. In line with this, Hes1 has been shown to 
be strongly activated by Sonic-Hedgehog (SHH) signalling in the mouse retina. When 
SHH was activated by addition of Smo agonist to post-natal mouse retina explants, Hes1
expression (measured with RT-qPCR) was induced ∼20-fold relative to untreated explants 
(Wall et al., 2009). Additionally, when SHH was induced with constitutively active form 
of Smo in the presence of DAPT, a γ-secratase inhibitor that blocked Notch signal prop-
agation, Hes1 induction was unaffected. This showed that SHH regulation of Hes1 was 
independent of Notch intracellular domain (NICD). Most interestingly, electroporation of 
active NICD did mildly but significantly induce Hes1 expression relative to control ex-
plants but Hes1 induction caused by constitutively active Smo was ∼10-folds higher than 
its activation by Notch (Wall et al., 2009). Hence, Hes1 expression can be regulated by 
different signals with varying strength.

shh is indeed expressed in the ventral telencephalon during zebrafish embryonic develop-
ment (Wilson, Rubenstein, 2000) and its role in mediating ventral fates through foxg1 has 
been described (Danesin et al., 2009). Since Her6 expression is also ventrally focused, 
it is likely that similar to the mouse retina, her6 expression in this domain is predom-
inantly under SHH regulation but also influenced by Notch. Therefore, the findings of 
Hans et al. (2004) do not negate the possibility of Notch-mediated lateral inhibition in the 
telencephalon. Furthermore, Hans et al. (2004) only examined her6 mRNA at the tissue 
level using ISH. Therefore, over-expression of NICD may have affected cell coupling and 
Her6 expression levels in single cells but this effect was not detected.

In short, my work has shifted the perception of Her6 as a non-canonical Her transcription 
factor that does not easily fit the common narrative of HES proteins as Notch effectors. 
Instead, I propose that Her6 is a more complex transcriptional regulator that is potentially 
controlled by a range of signalling inputs.
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7.2 How does protein destabilisation affect intercellular communica-

tion?

The HES5 based mathematical model from Biga et al. (2021) predicted that increasing the 
cell’s ability to repress HES5 expression in its neighbour (i.e. coupling strength) leads to 
stronger lateral inhibition and thereby higher expression level differences between neigh-
bouring cells. They also suggested that this condition which gives rise to a “salt and 
pepper” like pattern of HES5 expression was also associated with higher probability of 
differentiation. The predictions of this model are consistent with my observations in HVP. 
However, a scenario where Her6 destabilisation directly alters coupling strength is not 
likely. But rather, it is more likely that this manipulation has imposed an indirect change 
on the strength of lateral inhibition. I propose that this is possible by shifting the balance 
between auto-inhibition and lateral inhibition.

In HV telencephalon, there is heterogeneity in Her6 (i.e. Venus) expression in the popu-
lation but the difference between expression levels in neighbouring cells is not large (Fig 
7.1,A). This is likely to be because auto-inhibition and lateral inhibition are balanced be-
tween cells. This is schematically shown in figure 7.1,B. More Her6 is expressed in the 
right cell which means that it more strongly inhibits expression in the left cell by lateral 
inhibition. But in the right cell, auto-inhibition keeps Her6 production in check, prevent-
ing its levels to overshoot (Fig 7.1,B). Over time, the left and right cells may switch their 
behaviour while maintaining their balance (Fig 7.1,C).

In HVP, however, due to destabilisation of Her6, its levels in the majority of cells are 
lower than HV as has been shown by others upon protein destabilisation (Kobayashi et al., 
2015). Nonetheless, the cells are more heterogenous with bigger cell-cell differences (Fig 
7.1,D). This may be because in this scenario, which is shown schematically in figure 7.1,E, 
when Her6 expression increases in the right cell, it is perhaps counteracted less effectively 
by auto-inhibition since the protein is short lived. This gives the unexpected outcome of 
strengthening the effect of lateral inhibition and lowering Her6 levels in the left cell faster 
than it can produce Her6 (Fig 7.1,E). Over time, this pattern can get re-enforced until the 
left cell is no longer expressing Her6 (Fig 7.1,F,Top). Alternatively, due to less effective 
auto-inhibition because of low Her6 levels as well as its instability, Her6 production may 
exceed Her6 degradation in the left cell, allowing it to impose stronger lateral inhibition 
on the right cell and shift their balance (Fig 7.1,F,Bottom).

Hence, one may hypothesise that in HV, auto-inhibition balances lateral inhibition and 
maintains two cells at high levels of expression, preventing lateral inhibition to bifurcate 
levels of protein concentration. While in HVP, with the drop in protein abundance caused 
by its destabilisation, auto-inhibition weakens and the effect of lateral inhibition strength-
ens, leading the cells to adopt distinct steady state concentrations or bifurcate. This could 
explain the similarities of HVP traits with some of the model predictions from Biga et al.
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(2021) in a ”strongly coupled” scenario.

7.3 Insights into the function of Her6 oscillations

I believe that the shift in balance between auto-inhibition and lateral inhibition leads to 
more abundant and larger oscillations in HVP. However, the modelling presented in this 
thesis did not include any predictions about the dynamic states of single cells. Hence, 
the exact cause of this change and its relationship with auto- and lateral inhibition is not 
known. But my observations resemble the reports by Manning et al. (2019). They showed 
that in mouse spinal cord slice cultures, cells that moved unidirectionally away from the 
progenitor domain (i.e. moved towards differentiation) were more likely to be expressing 
HES5 in an oscillatory manner. Furthermore, these oscillations had larger fold-change in 
comparison to oscillations in progenitor cells. However, they showed that this increase 
in peak to trough ratio (fold-change) was due to the declining long-term trend in the dif-
ferentiating cells and when the trend was removed, the fold-change was no longer higher 
than progenitors. Therefore, Manning et al. (2019) suggested that the combined effect of 
declining trend and the resulting increased fold-change is critical in differentiating cells.

Based on this observation, the propensity of Her6 levels to decline more rapidly in HVP 
cells could explain the increased fold-change which may be decoded by the cell as a tran-
sition signal towards fate determination and differentiation. This is consistent with the 
increased tendency for expression of differentiation genes in HVP. However, conclusion 
is in contrast to the model proposed by Shimojo et al. (2008) and Imayoshi et al. (2013) 
who associated Hes1 expression and protein oscillations with maintenance of mouse te-
lencephalic progenitors rather than transition towards differentiation. This may in part be 
because these reports have not extensively examined oscillatory fold-change or long-term 
trends in a tissue context. In summary, in the zebrafish telencephalon, the Her6 oscilla-
tory state is more likely to be a signal for cells to leave the early progenitor state and move 
towards later stages in the developmental trajectory, similar to the findings of Soto et al.
(2020) in zebrafish hindbrain.

However, the trend analysis showed that both HV and HVP oscillators exhibited a range of 
long term trends including declining, maintained or increasing Her6 levels. The cells with 
maintained or increasing Her6 trends over time represent only a small proportion of the 
whole population and only a small fraction of them (∼17%) are oscillatory in HV control 
context. Therefore, I do not believe that Her6 oscillations play a significant role in these 
cells in HV. However, the proportion of oscillators in cells with maintained or upregulating 
Her6 was higher in HVP. Therefore, I also propose that increased proportion and fold-
change of oscillators in HVP may have a secondary role which is complementary to its 
potential involvement with cell state transitions. It is likely that in this small population 
of cells, this shift in single cell dynamics also acts as a compensatory mechanism for 
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reduced levels of Her6 and its premature depletion. In theory, such compensation could 
minimise the effects of lower Her6 levels by enabling some cells to experience Her6 at 
HV (i.e. control) levels. This may be an advantageous bi-product of cell-cell coupling in 
developmental systems.

7.4 Expectations of her6 mRNA behaviour in response to weakened 

auto-inhibition

If auto-inhibition is indeed becoming less effective upon Her6 destabilisation, one would 
expect upregulation of her6 mRNA. However, using Fluorescent in-situ hybridisation (FISH) 
I showed that the domain of her6 expression was significantly reduced in HVP and its lev-
els were slightly reduced based on Quantitative polymerase chain reaction (qPCR) data. 
Even though this may appear to contradict the expectation, it has two potential explana-
tions. Firstly, the result of both experiments can be attributed to fewer cells expressing 
her6 as was seen for the protein. In these cells, her6 mRNA levels may be similar to or 
higher than HV. This too resembles the observation of lower Her6 levels in the majority 
of HVP cells even though at a single cell level, some cells retained normal (HV) levels 
of Her6 expression. Hence, at an mRNA level, this could have been masked due to lack 
of single cell resolution in FISH and qPCR. This could be resolved by using techniques 
such as Single molecule fluorescent in situ hybridisation (smFISH) that allow quantitative 
assessment of mRNA expression in single cells.

Alternatively, the changes imposed on auto-inhibition by Her6 destabilisation may be re-
flected in gene expression or mRNA dynamics rather than their levels. That is to say, 
relieved auto-inhibition may lead to longer presence of the mRNA in the cell rather than 
increasing its levels. In line with this, HES1 destabilisation by knocking down the DUB
enzyme Usp22 that targets ubiquitinated HES1, led to elongated and more variable pe-
riod in Hes1 oscillations in single cells. These measurements were made using Hes1
promoter-Luciferase reporter which more closely represents Hes1 gene expression dy-
namics (Kobayashi et al., 2015). The authors explained this by suggesting that HES1 
destabilisation elongated the delay in auto-inhibition which slowed or dampened Hes1 os-
cillations. One can speculate that in this scenario, with the elongation of the Hes1 period, 
the duration of active transcription and HES1 translation may have also increased. This 
could potentially contribute to higher oscillatory fold-change at the protein level, similar 
to my observations in HVP. However, Kobayashi et al. (2015) did not describe single cell 
protein oscillations making the verification of this hypothesis difficult. Alternatively, they 
reported dampened HES1 protein oscillations in synchronised bulk cells in response to 
serum stimulation and measured by Western blot (Kobayashi et al., 2015). In theory, this 
observation could be explained by strengthened effect of lateral inhibition due to less ef-
fective or delayed auto-inhibition which perhaps leads to more out of phase or anti-phase 
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oscillations that could make the population appear uniform.

In short, my work suggests that Her6 destabilisation may affect the strength of auto-inhibition. 
However, confirming this interaction requires more quantitative examination of mRNA ex-
pression and dynamics at the single cell level.
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Figure 7.1: Hypothetical model describing auto-inhibition and lateral inhibition in HV and HVP. Caption on the following page →
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Figure 7.1: (A) Schematic representation of Her6 (i.e. Venus) expressing population in HV where cells 
tend to have more similar levels. (B) Schematic representation of two cells outlined from (A). The right
cell expresses more Her6 and exerts stronger lateral inhibition on the left cell. However it also more likely 
to auto-inhibit her6 which will keep Her6 production in check. (C) Over time, these interations may lead 
the cells to alternate between slightly different levels. (D) Schematic representation of Her6 (i.e. Venus) 
expressing population in HVP where cells tend to have larger differences in levels and are more heteroge-
nous.(E) Schematic representation of two cells outlined from (D). The right cell expresses more Her6 and 
exerts stronger lateral inhibition on the left cell. Due to protein destabilisation, auto-inhibition of her6 may 
be less effective and cannot keep Her6 production in check. Hence, the effects of lateral inhibition are more 
pronounced and push left cell to lower levels of expression. (F) Top: A scenario where lateral inhibition 
switches off expression of left cell while right cell remains. Bottom: A scenario where the left cell can 
stochastically recover its levels due to low auto-inhibition and the resulting high production of Her6 which 
shifts the balance of the two cells.

7.5 Future work to examine the interpretation of the data

These interpretation of the data can be tested experimentally by targeting Her6 levels 
and/or Notch signalling. For targeting Her6 levels, the hemizygous (deleting one copy 
of the gene of interest) approach also used by Ochi et al. (2020) to examine the effect of 
Hes1 levels versus dynamics could be suitable. This approach is expected to alters protein 
levels without greatly impeding other parts of the oscillatory network. If the change in lev-
els in HVP is the primary effect that weakens auto-inhibition and strengthens the effect of 
coupling in the tissue, then hemizygous HV fish (HV +/-) that have lower Her6 levels would 
phenocopy the HVP traits. Alternatively, HV +/- may have more or less drastic phenotype 
than HVP. In this case, I would conclude that the primary effect of Her6 destabilisation 
that gives rise to HVP traits is on the dynamics and that the change in levels in HVP is 
a secondary effect. Experimental inhibition of Notch in either of these outcomes along 
with its inhibition in HV and HVP could further verify the role of lateral inhibition in this 
system.

In a theoretical scenario, if HV +/- replicates HVP phenotypes, I would conclude that the 
altered Her6 levels are the primary effect of Her6 destabilisation which results in less 
effective auto-inhibition and stronger lateral inhibition. Therefore, in both HVP and HV 
+/-, Notch inhibition would make the expression between neighbouring cells more uniform 
and perhaps resemble HV but with lower Her6 levels. This may also reduce the proportion 
of oscillators and expression of differentiation genes. On the other hand, in this scenarios, 
Notch inhibition in HV would not impose a drastic effect.

7.6 Limitations

The work presented in this thesis is not without limitations. For instance, unlike the re-
ports by Manning et al. (2019), I have not been able to directly associate different Her6 
dynamic behaviours with specific cell states. Further work is required to better understand 
the relationship between long-term trend, oscillatory/dynamic state and cell state transi-
tions. For this purpose, two main areas require further improvements. First is to overcome 
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the technical challenges associated with live imaging that hindered capturing long time-
courses and detecting cell state transitions. Second area to be further developed is the 
spatial understanding of cell movement in the telencephalon from progenitors to neurons 
accompanied by spatial mapping of single cell Her6 dynamics.

Another limitation to consider is that the work in my thesis did not examine much of the 
complexity of telencephalic development which is orchestrated by many signaling net-
works including Wnt/β-catenin, Bone morphogenic protein (BMP), Hedgehog (Hh) and 
Fibroblast growth factor signaling (FGF) pathways (Wilson, Houart, 2004; Miyake et al., 
2005; Danesin et al., 2009). Furthermore, organisation of the telencephalon and the neu-
ronal composition in its sub-regions is influenced by neuronal migration like the gluta-
matergic neurons generated in the dorsal telencephalon that migrate ventrally (Mione et al., 
2008). Such cell movements were also not examined in this thesis.

7.7 Concluding remarks

My work is the first to highlight the role of Her6 as an important early progenitor regu-
lator and describe its expression dynamics in the zebrafish telencephalon. Altering these 
dynamics by Her6 destabilisation did not cause detectable changes in the organisation of 
the telencephalon and global cell proliferation which in part, may be due to compensation 
by other factors. However, altered Her6 dynamics did cause developmental consequences 
such as accelerated telencephalic growth and prolonged or increased neural differentiation. 
Hence, this thesis highlighted the importance of Her6 while also revealing the robustness 
of the regulatory network. I propose that this robustness is firstly a result of coupling be-
tween cells that enables them to respond to manipulations collectively and secondly due 
to compensation by other factors. But the latter remains to be shown.

The work of Mione et al. (2008) and Furlan et al. (2017) have shown that embryonic neu-
rons are indeed relevant in the adult zebrafish brain. Hence, the characterisation of po-
tential long-term impact of altering Her6 dynamics presents an exciting avenue for the 
continuation of my work.
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Figure 8.1: Her6 and Elavl3 expression do not overlap at the single cell level. This Appendix is related to figure 3.1. Snapshot of a single Z-plane from HV:tg(pelavl3::mCherry) 
double line. Dotted line demarcates the visible boundaries of the telencephalon. Her6 and elavl3 are not expressed in the same cells. The Her6-Venus expressing cell shown by arrow 
is adjacent to cells with faint elavl3 expression but does not express elavl3 itself. Scalebar = 15µm
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Figure 8.2: The modifications of single cell track length and paired analysis do not affect period and 
fold-change of oscillators. This Appendix is related to figure 3.10. In ”Original”, all experiments were 
analysed for the full duration of the original time-course (Exp1 = 6 hours, Exp2 = 8 hours, Exp3 = 10 hours, 
Exp4 = 12 hours). In ”Modified”, exp4 was truncated to 8 hours and analysed as a pair with an experimental 
embryo from exp2. (A) These modifications did not alter the estimations of oscillatory period (Venus Median 
= 1.8 hours in both Original and Modified, Keima Median = 1.8 hours in both Original and Modified. (B)
The modifications also did not alter the mean fold-change estimates (Venus Median = 1.39 in both Original 
and Modified, Keima Median Original= 1.13, Keima Median Modified= 1.06.

. 
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Figure 8.3: Venus-Myc tag (V-mt) and α-Tub during Cycloheximide (CHX) chase in embryos measured 
by Western Blot. This Appendix is related to figure 4.7. Time refers to duration of CHX treatment. HV 
and HVP data represent means of 3 and 4 biological repeats, respectively. For each repeat, the values were 
normalised to the maximum value. (A) V-mt was used as an injection control. Its levels did not show a 
declining trend in HV or HVP over 30 minutes of exposure to CHX suggesting that its expression is not 
likely to be affected by CHX in this time-scale. (B) α-Tub was used as a loading control. Its levels declined 
slightly between 0-20 minutes in HV but recovered between 20-30. In HVP, it declined slightly only between 
5-10 minutes. The lack of consistency between HV and HVP suggests that the variations are due to loading 
rather than caused by CHX.

. 
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Figure 8.4: The higher percentage of oscillators in HVP is not an artefact of analysis method or single 
cell track length. This Appendix is related to figure 5.3. (A) The single cell tracks from paired HV 
and HVP experiments were analysed with the computational pipeline (Phillips et al., 2017; Soto et al., 2020) 
using a range of parameters for removing the long-term trend of Her6 expression or detrending. Even though 
the resulting absolute values of the percentage of oscillatory cells were variable between different detrending 
methods, the trend between HV and HVP was always consistent in all methods and all 3 experiments: More 
cells passed as oscillatory in HVP. LS: Lengthscale (hours). It refers to the length/period of fluctuations that 
are considered as long-term. LS4.5: Lengthscale 4.5 hours (this was the detrending parameter used for all 
data in the main text), HVP-LS7.5: HV was detrended with lengthscale of 4.5 while HVP was detrended 
with 7.5 hours. V_LS4.5: Venus intensity was not normalised with Keima and detrended with 4.5 hour 
lengthscale. Poly1-3: Detrending was done by a polynomial trend factor 1-3. Manual: Oscillators and 
non-oscillators where determined manually. If at least 2 periodic peaks were observed in the signal, it was 
classified as an oscillator. (B) Since track length was shown to affect the percentage of oscillators, I checked 
track lengths in all experiments between HV and HVP to ensure the increased percentage of oscillators is 
not due to longer tracks. In all 3 paired experiments, HV and HVP were comparable with each other and in 
correlation with the length of the movie. Experiments 1,2 & 3 were 6, 8 and 12 hours, respectively.

. 
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Figure 8.5: Single cell distribution of average fold-change and period in cells that pass as oscillators. 
This Appendix is related to figure 5.3. (A) The distribution of fold-change in all Venus and Keima single 
cell traces that passed as oscillators in HV and HVP. Medians: HV-Venus=1.37, HVP-Venus=1.76, HV-
Keima=1.1, HVP-Keima=1.1. (B) The distribution of period in all Venus and Keima single cell traces that 
passed as oscillators in HV and HVP. Medians: HV-Venus=1.82, HVP-Venus=2.07, HV-Keima=2.04, HVP-
Keima=1.31. (C & D) Contribution of all 3 experiments to the relative trend analysis in Venus and Keima 
from HV and HVP. Relative trend is the last value in a single cell track divided by the first value in the same 
track. Relative trends at 1 indicate steady expression over time.

Figure 8.6: The contribution of different experiments to trend analysis. This Appendix is related to 
figure 5.4. (A & B) Contribution of all 3 experiments to the relative trend analysis in Venus and Keima 
from HV and HVP. Relative trend is the last value in a single cell track divided by the first value in the same 
track. Relative trends at 1 indicate steady expression over time.
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Figure 8.7: Additional images of Venus expression in HV and HVP from experiment 2 in a transversal view. This Appendix is related to figure 5.5. (A) & (B) Transverse 
snapshots of a single Z-plane from the HV and HVP telencephalons at 20hpf which highlights the heterogeneity in Her6-Venus expression. (C) 3D reconstruction of transversal view of 
the telencephalon. Shows the raw and unadjusted levels of Venus expression in the pair of HV and HVP embryos from experiment 2. Scalebar = 20µm
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Figure 8.8: Intensity distribution of Venus and Keima expression in HV and HVP (Experiments 1 and 3). This Appendix is related to figure 5.5. In both experiments, Keima and 
Venus intensity values in HV and HVP from all detected telencephalic cells were plotted in overlapping histograms. Distribution of Keima intensities in both HV and HVP populations 
were close to normal. The width of the distribution differed correlating with the quality of injection. In 20hpf HV, Venus intensities were normally distributed. Over time, the distribution 
shifted towards lower values, peaking close to 0. In 20hpf HVP, the distribution of Venus intensities was shifted to the left with high count of cells with intensity values close to 0. The 
left-ward shift became more pronounced over time and higher intensities were depleted.
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Figure 8.9: Keima intensities in neighbouring cells have no distinct relationship in HV or HVP. This 
Appendix is related to figure 5.7. (A) Example time points from experiment 2. For each cell, the closest 
neighbour was identified and the intensity levels of Keima were plotted as paired sets with Keima intensity 
of a selected cell (cell 1) on the x-axis and its neighbouring cell (cell 2) on the y-axis. In both HV and 
HVP, data points appeared scattered randomly and there was no distinct relationship between cell 1 and 
cell 2 intensities, giving rise to a weak correlation at 20hpf (HV: r=0.31, HVP: r=0.20). These correlations 
did not change drastically by 28hpf (HV: r=0.16, HVP: r=0.22). (B) The correlation coefficient for Keima 
between neighbouring cells (based on analysis in A) is comparable between HV and HVP. Neither strain 
(HV vs HVP) or time had any significant contribution to the variability in Keima correlation coefficient 
(Mixed-effects analysis, P=0.2511 and P=0.1008 respectively).
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Figure 8.10: The 20hpf telencephalon has little to no her9 expression. This figure is related to the 
Discussion in Chapter 6. (A) In-situ hybridisation (ISH) against her9 in 20hpf HV and HVP embryos. 
There is little to no expression of her9 in the telencephalon. The green arrow shows sites where little her9
expression may be present which is seen in both HV and HVP embryos. More quantitative assessment of 
her9 expression is required to verify this finding. Scalebar = 75µm

. 
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