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Abstract
This paper contributes to ongoing scholarly debates on the merits and limitations of computational legal text analysis by
reflecting on the results of a research project documenting exceptional COVID-19 management measures in Europe. The vari-
ety of exceptional measures adopted in countries characterized by different legal systems and natural languages, as well as the
rapid evolution of such measures, pose considerable challenges to manual textual analysis methods traditionally used in the
social sciences. To address these challenges, we develop a supervised classifier to support the manual coding of exceptional
policies by a multinational team of human coders. After presenting the results of various natural language processing (NLP)
experiments, we show that human-in-the-loop approaches to computational text analysis outperform unsupervised approaches
in accurately extracting policy events from legal texts. We draw lessons from our experience to ensure the successful integra-
tion of NLP methods into social science research agendas.
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1. Introduction

Long confined to a community of computer scientists and computational linguists, natural language processing
(NLP) tools—based on pre-trained artificial intelligence algorithms—are increasingly used to study governance
and regulatory processes. Such methods have found applications in—among others—the study of party positions
(Slapin & Proksch, 2008), ideological classification (Hirst et al., 2010) or the coding of party manifestos (Merz
et al., 2016). The traction of NLP is reflected in the growing number of publications and research projects apply-
ing such methods to traditional areas of political science and public administration (for a discussion, see Glavaš
et al., 2019). As with any methodological development, NLP has its critics. Computational linguists have criticized
political scientists for working in isolation, without knowledge of the methodological and theoretical assumptions
underlying such tools (Glavaš et al., 2019), and for applying outdated algorithms that are ill-suited to the
specificities of legal and political language. Experts in the analysis of political texts, a field still dominated by
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software-assisted manual coding, regret that NLP offers technology instead of problem-oriented solutions and
“naturalizes” social and political phenomena (Törnberg & Törnberg, 2018).

Among the many recent developments in the field, NLP algorithms have entered legal studies to analyze legal
and regulatory rules embedded in different legal systems. A separate field has emerged, Legal Artificial Intelli-
gence (Zhong et al., 2020), which aims to adapt NLP algorithms to two core specificities of legal language. First,
legal texts follow domain-specific syntax and patterns of formalization. They are also based on concepts whose
meaning and interpretation are tied to a particular and historically situated legal system. As a result, NLP models
pre-trained in other domains (e.g., news data or texts scraped from the internet) may yield poor results when
applied to the legal domain (Elwany et al., 2019). Second, and relatedly, countries that share the same language
may nevertheless be characterized by very different legal systems and practices. For example, although French-
speaking countries share a common language, their legal traditions are very different, making comparisons
between legal documents difficult (Martínez & Pugés, 2013).

This article contributes to ongoing debates on the merits and limitations of computational text analysis (see,
e.g., Bonikowski & Nelson, 2022) by reflecting on the results of an interdisciplinary research project aimed at col-
lecting data on the modalities, determinants and impacts of exceptional policymaking in COVID-19 times. The
variety of exceptional measures adopted in countries characterized by different legal systems and natural lan-
guages, as well as the rapid evolution of such measures, pose considerable challenges to manual text analysis
methods traditionally used in the social sciences. To address these challenges, we developed a supervised classifi-
cation model that allows the automatic detection of exceptional crisis management policies in relevant legal acts.
This NLP tool is based on a theoretically grounded taxonomy of exceptional measures covering 8 classes and
83 subclasses of policies in 19 countries. Based on this taxonomy, we manually annotated a training dataset,
which we then used to experiment with a wide range of feature- and transformer-based NLP approaches. Our
results show that the fine-tuned XLM-RoBERTa model extracts exceptional measures in a multilingual corpus of
legal documents covering 17 languages with an average F1 score of 62.2 when training data is available, while per-
formance drops to an average F1 score of 34.5 when such data is not available. Our results are in line with previ-
ous studies (Barber�a et al., 2021; Elwany et al., 2019; Hillard et al., 2008) confirming that human-in-the-loop
approaches to computational text analysis outperform unsupervised approaches. Overall, the qualitative evalua-
tion of the tool by a multilingual team of human coders demonstrates its usefulness in supporting manual anno-
tation and description of such measures.

We draw from this research experience some lessons about how best to exploit the potential of NLP for ana-
lyzing rules as data. In many respects, our experience echoes good practices already documented by quantitatively
oriented scholars using political and legal texts as data (see, among others, Barber�a et al., 2021; Hillard
et al., 2008; Schoonvelde et al., 2019; Van Atteveldt et al., 2008). However, we also contribute new insights to this
literature, which could appeal to a wide audience of political scientists, legal scholars and computational linguists
using law as data.

The paper is structured as follows. Section 1 describes the research problem at hand and justifies use of NLP
techniques. Section 2 discusses the taxonomy of exceptional measures developed to analyze exceptional COVID-
19 measures in Europe. Section 3 presents the data collection process and the characteristics of the multilingual
corpus of legal texts collected, while Section 4 focuses on the data analysis process, describing the different NLP
tools used, their performance and limitations. Section 5 summarizes the lessons learned from this project and the
conditions under which human language technologies can make a relevant contribution to the analysis of law
as data.

2. From tool to problem-driven applications of NLP: Analyzing COVID-19 containment measures

All too often, the availability of data drives the use of computational text analysis in social science projects. As
soon as researchers have collected a large amount of complex digitized data, they turn to NLP to examine and
analyze it. However, it is not the volume or nature of the data that matters, but the objectives assigned to such
tools. The rapid development of legal AI has led to the emergence of two distinct research programs (see
Frankenreiter & Livermore, 2020 for a discussion). The first, law-as-code, consists of representing legal knowledge
and rules contained in various legal documents as computer code. The aim is to assist legislators and legal
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practitioners in analyzing legal cases by providing them with decision trees. The second, law-as-data, to which
this paper contributes, continues long-established quantitative approaches to the study of legal texts. Tradition-
ally, however, such approaches have been dominated by software-assisted manual coding, which reaches its limits
when large amounts of multilingual legal data need to be analyzed. Used in this way, law-as-data research
approaches allow the potential of NLP to be harnessed to address “a range of questions across the landscape of
legal scholarship, both building on and extending previous research programs” (Frankenreiter &
Livermore, 2020: 21.4). To illustrate this potential, this section presents the research problem at the heart of this
paper and the specific challenges it poses for non-computational text analysis.

2.1. The problem: Analyzing the diversity of exceptional policy responses to the COVID-19 pandemic
As the European continent became the epicenter of the pandemic in March 2020, governments adopted a wide
range of policy responses to combat the spread of the pandemic, but also to limit the impact of public health
measures on democratic, economic, and social life. Most governments—though not all—resorted to exceptional
measures, defined as the ability of the sovereign to go beyond the rule of law in defense of the public good (Kelly,
2016). Such exceptionalism has led executives to challenge the scope and legality of their powers and to impose
restrictions on democratic processes, the rule of law, fundamental rights, and civil liberties. In practice, however,
the degree of exceptionalism pursued by governments varied from country to country, even in places where some
forms of intergovernmental coordination exist, such as the European Union. Neighboring countries that share
the same history and have close political cultures, legal systems and institutions reacted in different ways. For
example, while the Dutch cabinet implemented one of the softest approaches to crisis management in the early
stages of the pandemic (January–March 2020), Belgium introduced a very strict lockdown early on.

However, these different policy responses were associated with a high degree of semantic proximity, making
the analysis of legal responses even more difficult and possibly confusing. Although almost all European
countries—with the notable exception of Sweden—based their crisis management strategy on a “lockdown,” the
extent of the restrictions adopted, as well as the degree of coercion used in their implementation, varied consider-
ably (Egger et al., 2021; Engler et al., 2021). This fragmented policy response has piqued the interest of
researchers in the social and legal sciences, and efforts to track exceptional decision-making in COVID-19 began
as early as March 2020 (Hale et al., 2021; Porcher, 2020). However, to the best of our knowledge, all existing data
collection efforts rely on manual or computer-assisted text analysis methods in which a research team—
sometimes involving a large group of national experts working in their own language—manually identifies
COVID-19 containment measures in press articles or commentaries. Sometimes surveys of national experts are
conducted to gather additional information and to check the reliability of the coding. However, such traditional
methods face three key challenges that call for the use of more advanced computational approaches.

The first lies in the scope of the object of study. To obtain a comprehensive picture of the exceptional mea-
sures taken to curb the spread of COVID-19, it is necessary to trace each specific measure back to its legal ori-
gins. Failure to do so gives a false sense of homogeneity between countries’ responses, especially when the
terminology used is similar. However, this simple task is daunting because crisis management measures are based
on a variety of legal bases. While some governments activated state of emergency provisions based on their con-
stitution (Bjørnskov & Voigt, 2022), others relied on disaster management legal frameworks, sometimes specifi-
cally designed for pandemics or other types of public health crises. Some governments made ad hoc decisions
based on executive, legislative or administrative acts. Such actions were taken at different levels of government:
while France and the Netherlands took a highly centralized approach, Germany or Switzerland adopted regionally
defined pandemic management measures. As a result, obtaining a clear picture of the types of regulatory mea-
sures implemented requires the ability to collect and analyze large and diverse amounts of legal data.

The second challenge lies in the fact that the policy responses to COVID-19 were not only numerous and
diverse, but also rapidly evolving. This was particularly true during the so-called first wave of the COVID-19 pan-
demic (late January to June 2020), when responses evolved on a weekly and sometimes daily basis. This required
researchers to constantly update their research corpus. Applying close reading methods—that is, extensive man-
ual annotation—to such a large amount of legal data is extremely resource-intensive, and led many research
teams to make trade-offs between the need to provide an accurate (and not outdated) view of COVID-19 policy
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responses and the precision of coding. As a result, most projects opted to rely on broad classes of events—lock-
downs, states of emergency, closures—rather than providing a more granular view of the national and sub-
national specificities of each policy response (Hale et al., 2021; Porcher, 2020).

The third challenge relates to the multilingual nature of the legal data to be analyzed. The global nature of the
pandemic is coupled with the rich and diverse linguistic composition of any corpus created to study and compare
the legislative measures of different countries. As a result, the analysis of policy responses in COVID-19 requires
the ability to accurately code and interpret measures taken in different national languages. Few legislative texts
have been translated into English, either in full or in part. This poses additional challenges for manual coding
methods, as it requires the creation of multilingual research teams, including speakers of languages that are some-
times spoken by a limited number of people.

All in all, the specificity of the problem at hand puts traditional text analysis techniques under pressure. Pro-
viding a reliable view of the modalities of COVID-19 policy responses implies being able to devote a considerable
amount of financial, human and time resources. As such research resources are never unlimited, this has led
research teams to arbitrate between the precision and reliability of coding and the need to deliver research results
and policy advice in a time-sensitive manner, given the urgency of the research question at hand.

2.2. The promises of computational text analysis
We argue that such a specific context makes the use of computational text analysis techniques particularly appeal-
ing, as such methods allow for the fine-grained and efficient mining of large corpora of legal texts in different lan-
guages. To apply these methods to our research objective, we develop a supervised classifier to support the
human coding of COVID-19 exceptional measures in a time-sensitive manner. The data collected were then used
to address two main research questions: (1) What are the drivers of different modalities of policy responses in
Europe and (2) What are the effects of such policies on pandemic containment and democratic resilience, thus
informing a broader literature on the origins and effects of crisis management policies.

This paper focuses on the data collection stages of the project and presents how we combine computational
text analysis methods with human coding to provide new data on COVID-19 containment policies. Bringing
together scholars from computational semantics, comparative and constitutional law, political science and sociol-
ogy, we follow a three-pronged approach. First, we define the most comprehensive taxonomy of exceptional mea-
sures in the field of democratic governance, rule of law and fundamental rights and freedoms. Second, we
automatically capture exceptional measures from a homogeneous corpus of legal sources, uniquely enabling
researchers to analyze the diversity of legal instruments used to contain the COVID-19 pandemic. The automatic
application of such a taxonomy to a comprehensive legal corpus allows to reconcile the need to rely on fine-
grained categories with the constraints arising from the analysis of a large and constantly evolving corpus. Finally,
we adopt a multilingual approach to automatically analyze the sources of COVID-19 legislation, limiting the bias
associated with the translation of the original texts into English. This decision is based on previous work that has
shown limitations in the use of human-language technologies when it comes to domain-specific texts (Duboue
et al., 2016; Ive et al., 2020; Vieira et al., 2020). To select which of the NLP techniques is best suited to support
human coding, we proceed in two steps. First, we experiment with different machine learning algorithms, includ-
ing feature-based and transformer-based approaches. Then, we perform a series of evaluation experiments to
assess which of the approaches provides the most reliable and relevant results. The evaluation metrics used
include: (1) Accuracy; (2) Hamming loss; (3) F1 score, precision, and recall.

The use of NLP is based on a methodological conception of artificial intelligence as a problem-solving tool
rather than an adaptive mechanism that mimics human capabilities (Auernhammer, 2020; Caselli et al., 2021;
Winograd, 1997). As a result, the “intelligent” systems developed are not designed to replace human program-
ming, but to take into account different development cycles that give a strong role to humans (the so-called
“human in the loop” approach). The different steps of the project are summarized in Figure 1 below and pres-
ented in the following section.

The ability of NLP to provide meaningful results for the analysis of legal and regulatory texts depends on the
quality of the initial taxonomy developed to identify and classify the policies under consideration (in our case,
COVID 19 exceptional measures). One of our key objectives is therefore to propose new metrics of
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exceptionalism in the management of the COVID-19 pandemic. Such metrics should allow (1) Compare excep-
tional measures adopted in different jurisdictions and (2) Capture the specificities of national approaches. Con-
straints on the exercise of exceptional powers vary considerably between democratic and non-democratic regimes
(Rooney, 2019), with the former subjecting their activation to various legislative and judicial checks and balances.
Moreover, as a “permissive regional environment characterized by many simultaneously declared states of emer-
gency” (Lundgren et al., 2020: 317) has been found to shape the decision to activate exceptional powers, one
might expect their modalities to be shaped by patterns of policy diffusion. For this reason, we limit our analysis
to the European region to examine a coherent set of mature and more recently established democracies, all of
which adhere to the Council of Europe’s human rights monitoring powers.

The research team includes legal scholars—specializing in comparative law, constitutional law, and interna-
tional human rights law—political scientists—experts in public policy analysis, comparative politics and political
theory—sociologists and computational linguists. To include the perspective of policymakers and civil society
organizations, the team also includes a representative of Europe’s largest network on democratic governance and
human rights.

Classes and subclasses were identified using both top-down and bottom-up methods. They are presented in
Table 1 below. First, existing literature was reviewed to identify the modalities of exceptional crisis-management
measures. Previous studies mostly on emergency powers (Bjørnskov & Voigt, 2018; Ferejohn & Pasquino, 2004;
Gross & Aol�ain, 2006; Rooney, 2019), leading us to identify two first classes of events, respectively focusing on
(1) Emergency provisions—based on constitutional or ordinary law; (2) Exceptions to fundamental rights and
freedoms—as listed in the European Convention on Human Rights. To these two seminal classes, we add a third,
derived from the ability of governments to derogate from international human rights treaties in times of emer-
gency (Hafner-Burton et al., 2011), which includes a broader suspension of international agreements and obliga-
tions. We then reviewed the literature on pandemic management approaches (Cheng et al., 2020; Hale
et al., 2021; Porcher, 2020) to define two other classes. The first includes restrictions on daily freedoms aimed at
preventing the spread of COVID-19. These include restrictions on daily activities such as sport, various forms of
private and public gatherings, but also the obligation to maintain social distance and to wear a mask. The second
concerns the closures of various sectors such as education, commercial activities or culture, but also restrictions
on national and international travel. Two classes—mobilization of the army and the police—allow to identify
exceptional implementation modalities. The collection of data on the modalities of implementation is essential to
have a more detailed view of the severity of the exceptional measures adopted. In some countries, such as
Denmark, the state of emergency was declared but not implemented. In others, such as initially the Netherlands,
the police largely played a mediating role, raising citizens’ awareness of the importance of complying with excep-
tional measures. In other countries, such as France and Poland, the police and army were heavily deployed to
support public hospitals, but also to sanction non-compliance.

Define an 

interdisciplinary 

taxonomy of exceptional 

measures 

Create a training dataset 

based on the manual 

annotation of a random 

sample of corpus documents 

Use the dataset to 

experiment feature-based 

and model-based NLP 

approaches 

Evaluate the accuracy and 

relevance of the different 

NLP approaches 

Select the most effective NLP 

tool and use it to support the 

manual coding of legal 

documents by a team of 17 

national coders 

Constitute a multi-lingual 

and cross-country corpus of 

legislation pertaining to the 

COVID-19 pandemic 

FIGURE 1 Research process followed.
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TABLE 1 Full taxonomy of exceptional measures.

Class
ID

Class label # of
subclasses

Subclass labels

E1 State of emergency 18 1. State of emergency.
2. Executive decision-making
3. Suspension of parliamentary debates
4. Suspension of elections
5. Suspension of initiatives & referendums
6. Suspension of constitutional courts
7. Suspension of legal advisory bodies
8. Suspension of ordinary courts
9. Suspension of subnational competence
10. Set up of a dedicated crisis accountability mechanism
11. Limitations to political opposition parties
12. Limitations to civil society organizations/intermediary
associations
13. Extension of military powers/duties
14. Extension of police powers/duties
15. To check presence on street at any time or place
16. Powers to listen to conversations, access data of phones by police
17. Powers to enter homes to check lockdown at discretion of police
18. To check purchases in authorized shops/supermarkets

E2 Restrictions of
fundamental
rights and civil liberties

5 1. Restrictions of freedom of movement
2. Neighborhood lockdown
3. Restrictions of freedom of speech (including social media,
excluding media)
4. Restrictions of freedom of press
5. Restrictions of freedom of association

E3 Restrictions of daily
liberties

10 1. Wearing of masks
2. COVID19 tracking app
3. Self-isolation/quarantine
4. Stay at home requirements
5. Use of the self-filled form
6. Ban on private gatherings
7. Authorized radius outside home
8. Ban on visiting vulnerable groups
9. Restrictions on funerals
10. Restrictions on sport activities

E4 Closures/lockdown 15 1. Closure of venues of entertainment and culture
2. Ban on public gatherings
3. Daycare closure
4. Primary school closure
5. Secondary school closure
6. University/tertiary school closure
7. Closure of non-essential shops
8. Workspace closure
9. Restrictions on international travel
10. Restrictions on internal travel
11. Closure of bus network
12. Closure of metro/subway system
13. Closure of railway network
14. Closure of airports/international flights
15. Curfew implementation

(Continues)
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We adopt a more bottom-up approach to mitigate an initial bias toward restrictive measures. The documenta-
tion of exceptional measures aimed at granting citizens exceptional rights—such as the possibility of attending
court hearings online or the extension of legal and administrative deadlines—is equally important to uncover
how governments navigate the dilemma between protecting the lives of their citizens and preserving the function-
ing of democracies in times of pandemic. To this end, a random sample of 50 legal documents was manually
annotated by two researchers. In constructing the sample, we prioritized general COVID-19 legislation and
included at least one document per country. This led us to refine the taxonomy of the subclasses identified and to
create a new class focusing on government oversight. Throughout the process of theoretical elaboration of our
taxonomy, the proposed classes were reviewed by computational linguists to ensure that they allow semantic dis-
crimination of events in legal textual data.

Overall, our taxonomy provides a comprehensive view of the modalities of exceptional decision-making expe-
rienced by European countries during the COVID-19 pandemic, as well as the degree of coercion used in their
implementation. The different iterations were instrumental in striking a compromise between the need to

TABLE 1 Continued

Class
ID

Class label # of
subclasses

Subclass labels

E5 Suspension of
international
cooperation and
commitments

6 1. Changes of asylum-seeking procedures evaluation
2. Suspension of trade agreements
3. Suspension of visa/permits delivery
4. Closure of embassies/consulates
5. Repatriation of national citizens abroad
6. Recall of foreign troops abroad

E6 Police mobilization 14 1. Federal/national force
2. Size of forces mobilized
3. Local forces
4. Size of forces mobilized
5. Transportation police
6. Size of forces deployed
7. Other additional public agents
8. Size of forces mobilized
9. Private forces
10. Size of forces deployed
11. Extension of powers, type of agents
12. Extension of power, if type 1
13. Extension of power, if type 2
14. Extension of power, if type 3

E7 Army mobilization 9 1. Support to health authority
2. Public order
3. Enforcing lockdown/curfew
4. Border protection
5. Enforcement of executive orders in civilian environment
6. Military on the street
7. Deployment of the military in public buildings
8. Deployment of the military in private buildings
9. Prison sentences for non-compliance

E8 Government oversight 6 1. Press conferences of the Executive
2. Publicity of executive measures
3. Creation of specific (ad hoc) accountability mechanism
4. Parliamentary investigation committee
5. Other investigation committee
6. Creation of certification of information by gov. system

© 2023 The Authors. Regulation & Governance published by John Wiley & Sons Australia, Ltd. 7

COVID-19 MEASURES FROM MULTILINGUAL LEGAL TEXTS C. Egger et al.

 17485991, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/rego.12557 by C

ochrane N
etherlands, W

iley O
nline L

ibrary on [25/10/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



consider the specificities of each country’s response and the need to compare crisis decision-making modalities
across European democracies. Nevertheless, our taxonomy simplifies the complexity of the policy responses
adopted to contain the COVID-19 pandemic. Following others (Bjørnskov & Voigt, 2018), we assume that,
despite the specific legal concepts mobilized (such as state of exception, state of emergency or state of siege),
emergency provisions are comparable along similar metrics. However, we believe that such a simplification is
acceptable given the fine-grained nature of the subclasses used to describe each exceptional measure.

3. Data collection: Constituting and manually annotating a multilingual corpus of legal sources

To trace exceptional measures back to their legal origins, a multilingual corpus of legal acts related to the man-
agement of the pandemic in European countries was assembled and manually annotated to form the initial train-
ing dataset of the classifier.

3.1. Corpus constitution
The research corpus is compiled from official government legal archives. We initially define a set of keywords—
in different languages—that would allow the texts to be identified in the most comprehensive and discriminating
way. Our aim is to collect not only ad hoc legislation focused on the COVID-19 emergency (using the keywords
“COVID,” “COVID-19,” “Sars-CoV-2,” and “coronavirus”), but also documents defining the measures to be
taken in public health emergencies (using “health emergency” and “epidemics”). As part of a move to digitize
public administration, most of the countries studied offer open access to their legal archives. However, we were
unable to access legal documents in two countries, Bulgaria and Greece, while in Norway the archives
were behind a paywall and only available through our national partner. For countries with more than one
national language, documents were collected in all available national languages in order to benefit from a sample
that would allow us to assess the ability of our classifier to extract measures in a valid way across national lan-
guages and legal systems.

Our initial corpus includes 6449 documents forming a homogeneous set—from a textual analysis point of
view—of exclusively legal data. However, these data include a variety of texts adopted by political authorities act-
ing at different levels. In addition to legal acts—adopted by national parliaments—the corpus also includes execu-
tive acts—adopted by government authorities that were granted exceptional powers during the COVID-19
crisis—and administrative acts, which mainly specify how the measures adopted by parliaments and governments
are implemented. Descriptive information was collected for each of the sources, including the date of publication
of the act, its URL, the authority that adopted the measure, the legal form of the act, as well as whether or not
the act was subject to legal review (be it constitutional, judicial, administrative review or parliamentary approval).

As shown in Figure 2 below, the geographical distribution of the documents varies widely. The lowest number
of documents is 9 for Germany, where the management of the pandemic followed a decentralized approach, with
central decision-making powers delegated to the Länder. The highest number of documents is recorded for
Slovenia, while the median (rounded) number of sources per country is 213.

We further processed all documents using the SpaCy UDPipe 2 NLP pipeline (Straka & Strakov�a, 2017),
which uses models trained in the Universal Dependencies project (Nivre et al., 2016, 2020). Although the UDPipe
models may be suboptimal for processing legal documents, the availability of models and unified representations
(i.e., the same sets of labels for parts-of-speech tagging and dependency relations) for all languages in the corpus
is an advantage. The SpaCy UDPipe 2 pipeline successfully processed 6049 documents, providing sentence split-
ting, tokenization, part-of-speech tagging and dependency relations (see Table A1 in the Appendix for an over-
view of the processed data).

The corpus covers 17 languages, 16 of which belong to the Indo-European family and one—Hungarian—to
the Uralic family. The documents vary in length, reflecting both the different archival practices in each country
and the different levels of precision in defining the exceptional measures adopted. While some countries archive
the full version of the adopted act, others only mention the amended legal articles, referring to the original ver-
sion of the act for the unchanged provisions. On the other hand, differences in the average number of sentences
per country (shown in Fig. 3 below) and language suggest cross-sectional differences in the precision of the legal

© 2023 The Authors. Regulation & Governance published by John Wiley & Sons Australia, Ltd.8
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language used. Countries such as Switzerland, Latvia, Slovenia and the Czech Republic appear to have the longest
documents (with the average number of sentences per document ranging from 803.26 for Swiss documents in
French to 525.13 for the Czech Republic). Croatia, France, Italy, Norway, Hungary, Belgium, Denmark,
Germany, Austria, and Sweden have the shortest documents with an average of 36.95 sentences per document,
with Croatia being the shortest (3.98 sentences per document) and Ireland the longest (72.35 sentences per docu-
ment). All the other countries have lengths ranging from 129.75 sentences (Spain) to 397.16 sentences (Cyprus).

In terms of tokenization, our corpus consists of 18,714,750 tokens, again unevenly distributed across coun-
tries. Slovenia has more than 4 million tokens and Norway only 6037, followed by Germany with 12,011 tokens.
Aggregating per language changes the distribution of the data, leaving Norwegian as the least represented lan-
guage, followed by Lithuanian with 42,761 tokens. In this setting, seven languages have more than 1 million
tokens (French, Slovenian, Latvian, Greek, English, Dutch, and Spanish). This disparity introduces a potential bias
in our analysis, as well-represented languages are likely to yield more relevant results.

There are two limitations to the research corpus. First, although the corpus has been collected as comprehen-
sively and systematically as possible, it is relatively small, with a lot of data spread across multiple instances. This,
together with the very fine-grained nature of our taxonomy, may have a negative impact on the quality of subse-
quent analyses. Second, the documents are relatively short compared to other types of legal corpora. This may be
because during the first wave of the pandemic, crisis management measures were taken in an ad hoc and frag-
mented manner.

3.2. Annotating a sample of the corpus
As with any computational text analysis method, the development of our supervised classification model relies on
the construction of a sample dataset. To build this sample dataset, we proceeded in two steps. First, we selected a
subset of 281 documents from our research corpus. The documents were selected to (1) Represent as many differ-
ent languages as possible and (2) Include legal and political systems for which national experts were available.
This second criterion allowed the experts to assist the annotators in interpreting the legal rules. As a result, the
sample includes documents in Dutch, English, French (including France and Belgium), Hungarian, Italian, Nor-
wegian, and Polish. Second, three annotators labeled the sample documents. Each annotator was provided with a
detailed version of the taxonomy (with examples of relevant sentences), brief coding instructions and access to an
annotation mask file. Annotators were encouraged to ask questions about ambiguous cases. All questions were
made visible to all and discussed in a weekly research team meetings. These meetings also allowed annotators to
check their understanding of the annotation rules, collectively review the annotations made, clarify some ambigu-
ous cases and receive feedback on the questions raised in the shared file. To assess the reliability of the coding

FIGURE 2 Geographical distribution of the corpus documents. Documents representing less than 1% of the corpus are not
displayed for readability reasons.
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tasks, we measured the level of inter-coder agreement using Kripendorff’s alpha. We obtained a value of 0.73,
indicating substantial agreement between coders.

The annotation process is performed at the sentence level using binary coding (see Table 2 for some typical
examples of annotated sentences). A sentence is assigned the variable 0 if no reference is made to any of our clas-
ses or subclasses of events, and 1 if the sentence mentions one of the classes or subclasses. Note that annotators
could assign different classes and subclasses to the same sentence, making this a multi-label annotation task.
Table 3 summarizes the results of the manual annotation process and shows strong cross-country differences in
the distribution of classes. Most sentences are assigned to only one class, so that the absence of any measure
(i.e., the 0 label) is by far the most common, an imbalance often observed in the manual annotation of legal texts.
In fact, most of the legal data analyzed provide information either on the background, the justification of the
measure or the specific modalities of its adoption and implementation. Some of this information is relevant in
the context of the overall research project, without being a core objective of the development of the supervised
classification model.

Some country specificities in exceptional decision making can be observed from Table 3. For example, France
is the only country where all exceptional classes are present (albeit with different frequencies). This confirms
other research arguing that France experienced a loss of democratic quality during the COVID-19 pandemic due
to an over-reliance on extraordinary pandemic management measures (Egger et al., 2021). In contrast, the Neth-
erlands is the country with the fewest classes identified, focusing on E3—restrictions on daily freedoms and E4—
introduction of various forms of closures and lockdowns. This suggests that, at least during the first wave of
COVID-19, the Netherlands opted to limit disruptions to democratic governance and adopted crisis management
measures strictly aimed at limiting the spread of the virus. Finally, Hungary is the country with the least number

FIGURE 3 Average sentence length per country.
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of measures mentioned, with only seven notes. In general, the most common categories are E3 and E4. These
findings are also in line with the country’s documented democratic regression. In Hungary, the COVID-19 pan-
demic was a pretext for extending the powers of President Orb�an and limiting the rule of law and checks and bal-
ances. These initial findings, based on a partial manual annotation of our corpus, lend credence to the quality of
our taxonomy and annotation process, as they confirm the cross-country differences observed by other
researchers (Engler et al., 2021).

4. Developing and testing the automated extraction of exceptional measures: Data analysis
and results

The training dataset was then used by three computational linguists to develop a classifier to automatically detect
the presence of exceptional measures in our corpus. As noted above, the aim of developing the NLP tool is not to
replace human coding, but to support it by making the task of coding large amounts of rapidly evolving legal data
manageable for a team of 17 national coders. In other words, the tool should detect policy events as reliably as
possible, so that coders could then concentrate on describing the event—for example, documenting the target
group of the measure, its duration and modalities—rather than having to read all the documents in detail. From
an NLP perspective, this is best modeled as a classification task: sentences are first assigned one or more labels,
and the annotator(s) must later check their correctness. To achieve this goal, we experimented with a wide range
of machine learning algorithms—including feature-based and transformer-based approaches—to determine which
approaches produce the most relevant and reliable results. While we initially hoped to be able to detect measures
at the subclass level, the size of our corpus and the zero-inflated initial annotation process forced us to restrict
the analysis to the class level. The required classification task is, however, no less challenging. Consistent with the
annotation process, the core task is (1) Multi-label, as we expect the classifier to detect the mention of multiple

TABLE 2 Overview of the exceptional measures’ classes, including the associated number of subclasses.

Class
Id

Class label #
Subclasses

Example

E1 State of emergency 18 A restriction or requirement imposed under paragraph (1)—(a) by
the Secretary of State may be varied (orally or in writing) by the
Secretary of State.

E2 Restrictions of fundamental
rights and civil liberties

5 The conditions or measures which may be specified under
paragraph (2)(d) include (b)a restriction on P’s activities.

E3 Restrictions of daily liberties 10 Where paragraph (2) applies, the Secretary of State or, as the case
may be, registered public health consultant may impose on or in
relation to P one or more screening requirements.

E4 Closures/lockdown 15 During the emergency period, no person may participate in a
gathering which—(b)takes place indoors.

E5 Suspension of international
cooperation and commitments

6 We are also working urgently to ensure international governments
have sensible plans to enable the return of British and other
travelers and, crucially, that they keep borders open for enough time
to allow people to return home on commercial flights.

E6 Police mobilization 14 *Controls will be carried out by police and municipal police.
E7 Army mobilization 9 *Operation Resilience mobilizes the military and civilian personnel

of all the armies, […] who contribute to the fight against the spread
of the COVID-19 epidemic in three main areas.

E8 Government oversight 6 [The Scottish Ministers must] (a) take account of any information
about the nature and number of incidents of domestic abuse
occurring during the reporting period to which the review relates
given to them.

Note: Examples 1–5 and 8 are extracted from UK legislative documents; examples 7 and 6, marked with an * are translations
from a French legislative document.
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classes of events in a single sentence and (2) Multilingual, to extend the initial set of languages studied to the
17 languages included in our sample. Our initial dataset was divided into training, validation, and test. We made
sure that for each country and for each class of events, 80% of the initial data were used for training and 10%
each for dev and test. We were particularly careful to obtain balanced development and test figures. Below we
present the two event extraction approaches used and comment on their comparative results.

4.1. Feature-based approaches
Feature-based approaches are among the most popular approaches in the application of NLP to text analysis.
Simply defined, feature engineering consists of designing and extracting features from a collection of (legal) texts
(corresponding to a training set) and using them to train a statistical model (e.g., a support vector machine). The
end goal is to train a model that can generalize well to examples that have never been seen at the time of training.
In our case, we extract features from the input text using standard sentence representation methods based on the
Bag-of-Embeddings (BoE) paradigm (Jin et al., 2016), which extends the Bag-of-Words (BoW) approach. Both
approaches result in vectors (i.e., numerical representations) that encode the meaning of a sentence. While the
BoW approach generates a vector based on the presence or absence of the words that make up the vocabulary of
the training set, the BoE generates a numerical vector using the word embeddings of the words in the target sen-
tence. In our case, we extract features from the input text to embed each sentence and use different learning
architectures to classify it into (possibly more than one) related class of exceptional events. Two specific represen-
tations have been used to accomplish this task: n-gram and word embeddings.

When using n-grams, we first identify the most salient words and characters of each sentence using Term
Frequency—Inverse Document Frequency (TF-IDF), where n ranges from 2 to 5 for tokens and 3 to 7 for charac-
ters. Since our classification is sentence-based, the IDF is calculated by considering sentences as documents. The
TF-IDF is obtained using the training set and then applied to the test. Once the initial occurrence matrix is con-
structed, we apply Latent Semantic Analysis (LSA) to compensate for the sparsity of the identified features. LSA
is performed by decomposing the matrix into its truncated singular value component (Halko et al., 2010). We
rely on such an approach because we expect the set of relevant features to be much larger than that observed in
our training dataset, due to the high prevalence of synonymy in legal textual data. The whole feature extraction-
decomposition pipeline transforms each sentence of our input text into a single dense vector.

For the BoE approach, we rely on a multilingual version of the pre-trained GloVe—Global Vectors for Word
Representation—word vectors (Ferreira et al., 2016; Pennington et al., 2014) to extract word embeddings. GloVe
is an unsupervised learning algorithm that can be trained on aggregated global word-to-word co-occurrence sta-
tistics from a corpus, improving on previous approaches such as Word2Vec (Mikolov et al., 2013). In our case,
the word vectors from each sentence are aggregated using average pooling to provide a single vector representa-
tion for the sentence.

We concatenate the different feature vectors extracted by both methods to feed into a classifier, which we then
trained on our supervised corpus using the sum of eight parallel binary cross-entropy losses, one per class of excep-
tional measures, to account for the potential coexistence of all classes within the same sentence. The cross-entropy loss

TABLE 3 Manual annotation: overview of the number of documents, sentences, and exceptional classes per country.

Docs Sentences E1 E2 E3 E4 E5 E6 E7 E8 No class

Belgium 41 1307 97 59 108 124 4 7 0 15 10,042
France 43 465 81 118 129 197 17 2 26 4 3146
Hungary 6 95 0 1 2 3 0 1 0 0 753
Italy 72 928 66 94 126 211 1 7 1 31 6887
Netherlands 11 171 0 0 12 58 0 0 0 0 2153
Norway 18 277 13 6 40 58 31 0 23 5 2040
Poland 20 95 22 6 17 34 0 1 4 5 671
UK 70 807 205 50 110 100 9 0 0 126 5880
Total 281 4145 484 334 541 785 62 18 54 186 31,573

Note: No Class indicates the overall number of cases when a class is assigned the label 0.
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measures the performance of a classification model whose output is a probability value between 0 and 1. The cross-
entropy loss increases as the predicted probability diverges from the actual label. Three classifiers were tested: (1) a
Support Vector Machine (SVM) with a linear kernel, (2) a Multi-Layered Perceptron (MLP) with a single hidden
layer, and (3) a bidirectional Gated Recurrent Unit (GRU) neural network encoder (Chung et al., 2014).

4.2. Transformer-based methods
The second set of methods used to extract and classify exceptional measures from our legal data are transformer-
based methods. We first follow the standard NLP approach of fine-tuning an existing Transformer-based Lan-
guage Model (TLM) on the manually annotated training corpus. Unlike feature-based methods, which process
one word at a time, transformers process the entire input text at once. Using the mechanism of self-attention, the
algorithm weights the importance of each piece of data for the classification task. After experimenting with sev-
eral multilingual models, we report below only the results of the best model, namely XLM-RoBERTa (Conneau
et al., 2019). We fine-tuned XLM-RoBERTa using the AdamW optimiser. Consistent with the feature-based
experiments performed, we use a binary cross-entropy per output objective and report results on the test set after
selecting models according to their F1 score performance in the development set.

Note that the quality of TLMs is known to suffer when models are applied to a domain other than the one(s)
used to train them. Therefore, fine-tuning of such models is always recommended to improve the performance of
their extraction and classification tasks. Among the many possible options, we explore the possibility of adding
an intermediate training step aimed at adapting the pre-trained model to the legal domain before fine-tuning
it. We use the entire corpus to pre-train XML-RoBERTa, replicating its initial pre-training process (for a descrip-
tion of the steps adopted, see Tziafas et al., 2021).

4.3. Evaluation and selection of the best tool: Experiment results
In this section, we comment on the performance of the different NLP methods used and present how they were
used to support the further coding of the legal data by a multinational team of non-linguist research assistants.

Table 4 below shows the comparative results for the supervised classification task for all methods. All classes
are computed independently in binary classification settings (i.e., eight binary classification tasks). We evaluate
against several sentence- and word-level multi-label metrics and add results from a dummy baseline that always
predicts the negative existence of exceptional classes for all samples. We only evaluated the identification of posi-
tive classes, that is, which specific exceptional measure is mentioned in a sentence. The results correspond to the
average of all classes. Considering that most of the cases are represented by sentences without an exceptional
measure, including these cases in the evaluation would inflate the performance of the algorithm, giving a false
impression of its quality. In order to better assess the performance of our classifier, we use several evaluation
measures: (1) Accuracy gives the basic percentage of correctly classified instances with respect to the total;
(2) Hamming Loss evaluates multi-label classification tasks like ours and expresses the fraction of wrong labels to
the total number of labels assigned to a sentence; (3) F1-score, Precision, and Recall are three standard measures
in classification tasks used to evaluate the goodness of a trained algorithm based on the correct and incorrect
label predictions. The high accuracy metrics in the dummy case reflect the underrepresentation of our classes in
the corpus, further highlighting the challenge of the classification task. Overall, the results confirm that model-
based approaches perform better in complex multi-label classification tasks on distributed multilingual textual
data. The additional steps we took to adapt the XLM-RoBERTa language model to a corpus of legal data (series
XLM pre@36) marginally improved the accuracy of the classification task.

Based on these results, we evaluate the ability of the best model—XLM (pre@36)—to work across languages.
To do this, we fine-tune the XLM and RoBERTa models using the manually annotated training data from all but
one of the countries/languages used for testing. The purpose of this additional experiment is to assess whether
our multilingual model is able to learn general cross-lingual concepts in order to successfully detect exceptional
measures in new languages not included in the training sample. Such an ability is particularly relevant for our
project, as our ultimate goal is to analyze exceptional measures in the 32 countries of the European Economic
Area. This experiment also allows us to evaluate the performance of our best pre-trained model in classifying
exceptional measures on the unannotated documents of the corpus. The results of this experiment (shown in
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Table 5 below) highlight the challenging nature of such tasks and the current limitations of NLP algorithms in
analyzing legal data across different legal systems. The comparison between the results for the Belgian and French
documents is revealing. Although both datasets are in French and of comparable size (see Table 2), the individual
scores only exceed 60% when country-specific training material is added. This confirms that when developing
NLP algorithms for legal data, it is as important to consider differences in legal systems as linguistic differences.
However, the zero-shot performance—that is, when data from a target country are not included in the training of
the algorithm—points to the benefits of incorporating such a multilingual zero-shot system in a human-in-the-
loop co-annotation scenario, serving as a draft analysis that human experts can iterate on in future development
cycles of the system (for other applications, see Lauscher et al., 2020 in NLP and Licht, 2023 in political science).

Before providing our best model predictions to the human coders, we use XLM Roberta (pre@36) to predict
the presence of exceptional measures in unannotated corpus data from 19 countries (Italy and Norway are
excluded due to computational constraints). Note that this data pool is not the same as that used to train and
evaluate the model (see Table 4). Instead, the results are the predictions of the model on unlabeled data, which
we then use to support human coders. The total number of sentences and the number of classifications for each
measure class and country are shown in Table 6. We observe that our model predicts a distribution of exceptional
measures that is consistent with the manually labeled data (see overlapping countries in Table 2), namely that
most of the predicted measures are E1–E4, with very few mentions of measures E5–E8. This trend continues for
other countries that are absent in the training data (see Germany, Lithuania, Croatia, etc.), we observe that some
countries (see Latvia, Spain), there is a consistent classification of also measures E5–E8.

A final step in our analysis was to present the results of the best classification model to a team of 17 national
coders trained in legal and political science. We started the process by sharing the results in what we thought was
the most user-friendly way: a table listing, for each document, the sentences in which classes of exceptional mea-
sures were identified. In our weekly coordination meetings, half of the coders stressed that the table was too con-
fusing and difficult to navigate, while the other half felt quite comfortable using it. This reaction can be explained
by differences in levels of data literacy. In order to mitigate this problem, we offered the coders to work in pairs
made up of one coder with more experience of using the data processing table and one coder with less experience
of such tools. This helped to increase the coders’ familiarity with the results and by the next meeting the concerns
seemed to have eased considerably. This initial discomfort suggests the need to develop user interfaces that can
enhance the usefulness of such tools for a wider range of research domains and communities.

To assess the usefulness of the tool, we asked coders to document their coding work according to a set of pre-
defined criteria and questions, compiled in a coding diary. We believe that the use of qualitative evaluation
methods best suits the experimental nature of the project. Our aim is not only to evaluate how NLP tools can
support human coders in a more reliable and time-efficient way, but also to investigate how coders from different
disciplinary backgrounds experience the use of such methods. Such subjective experiences are hence important to
inform the future development of these tools and their integration into interdisciplinary research programs.

Our evaluation questions focused on three core areas: (1) The reliability of the classification results; (2) The
impact of the tool on coding time; (3) The impact of the tool on the ease of the coding process.

TABLE 4 Comparative performance of all baselines for the supervised multi-label document classification task (based on
best model out of multiple runs).

Model

Accuracy Hamming loss
F1-Score Precision Recall

All (%) Events (%) All (%) Events (%) (%) (%) (%)

Dummy 51.4 0.0 92.2 84.0 � � 0.0
SVM 68.1 39.5 95.0 90.3 37.2 29.5 50.8
MLP 60.6 24.7 94.0 88.4 25.7 18.5 50.4
Bi-GRU 62.2 40.0 93.8 89.7 46.6 42.1 51.1
XLM(no-pre) 69.2 54.6 95.5 93.5 59.2 62.6 60.0
XLM(pre@36) 71.3 57.7 95.6 93.4 59.8 55.9 62.8

© 2023 The Authors. Regulation & Governance published by John Wiley & Sons Australia, Ltd.14

C. Egger et al. COVID-19 MEASURES FROM MULTILINGUAL LEGAL TEXTS

 17485991, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/rego.12557 by C

ochrane N
etherlands, W

iley O
nline L

ibrary on [25/10/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



First, the reliability of the tool was rated very differently by the coders, in line with the experimental results
presented in Table 5. In particular, Norwegian and Polish coders reported that they had to be very careful when
using the tool to manually code COVID-19 measures. This is particularly true for events such as the extension of
executive powers, the development of parliamentary oversight or the introduction of compensatory measures,
which are not easily detected automatically but merit a careful reading of the documents. For other events, such
as lockdowns or other types of closures, NLP results were found to be much more reliable. Coders from Belgium
and France, on the other hand, found the tool to be very reliable. However, these coders were also the ones with
the strongest background in data analysis methods. Despite these differences, all coders reported that the avail-
ability of the tool made them more time efficient in coding COVID-19 measures. To assess the impact of the tool,
we first asked coders to report the number of documents they coded in a full working day (on average 4 h for
most coders, 7 h for full-time coders). On average, coders reported a 30% increase in the number of documents
coded. However, this figure masks some wide variation, as two coders reported no time gain at all, while four
coders reported a 50% increase in the number of documents coded. These results should be interpreted with cau-
tion as other factors are likely to be at play. Coders became more familiar with the documents and coding scheme

TABLE 5 F1-score, Precision, and Recall for the zero-shot (zero) and full fine-tuning (train) of the domain adapted XLM-
RoBERTa model for each individual country in the manually annotated data.

Country

F1-Score Precision Recall

Zero (%) Train (%) Zero (%) Train (%) Zero (%) Train (%)

Belgium 43.7 72.0 55.9 84.9 36.6 64.5
Poland 58.3 58.3 53.3 53.3 66.7 66.7
France 31.8 81.8 27.0 82.9 39.3 84.7
Italy 33.5 58.0 43.1 64.6 36.9 56.7
Netherlands 20.6 55.0 37.5 62.5 23.6 50.0
Norway 15.5 41.4 13.5 40.5 18.9 47.7
UK 38.4 69.0 42.3 69.5 37.0 70.4
Average 34.5 62.2 38.9 65.6 37.0 62.9

TABLE 6 Classified sentences per class of exceptional measures using the XLM-Roberta (pre@36) model.

#sentences E1 E2 E3 E4 E5 E6 E7 E8

Netherlands—NL 134,466 4.60 0.33 3.90 4.00 0.03 0.00 0.01 0.21
Latvia—LV 237,091 3.33 0.38 3.02 2.94 0.03 0.02 0.03 0.08
Austria—AT 12,563 5.44 1.25 9.71 16.25 0.23 0.00 0.05 0.14
Belgium—BE 31,483 8.34 3.86 7.70 10.58 0.19 0.16 0.06 0.70
France—FR 6463 11.54 5.82 10.24 15.32 0.59 0.12 1.70 1.36
Croatia—HR 434 8.76 1.15 2.53 10.60 0.23 0.00 0.00 0.00
Switzerland—CH 213,891 3.45 4.58 10.77 13.68 0.44 0.03 0.36 0.54
Spain—ES 85,471 8.28 2.04 7.90 7.57 0.12 0.14 0.22 1.33
Slovenia—SV 1,328,380 6.33 1.87 5.17 6.21 0.02 0.05 0.22 0.44
Sweden—SE 12,079 8.82 0.90 2.60 6.77 0.51 0.02 0.17 0.23
Poland—PL 77,750 9.14 3.43 5.87 14.36 0.09 0.26 0.32 0.38
Cyprus—CY 124,980 2.30 2.79 2.20 4.87 0.02 0.03 0.07 0.92
Czechia—CZ 22,495 6.59 1.59 4.61 9.63 0.02 0.06 0.37 0.27
Lithuania—LT 4519 9.03 2.35 2.66 6.95 0.04 0.00 0.00 1.08
Denmark—DK 6513 10.56 1.21 8.94 21.83 0.68 0.46 0.21 0.66
United Kingdom—GB 31,587 10.37 4.16 5.78 9.17 0.16 0.01 0.06 3.13
Hungary—HU 3132 3.10 0.57 0.51 1.09 0.10 0.00 0.00 0.00
Germany—DE 497 12.07 5.63 3.02 2.62 0.00 0.00 0.00 0.00
Ireland—IE 9639 13.85 7.52 9.39 17.39 0.18 0.11 0.00 1.11
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over time. In addition, while the number of legal documents increased over time, their size decreased—newly
adopted legislation often specified only some articles of an earlier law. More interesting are the coders’ reflections
on how the automated tool supported their coding tasks. The coders unanimously agreed that the availability of
the tool allowed them to spend less time on identifying and classifying policy measures and more time on provid-
ing a rich description of such measures (target group of the measures, duration, and modalities). This perception
suggests that NLP tools allow coders to focus on tasks that require a closer reading of the document.

Finally, when asked to assess whether the NLP tool increased their satisfaction with the coding tasks, coders
expressed mixed views. Most coders shared in their daily notes that the tool allowed them to focus on the “most
interesting dimensions” of the analysis (namely the description of the measures) and that the idea of validating
new methodological developments in the field strengthened the perceived added value of their work. However,
four coders still found the work very demanding and expressed that they felt the NLP tool added only marginal
value to the coding tasks. Overall, the subjective evaluation of the tool confirms its relevance to the work of
human coders and calls for further integration of automated and manual coding tasks.

5. Discussion and conclusion

In a context where the use of human language technologies is flourishing in the social sciences, our paper aims to
reflect on the results of a research project that developed a supervised classification model to extract and classify
COVID-19 exceptional administrative measures in a multilingual corpus of legal documents. By commenting on
the various steps taken to apply computational text analysis to legal data, we contribute to a broader and lively
debate on the merits and limitations of such approaches to analyzing legal and regulatory processes (Elwany
et al., 2019; Frankenreiter & Livermore, 2020). In many respects, the lessons we draw from our experience echo
good practices already documented by quantitatively oriented scholars using policy and legal texts as data (see,
among others, Barber�a et al., 2021; Hillard et al., 2008; Schoonvelde et al., 2019; Van Atteveldt et al., 2008). How-
ever, the specificity of our research project also allows us to contribute new insights to this literature. In what fol-
lows, we draw five lessons from our experience that we believe could appeal to an audience of political scientists,
legal scholars, and computational linguists interested in the analysis of law as data. Three lessons—the impor-
tance of a problem-oriented versus technology-oriented approach, the value of interdisciplinary work, and the
importance of bringing people into the loop—confirm established best practices in the field while applying them
to other research questions. Two findings, however, shed new light on the potential of computational text analysis
for studying complex and intertwined legal concepts in multilingual corpora.

First, our research adds to the existing body of cases demonstrating the potential of computational text analysis
methods to analyze law as data in a problem-oriented (rather than technology-oriented) way (Baden et al., 2022;
Bonikowski & Nelson, 2022). Although the development of classifier models to extract legal features is not new (for a
review, see Frankenreiter & Livermore, 2020, pp. 47–48), our project highlights how useful such tools can be in
extracting policy responses in a time-sensitive manner. The challenges posed by the COVID-19 pandemic to
researchers interested in studying crisis management policies through legal data were important given the prevailing
tradition of close-reading, human-based coding techniques. Researchers were urged to provide evidence-based policy
advice based on the analysis of a constantly evolving corpus of legal data. The use of a supervised classifier model,
combined with human coding, enabled us to deliver, 4 months into the project, fine-grained descriptive data on
COVID-19 policy measures, covering 8 classes and 83 sub-classes of policy responses. This calls for further application
of computational text to other research contexts where high quality data needs to be provided in a short timeframe.

Second, and following others (Barber�a et al., 2021; Elwany et al., 2019; Hillard et al., 2008), our experience
confirms that human-in-the-loop approaches to computational text analysis outperform unsupervised
approaches. Humans played a critical role in three core stages of our project: training, validation, and further
classification of automatically extracted events. Our results show that the performance of the best classifier drops
by almost half (average F1 score of 34.5 vs. 62.2) when no training data are available. Thus, the quality of the
training data is crucial if supervised classifier models are to best support human coding. Second, even if the per-
formance of our multilingual classifier model is strong on average, human coders play a key role in validating the
results of the automated analysis. Even if our time and financial resources did not allow us to use this validation
to further fine-tune our classifier, human validation paves the way for further improvements in the performance
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of our tool. Finally, despite our best efforts, we were not able to use our classifier to extract rich descriptive data
on the duration, modalities and target group of the interventions. This important task for our project was best left
to human coders. Our experience does not mean that political scientists or legal scholars should refrain from rely-
ing on unsupervised approaches, but that the results of such approaches—especially when applied to complex
and specific legal constructs—should be interpreted with caution.

Third, our project resonates with the study by Schoonvelde et al. (2019), which highlights the benefits of
cross-disciplinary collaboration in applying computational text analysis methods to social science agendas. Echo-
ing Glavaš et al. (2019), we note that “while political scientists have put a lot of effort into creating resources and
using NLP methods to automatically process textual data, they have largely done so in isolation from the NLP
community” (18). To bridge this disciplinary gap, our project involved 17 scholars working across 5 disciplines
in the social sciences and humanities (including computational linguistics). This collaboration was crucial on
three levels. First, it allowed us to develop a valid taxonomy that allows meaningful comparisons between coun-
tries’ legal systems and policy responses. We did this in two steps: political scientists first drew up a comparative
analytical framework, which legal scholars refined on the basis of national legal specificities. Second, we would
not have been able to experiment with such a wide range of machine learning classifiers without the support of
computational linguists, as this would have required political scientists and legal scholars to receive initial training
on each of these tools. Third, working across disciplinary boundaries allowed us to strengthen the quality of the
human coders’ validation process. During our weekly meetings, coders trained in political science and (compara-
tive) law shared their insights and perspectives on how best to classify the identified policy responses. We also
believe that our project has helped to increase our coders’ skills in computational research methods, paving the
way for further scaling up of these methods. In addition, this research collaboration has contributed innovative
knowledge to each of the disciplines involved. Political scientists have gained new comparative insights into the
legal frameworks of European countries (e.g., by uncovering the differences between the similarities and differ-
ences behind the use of emergency powers), while legal scholars now benefit from a refined classifier that allows
them to analyze large multilingual corpus of legal sources. Finally, the project has enabled computational linguists
to refine the usefulness of their research method for the legal and political domain. We are fully aware that such
partnerships would not have been possible without the facilitating role played by our host institution in esta-
blishing such interdisciplinary collaboration. However, our experience reinforces the call for investment in the
skills, infrastructure and institutions (Jagadish et al., 2014; van Atteveldt & Peng, 2018: 87–88; Wallach, 2016) to
meaningfully integrate computational text analysis into the study of legal and regulatory processes.

In addition to supporting the recommendations of previous studies, we believe that our research findings
open avenues for further development of computational text analysis methods for extracting features from legal
data, thus contributing to the research agenda identified by Baden et al. (2022). The first concerns the develop-
ment of a multi-label classifier, while the second focuses on the use of a multilingual (as opposed to English-
based) tool. These innovations contribute to the research agenda identified by Baden et al. (2022).

Our research experience confirms that measurement validity is a particular concern in empirical textual anal-
ysis. This is particularly the case when the concepts to be operationalized are linked to specific national legal sys-
tems. The complexity of the task assigned to our classifier is reflected in the fact that we devoted 5 months of our
two-year research project to defining, discussing and refining our classes of exceptional measures based on the
existing literature in the field as well as the expertise of crisis management and legal scholars. We faced a constant
trade-off between refining our taxonomy, making our classes sufficiently distinct, and collecting data of sufficient
quality to produce valid and accurate results. Despite our efforts to systematically collect COVID-19-related legis-
lation in 19 countries over a period of 16 months, the size of our corpus and the skewed distribution of excep-
tional measures in the legal textual data did not allow us to extract and classify sub-classes of exceptional
measures. In line with our taxonomy, we opted for a multi-label annotation and classification of the documents,
which to our knowledge is new in quantitative text analysis in the social sciences. We believe that by making our
lexicon and training data available to a large community of computational linguists and social scientists analyzing
law as data, our project contributes to further refining the construct validity of supervised classifiers. The quality
of the taxonomy and the training dataset derived from it is key to ensuring that classification models produce
accurate and precise results. If one is prepared to use such methods, it can be tempting to rely on the wide range
of existing training datasets and dictionaries in the field. However, as has been shown elsewhere (van Atteveldt
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et al., 2021), it is important to remember that training datasets and taxonomies are always developed with a spe-
cific research objective in mind, and therefore do not provide a one-size-fits-all solution for all research projects
tackling the same field or a closely related research problem.

Finally, because of the specificity of our data, we decided to use a multilingual classifier rather than a model
restricted to English or a few of the most studied languages. This had two costs: first, we had to invest time and effort
in fine-tuning the existing classifier and accept very different levels of performance across languages. As shown in our
results, the lowest F1 scores are obtained for Norwegian documents and the highest for French and English docu-
ments. Furthermore, we were not able to use our classifier to analyze Greek documents. Despite these limitations, we
hope that our project will contribute to the rapid development of text analysis methods for English.
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Glavaš, G., Nanni, F., & Ponzetto, S. P. (2019). Computational analysis of political texts: Bridging research efforts across com-
munities. In Proceedings of the 57th annual meeting of the association for computational linguistics: Tutorial abstracts
(pp. 18–23). ACL Anthology.

Gross, O., & Aol�ain, F. N. (2006). Law in times of crisis: Emergency powers in theory and practice (Vol. 46). Cambridge Uni-
versity Press.

Hafner-Burton, E. M., Helfer, L. R., & Fariss, C. J. (2011). Emergency and escape: Explaining derogations from human rights
treaties. International Organization, 65(4), 673–707.

Hale, T., Angrist, N., Goldszmidt, R., Kira, B., Petherick, A., Phillips, T., Webster, S., Cameron-Blake, E., Hallas, L., Majumdar, S., &
Tatlow, H. (2021). A global panel database of pandemic policies. Nature Human Behaviour, 5(4), 529–538.

Halko, N., Martinsson, P.-G., & Tropp, J. A. (2010). Finding structure with randomness: Probabilistic algorithms for con-
structing approximate matrix decompositions.

Hillard, D., Purpura, S., & Wilkerson, J. (2008). Computer-assisted topic classification for mixed-methods social science
research. Journal of Information Technology & Politics, 4(4), 31–46.

Hirst, G., Riabinin, Y., & Graham, J. (2010). Party status as a confound in the automatic classification of political speech by
ideology. Proceedings of the 10th International Conference on Statistical Analysis of Textual Data (JADT 2010), pp.
731–742.

Ive, J., Specia, L., Szoc, S., Vanallemeersch, T., Van den Bogaert, J., Farah, E., Maroti, C., Ventura, A., & Khalilov, M. (2020).
A post‐editing dataset in the legal domain: Do we underestimate neural machine translation quality? In Proceedings of
the Twelfth Language Resources and Evaluation Conference (pp. 3692–3697). European Language Resources Association.

Jagadish, H., Gehrke, J., Labrinidis, A., Papakonstantinou, Y., Patel, J. M., Ramakrishnan, R., & Shahabi, C. (2014). Big data
and its technical challenges. Communications of the ACM, 57(7), 86–94. https://doi.org/10.1145/2622628

Jin, P., Zhang, S., Chen, X., & Xia, Y. (2016). Bag-of-embeddings for text classification. IJCAI, 16, 2824–2830.
Kelly, D. (2016). Carl Schmitt's political theory of dictatorship. In The Oxford Handbook of Carl Schmitt (pp. 217–244).

Oxford University Press.
Lauscher, A., Ravishankar, V., Vuli�c, I., & Glavaš, G. (2020). From zero to hero: On the limitations of zero-shot cross-lingual

transfer with multilingual transformers. arXiv preprint arXiv:2005.00633.
Licht, H. (2023). Cross-lingual classification of political texts using multilingual sentence embeddings. Political Analysis, 31(3),

366–379. https://doi.org/10.1017/pan.2022.29
Lundgren, M., Klamberg, M., Sundström, K., & Dahlqvist, J. (2020). Emergency powers in response to COVID-19: Policy dif-

fusion, democracy, and preparedness. Nordic Journal of Human Rights, 38(4), 305–318.
Martínez, T. B., & Pugés, I. D. (2013). Les conséquences de la francophonie dans la pratique et l’enseignement de la traduction

juridique. Lebende Sprachen, 58(1), 235–254.
Merz, N., Regel, S., & Lewandowski, J. (2016). The Manifesto Corpus: A new resource for research on political parties and

quantitative text analysis. Research & Politics, 3(2), 2053168016643346.
Mikolov, T., Sutskever, I., Chen, K., Corrado, G., & Dean, J. (2013). Distributed representations of words and phrases and their

compositionality. arXiv preprint arXiv: 1310.4546.
Nivre, J., de Marneffe, M. C., Ginter, F., Goldberg, Y., Hajicˇ, J., Manning, C. D., McDonald, R., Petrov, S., Pyysalo, S.,

Silveira, N., Tsarfaty, R., & Zeman, D. (2016). Universal Dependencies v1: A multilingual treebank collection. Proceedings
of the Tenth International Conference on Language Resources and Evaluation, 1659–1666.

Nivre, J., de Marneffe, M. C., Ginter, F., Hajicˇ, J., Manning, C. D., Pyysalo, S., Schuster, S., Tyers, F., & Zeman, D. (2020).
Universal Dependencies v2: An evergrowing multilingual treebank collection. Proceedings of the 12th Language Resources
and Evaluation Conference, 4034–4043.

Pennington, J., Socher, R., & Manning, C. D. (2014). Glove: Global vectors for word representation. Empirical Methods in
Natural Language Processing, D14-1162, 1532–1543. ACL Anthology.

Porcher, S. (2020). Response2covid19, a dataset of governments’ responses to covid-19 all around the world. Scientific Data, 7(1), 1–9.
Rooney, B. (2019). Emergency powers in democratic states: Introducing the democratic emergency powers dataset. Research &

Politics, 6(4), 205316801989243. https://doi.org/10.1177/2053168019892436
Schoonvelde, M., Schumacher, G., & Bakker, B. N. (2019). Friends with text as data benefits: Assessing and extending the use

of automated text analysis in political science and political psychology. Journal of Social and Political Psychology, 7(1),
124–143. https://doi.org/10.5964/jspp.v7i1.964

Slapin, J. B., & Proksch, S. O. (2008). A scaling model for estimating time‐series party positions from texts. American Journal
of Political Science, 52(3), 705–722.

Straka, M., & Strakov�a, J. (2017). Tokenizing, POS tagging, lemmatizing and parsing UD 2.0 with UDPipe. Proceedings of the
CoNLL 2017 Shared Task: Multilingual Parsing from Raw Text to Universal Dependencies, 88–99.

Törnberg, P., & Törnberg, A. (2018). The limits of computation: A philosophical critique of contemporary Big Data research.
Big Data & Society, 5(2), 2053951718811843.

Tziafas, G., de Saint-Phalle, E., de Vries, W., Egger, C., & Caselli, T. (2021). A multilingual approach to identify and classify
exceptional measures against COVID-19. Proceedings of the Natural Legal Language Processing Workshop, 202, 46–62.

Van Atteveldt, W., Kleinnijenhuis, J., & Ruigrok, N. (2008). Parsing, semantic networks, and political authority using syntactic
analysis to extract semantic relations from Dutch newspaper articles. Political Analysis, 16(4), 428–446.

van Atteveldt, W., & Peng, T.-Q. (2018). When communication meets computation: Opportunities, challenges, and pitfalls in
computational communication science. Communication Methods and Measures, 12(2–3), 81–92.

van Atteveldt, W., van der Velden, M., & Boukes, M. (2021). The validity of sentiment analysis: Comparing manual annota-
tion, crowd-coding, dictionary approaches, and machine learning algorithms. Communication Methods and Measures,
15(2), 121–140.

© 2023 The Authors. Regulation & Governance published by John Wiley & Sons Australia, Ltd. 19

COVID-19 MEASURES FROM MULTILINGUAL LEGAL TEXTS C. Egger et al.

 17485991, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/rego.12557 by C

ochrane N
etherlands, W

iley O
nline L

ibrary on [25/10/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://doi.org/10.1145/2622628
https://doi.org/10.1017/pan.2022.29
https://doi.org/10.1177/2053168019892436
https://doi.org/10.5964/jspp.v7i1.964


Vieira, L. N., O’Hagan, M., & O’Sullivan, C. (2020). Understanding the societal impacts of machine translation: A critical
review of the literature on medical and legal use cases. Information, Communication & Society, 1–18. https://doi.org/10.
1080/1369118X.2020.1776370

Wallach, H. (2016). Computational social science: Towards a collaborative future. In R. M. Alvarez (Ed.), Computational social
science: Discovery and prediction. Cambridge University Press.

Winograd, T. (1997). From computing machinery to interaction design. In P. Denning & R. Metcalfe (Eds.), Beyond calcula-
tion: The next fifty years of computing (pp. 149–162). Springer.

Zhong, H., Xiao, C., Tu, C., Zhang, T., Liu, Z., & Sun, M. (2020). How does NLP benefit legal system: A summary of legal arti-
ficial intelligence. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics (pp. 5218–
5230). ACL Anthology.

APPENDIX

TABLE A1 Corpus data overview.

Country Language # Docs. # Sent. # Tokens Vocab. size Avg. sent.

Austria German 240 13,041 331,924 13,577
Belgium French 640 33,296 1,133,309 15,459
Croatia Croatian 218 868 636,457 61,774
Cyprus Greek 276 109,617 1,218,917 38,022
Czechia Czech 43 22,581 213,113 12,303
Denmark Danish 207 6927 160,692 6201
France French 493 7449 637,800 13,240
Germany German 9 515 12,011 1549
Hungary Hungarian 150 3430 134,906 6965
Ireland English 137 9913 219,848 4860
Italy Italian 72 1107 46,337 3972
Latvia Latvian 400 238,034 1,800,733 67,905
Lithuania Lithuanian 30 4579 42,761 4187
Netherlands Dutch 499 135,464 1,662,255 47,834
Norway Norwegian Bokmal 18 307 6037 1837
Poland Polish 274 78,274 888,000 23,150
Slovenia Slovene 952 530,892 4,340,178 32,091
Spain Spanish 669 86,807 1,790,097 38,168
Sweden Swedish 220 13,801 130,014 4920
Switzerland French 112 89,966 1,013,258 9569

German 110 62,192 581,009 11,473
Italian 112 62,397 713,278 9660

UK English 168 50,470 1,054,190 12,567
Total – 6049 1,561,927 18,767,124 441,283
Average – 263 67,909.87 815,961.91 19,186.22
Median – 207 22,581 636,457 12,303
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