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El Impacto de la Deuda Pública Sobre el Canal del Crowding-Out
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Resumen

Es este estudio investigamos el impacto que tiene el gasto fiscal sobre la inversión, en-
focándonos en firmas colombianas que han tenido múltiples relaciones bancarias. Además,
realizamos un enfoque localizado de regresión discontinua en el cual comparamos el com-
portamiento crediticio de bancos que apenas cumplieron y no cumplieron con los criterios
para ser un creador de mercado, así como bancos que apenas ganaron y perdieron en las
subastas de TES en el mercado primario. Nuestros resultados indican que un aumento de
1 punto porcentual en la razón de bonos sobre activos de los bancos reduce los créditos
hasta en un 0,4%, lo que conduce a caídas significativas en la inversión de las empresas,
las ganancias y los salarios. Racionalizamos nuestros hallazgos en un modelo cuantitativo
con sectores financieros y reales, y con el que realizamos un análisis de bienestar y también
calculamos el costo del endeudamiento público en la economía.

JEL Classification: E44, F34
Palabras Clave: Regresión Discontinua, multiplicador fiscal, crowding-out
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1 Introduction

One of the lessons learned from the financial world crisis of 2008-2009 is that in the
context of low, zero-bounded, or even negative interest rates, the effects of monetary policy
are rather limited. With a decade slow of fragile recovery and the recent crisis brought
forth by the Great Lockdown of 2020-2021, the effectiveness of fiscal policy is now at the
forefront of macroeconomic debates. However, fiscal expansions (much more politicized
than monetary policy according to Alesina and Giavazzi, 2013) are sometimes seen through
an overly optimistic lens. In essence, advocates argue that they stimulate economic activity,
scaled up by potential multipliers. The bulk of the supporting evidence today has its roots
in the seminal papers of Mundell (1963) and Fleming (1962). In turn, critics highlight the
dampening effects of lower investment. However, few empirical studies use micro data to
support how resources to the private sector can be deterred by the take-up of government
bonds (i.e., a crowding-out effect on lending).

In this paper, we investigate the impact of government spending on firm investment
through the effect of cross-bank liquidity variation on corporate lending. To do so, we focus
on the Colombian case, and specifically on firms that have multiple banking relationships.
Namely, we trace firms’ loan history across lenders as lenders absorb different levels of
government debt. Similar to Mian and Khwaja (2008), we center on two main operating
mechanisms: (i) the bank-lending channel which responds to bank-specific liquidity shocks,
and (ii) the firm-borrowing channel which deals with firms’ ability (or inability) to smooth
out their debt across different sources of financing. This approach allows us to bridge the
micro bank-lending literature with that of the macro crowding-out channel that evaluates
banks’ lending capacity when absorbing domestic public debt (Cook and Yetman, 2012,
Ilzetzki et al., 2013, and Bruno and Shin, 2015). More generally, our paper is closest to the
empirical literature that exploits banks’ heterogeneity to study the effects of macro shocks
on firms’ outcomes (Chodorow-Reich, 2014, Morelli et al., 2019, and Siriwardane, 2019).

We recognize that events that trigger changes in the liquidity supply, such as the
take-up of government debt, are seldom exogenous and are often linked with changes
in investment returns and credit demand. To overcome this endogeneity problem, our
estimation strategy consists of two parts. First, we use firm-time and bank fixed effects to
compare each firm’s loan relationship with its creditor vis-à-vis its other active creditors.
Intuitively, while fixed effects allow us to control for firm-time specific changes in the
demand for credit, the fact that we observe multiple banking relationships per firm allows
us to disentangle the variation in credit supply (i.e., controlling for common supply shocks
within the banking system).
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Second, we focus particularly on the primary dealer market, where primary dealers
(market makers) benefit from having a special access to debt issuance from the government.
That is, apart from gaining a close relationship to the Ministry of Finance, they trade directly
with the government at prices dictated by weekly uniform clearing-price auctions in which
they participate. Auction winners are also allowed to participate in non-competitive
auctions, similar to a greenshoe option, at lower prices than secondary markets. Thus, a
dealer has the potential of making significant gains if bond prices increase in the interim. In
return, they are required (by regulation) to take on an established amount of government
debt (i.e. to underwrite at least 4% - 5% of total debt issuance) and to participate actively
in electronic trading platforms.

Hence, our identifying assumption is based on the fact that a part of bond purchases in
this market are exogenous (i.e. the amount that would have not otherwise been acquired).
These purchases are not readily adjusted in banks’ portfolio decisions and are more likely
to be passed on as liquidity shortages to firms, dampening their credit lines. For this, we
also consider general equilibrium effects by evaluating whether firms are able to meet
their credit demand from other creditors, once they fail to acquire loans from banks that
take up government securities. To thin on our identification strategy, we conduct two
types of regression discontinuity design (RDD) exercises. In the first exercise we compare
the lending behavior of banks that barely met the criteria of being a primary dealer with
those that barely missed the cutoff. Intuitively, we expect the lending behavior of banks in
the vicinity of the cutoff to be very similar ex ante. Thus, any change in private lending
can be attributed to government debt issuance. In the second exercise we compare only
across primary dealers: barely winners and losers at each auction. In this exercise we
use, as running variable, the difference between each bid and the resulting cutoff price.
Since neighboring bids reveal a similar valuation of government bonds, we exploit the fact
that some bids receive a discontinuous treatment (i.e. winning the auction) and thus have
fewer resources to lend out than those in the control group (i.e. auction losers).

Our study’s main empirical contribution is hence to postulate a crowding-out effect as
a function of public debt. That is, we confirm a crowding-out channel to corporates and
find that this effect is more pronounced during episodes of high government debt. We
stress the importance of primary dealers’ take-up of sovereign bonds and in this sense,
some papers close to our investigation are Broner et al. (2021), and Williams (2018), who
find that, as the share of foreign-held public debt increases (i.e. less debt holdings by the
banking sector), available credit to firms also increases. Our study also relates to Jiménez
et al. (2014) in that we pay close attention to the triple interaction term between banks’
holdings of government bonds, primary dealer banks, and total public debt. Further, to

4



investigate real sector effects we propose a novel firm-based measure of credit exposure:
the share of creditors of each firm that qualify as primary dealers over its total number of
creditors. With this measure, we evaluate the effects on firm’s outcomes such as wages,
employment, investment, assets, liabilities, and profits.

Our study exploits highly granular data. We use the entire Colombian credit registry
to corporates from 2004 to 2015 (roughly 5.5 million observations). We then merge these
data with yearly firm-level balance sheet information (roughly 1.5 million observations)
from the corporate registry. Our resulting data, focusing on new loans and adding other
bank-level variables such as bond holdings, contain a total of 30 banks, over 32,000 firms,
and 730,000 new loans.

Our findings indicate that a 1 percentage point (pp) increase in banks’ bonds-to-assets
ratio decreases loans by up to 0.41% (we find a cumulative decline of 0.77% over 12
months). Additionally, we find that the affected firms are only partially able to substitute
their loans with other lenders. Our RDD results corroborate these findings: (i) primary
dealers reduce their credit to corporates by 10.8% compared to non-primary dealers, and
(ii) barely winners at government auctions reduce their credit lines to corporates by 19.3%
compared to barely auction losers. As a result, a one percentage point increase in firms’
credit exposure (capturing the extent to which lenders acquire government bonds) leads
to a decline in liabilities, investment, profits, wages, and employment of 0.03%, 0.21%,
0.04%, 0.12%, and 0.024%, respectively. We interpret these results as moderately large
since a back-of-the-envelope calculation re-scales these magnitudes to 0.17%, 1.15%, 0.23%,
0.64%, and 0.13%, respectively, in response to a government debt increase of 1% of GDP.
Finally, we find some heterogeneous effects across firms. In particular, we show that the
crowding-out effect is differentially lower for older and larger firms, for firms with more
workers, and for firms with higher profits.

Our study, to the best of our knowledge, is the first to establish a causal link (using micro
data) wherein resources to the private sector are deterred by the take-up of government
debt, which in turn leads to lower investment. Moreover, we show that the crowding-
out effect is differentially lower for larger firms. This is in line with some of the related
literature, such as Holmstrom and Tirole (1997) who show that capital tightening affects
poorly capitalized firms the hardest. Also, Chodorow-Reich (2014) shows that lender health
affects employment but only at small and medium firms. Finally, Perez (2015) shows that
an abundant (scarcer) supply of public debt makes banks shift towards (substitute away
from) government securities and substitute away from (shift towards) investments in their
less productive projects. Overall, this analysis is relevant because if banks are cutting more
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on low-productivity firms, this would reduce the misallocation in the economy. On the
other hand, it warrants public policies targeted to the most vulnerable firms.

On the quantitative side, we propose a closed-economy dynamic stochastic general
equilibrium (DSGE) model with primary dealer banks, in order to rationalize the crowding-
out effects of unanticipated government borrowing.1 More generally, our model is part
of the recent literature that investigates the effects of large sovereign bond holdings by
banks. In particular, it is closely related to studies of credit-crunches (e.g., Gertler and
Karadi, 2011, Kirchner and van Wijnbergen, 2016 and Bocola, 2016). Similar to Gertler and
Karadi (2011) and Kirchner and van Wijnbergen (2016), our study is also closely related
to the financial accelerator model developed in Bernanke et al. (1999) which explores
how constraints on the balance sheet can afflict the non-financial firm’s ability of finding
funds for their investment. However, different from Kirchner and van Wijnbergen (2016)
and Bocola (2016), in our model banks face an exogenous increase in government’s debt
holdings, motivated by our empirical identification which also relies on exogenous bond
purchases in the primary dealer market.

As key ingredients, financial intermediaries hold two types of assets: non-financial
firm equity and government bonds. Also, government bonds are decomposed into en-
dogenous and exogenous borrowing. The mechanism at work is as follows: (i) higher
government debt issuance, through financial crowding-out effects, reduces credit exten-
sion to non-financial businesses, (ii) higher debt issuance also raises interest rates which
reduces demand for corporate loans (used to produce capital goods) which in turn, lowers
investment, and (iii) through a contractionary effect in banks’ balance sheets (i.e. financial
accelerator mechanism), there is a sharp credit crunch in the economy. This chain of events
also feeds into the entire economy by lowering wages and discouraging labor supply, all of
which lead to a decline in household consumption. Finally, we shed some light on issues
that cannot be addressed in the empirical section, such as the unanticipated borrowing
costs on various macroeconomic variables and a welfare analysis.

Our paper proceeds as follows. In Section 2 we provide a detailed view of our case
study, describe the data, and provide intuition for our main identification strategy. In
Section 3 we present the empirical methodology and report our findings. In Sections 4 and
5 we present our quantitative model, present calibrations, and report our results. Finally,
Section 6 concludes.

1Colombia’s access to foreign lending was negligible up until the 2014Q1 which justifies our closed
economy assumption. A useful study that allows the government to have access to foreign lending in an
open economy setting is Mimir and Sunel (2019) which extends Galí and Monacelli (2005).
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2 The Colombian Case

2.1 Matching Firm- and Bank-level data

In our empirical exercises, we use highly granular data, comprising the entire Colom-
bian credit registry (at the loan level) from 2004 to 2015. This database, from the Financial
Superintendency (Superintendencia Financiera de Colombia, Formato 341), contains over 5.5
million observations, with information on all loans extended to corporates, such as interest
rate, loan amount, maturity, issuance date, expiration date, delinquency rate, and ex-ante
credit rating. We merge these data with yearly firm-level balance sheet information from
the Corporate Superintendency (Superintendencia de Sociedades) in order to include firm-
specific variables such as asset size, liabilities, profits, wages, investment, and equity. We
obtain data on employment from the Colombian Department of Labor, although only for
the second half of the sample, as per data availability. After merging these sources, we
match 1.5 million observations, which include a total of 30 private banks and 32,000 firms.

Given that our unit of measurement consists of new loans disbursed from bank j to
firm i, we observe 730,000 new loans. Also, as a fundamental part of the study, we use
private banks’ total bond holdings of sovereign debt (Títulos de deuda pública — TES).

To give some initial context, an average Colombian bank has 3,400 new loans with
different firms per month. However, large banks, with assets in the top 75th percentile
of the banking system, account for 44% of the bank-corporate relationship. Additionally,
a large bank has, on average, $2.4 trillion COP (0.24% of GDP) in government bonds,
whereas the banking average reports an amount of $1.78 trillion.

2.2 Contextual characteristics

Figure 1 shows a seemingly negative relationship between banks’ take-up of govern-
ment bonds and their loan portfolio. Panel (a) shows the stock of loans along its y-axis
and panel (b) shows the amount of new loans; both displayed as a share of total assets.
Note that this is the main relationship that we evaluate in our investigation (in Section 3,
we claim causal evidence of government bonds on corporate loans). Notably, the figure
displays some bank size heterogeneity in the take-up of government bonds.

We also shed light on the incremental effect brought forth by the country’s total debt,
that is, the overall impact that fiscal debt can exert on the crowding-out channel. Figure 2
shows that, during our sample period, the government debt (as a share of GDP) oscillated
between 30% and 50%. This approach allows us to observe various debt levels with
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sufficient variation. Periods of high government debt took place at the onset of the
millennium and after the year 2013.

Table 1 provides descriptive statistics for the banking sector variables employed in our
panel exercises, broken down by: (i) primary and non-primary dealers, and (ii) winner and
loser banks at government auctions. We also include our loan-level dependent variable:
the monthly volume of new loans, although aggregated at the bank level for readability
purposes. The running variables used in the RDD exercises of Section 3.2, correspond to:
(columns 1-4) the annual rankings of financial institutions, i.e. the criteria used to determine
primary dealers, and (columns 5-8) the difference between each primary dealer’s bid and
the resulting cutoff price at government auctions. As observed, differences between banks
diminish when in close proximity (±20%) of each threshold that determines the treatment
status: primary and non-primary dealers (first treatment), as well as barely winners and
losers at auctions (second treatment).

In turn, Table 2 shows descriptive statistics of our yearly firm-level variables. Note that
in most of our empirical exercises, we use firm-time and bank fixed effects. Hence, several
variables individually wash out of the regressions. Notwithstanding, when evaluating the
effects on the real sector, we use firm-level data (assets, investment, wages, employment,
profits, liabilities, equity, age and risk) as dependent variables.
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(a) Stock of All Loans/Assets (b) Flow of New Loans/Assets

Figure 1: Sovereign securities (x-axis) vs loans (y-axis). Each observation denotes one bank in a
given month. The panels show the seemingly negative relationship between banks’ government
bonds holdings-to-assets ratio and loans-to-asset ratio (i.e. loans to corporates). The left panel shows
the stock of loans in its y-axis while the right panel displays the amount of new loans, both as a share
of total assets. The circle sizes are weighted according to bank size (value of bank’s assets).

Figure 2: Evolution of the Colombian government debt. Internal debt (in COP) and external debt
(mostly in USD), both in $USD billions, are shown in the left y-axis, while total debt (as a share of
GDP) is shown in the right y-axis.

9



Table 1: Bank-level Descriptive Statistics (Sample Means)

(1) (2) (3) (4) (5) (6) (7) (8)
Across all Banks Across Primary Dealers

PD Non-PD PD Non-PD Winner Loser Winner Loser

Whole Sample Threshold ±20% Whole Sample Threshold ±20%
Dependent variable
New loansa 1.691 1.129 2.402 0.850 1.443 1.537 1.140 1.576

(10.196) (4.596) (7.336) (0.592) (5.100) (4.792) (3.706) (3.572)

Running variable 4.928 -3.333 0.895 -1.688 0.594 -0.390 0.024 -0.024
(2.912) (1.706) (0.875) (0.479) (0.972) (0.574) (0.015) (0.014)

Covariates
Liquidity 1.152 1.115 1.151 1.100 1.350 1.139 1.141 1.137

(0.052) (0.049) (0.062) (0.023) (4.413) (0.049) (0.053) (0.049)
Excess reserves 0.001 0.002 0.0007 0.0004 0.152 0.001 0.0008 0.0007

(0.002) (0.005) (0.0023) (0.0010) (5.696) (0.006) (0.007) (0.004)
Provisionsa 0.645 0.092 0.260 0.005 0.198 0.308 0.420 0.449

(2.883) (0.356) (0.570) (0.013) (1.669) (1.888) (2.870) (3.478)
Total assetsb 26.44 9.80 23.11 11.87 10.62 18.57 24.11 23.73

(22.99) (5.60) (19.78) (5.52) (13.90) (16.82) (21.23) (19.68)
Equity 0.130 0.102 0.129 0.091 0.131 0.120 0.122 0.119

(0.038) (0.036) (0.047) (0.018) (0.087) (0.037) (0.040) (0.037)
NPL 0.039 0.036 0.040 0.035 0.050 0.041 0.039 0.039

(0.021) (0.018) (0.022) (0.016) (0.044) (0.021) (0.024) (0.019)
Profits 0.0006 0.0007 0.0008 0.0002 0.0013 0.0004 0.0004 0.0004

(0.0021) (0.0018) (0.0023) (0.0003) (0.018) (0.002) (0.0022) (0.0023)

Authors’ calculations. Standard deviations are reported in parenthesis. PD (Non-PD) denotes primary and non-
primary dealers and Winner (Loser) denotes auction winners and losers. The running variables (used in the RDD
exercises of Section 3.2) correspond to: (columns 1-4) the annual rankings of financial institutions, and (columns 5-8)
the difference between each primary dealer’s bid and the resulting cutoff price at government auctions. a Variables are
in billion COP (109) and b are in trillion COP (1012). Equity and profits are measured as a share of assets. Liquidity is
defined as assets over liabilities, NPL is defined as overdue loan portfolio over gross loan portfolio, and excess reserves
is measured as reserves over deposits.

Table 2: Firm-level Descriptive Statistics

(1) (2) (3) (4) (5)
Variable Mean Std. Dev. P25 P50 P75

Dependent Variable
Assets 16.14 63.92 1.45 3.96 11.39
Investment 3.04 75.99 0.016 0.13 0.99
Wages 0.07 0.33 0.003 0.02 0.042
Liabilities 17.51 93.9 1.246 3.50 10.71
Profits 8.75 52.31 0.801 2.03 5.57
Equity 16.98 139.25 0.799 2.26 6.93
Age 17.67 11.49 8.77 15.43 24.94
Employment 83.75 605.34 4 11 36
Risk 4.95 0.28 5 5 5

Authors’ calculations. Total assets, investment, wages, liabilities, profits, and equity are in billion COP (109).
Firm investment includes shares, quotas, securities, corporate papers, and any other negotiable document ac-
quired temporarily or on a permanent basis, with the purpose of maintaining a secondary liquidity reserve,
establishing economic relations with other entities, or to meet legal or regulatory provisions. Age is the number
of years of the firm. Employment is the number of firm employees (for this variable we have information for
only the second half of the sample, as per data availability from the Department of Labor). Risk corresponds to
the weighted average (by loan amount) of the credit rating.
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2.3 Identification

For expositional purposes, we refer to a crowding-out effect when government expen-
diture fails to boost aggregate demand due to a similar fall in private sector spending and
investment (displayed as the movement from point B to point A in Figure 3). Intuitively,
when the private sector lends money to the government, the resources available for private
investment funding fall. However, if the economy is below its full capacity (point C), then
the increased spending does not necessarily lead to a crowding-out effect.2

Government Spending

0 Private Spending

B

A

C

Figure 3: The production possibilities curve

A key challenge for identification is that the banking sector optimally balances its
portfolio mix between government securities and corporate lending. In such an environ-
ment, our identification relies on firms’ borrowing from multiple banks, one of which
is a primary dealer bank. These primary dealer banks have privileged access to partic-
ipate in government bond auctions. In return, they are required (by regulation) to take
on a predetermined amount of government debt (i.e., to underwrite at least 4% - 5% of
total government debt issuance). This restriction is largely binding: meeting the required
amount in 87% of cases, and losing their primary dealer status in the remaining 13% of
cases. Our identification strategy exploits this feature. We test whether primary dealers
are more adversely affected during government spending booms.

2As an example, Woodford (1990) argues that higher public debt can actually increase investment,
by “reducing the extent to which people with access to productive investment opportunities are liquidity
constrained” (page 386).
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A potential concern is that primary dealers off-load their government securities in a
secondary market, in order to reduce their risk exposure. However, off-loading can be
costly in terms of both time and price uncertainty (e.g., bond prices can change between
the time banks purchase bonds at an auction and the time they sell bonds in a close-to-
centralized secondary market). Further, primary dealers must show at least a 4.5% intake of
total debt to avoid being penalized by the Financial Regulatory Authority (Superintendencia
Financiera de Colombia).

Figures 4 and 5 investigate whether primary dealers are in fact off-loading securities.
In the Colombian case, government auctions (primary market) are issued on two different
days of the week, almost every week. Figure 4 depicts the net purchases of bonds (negative
values for sales) by primary and non-primary dealer banks, each day relative to the auction
day, at t = 0. Hence, period 1 is the day after each auction and period -1 is the day before
(the figure stacks all auctions together). In essence, the figure shows that (i) primary
dealers acquired more bonds during auction dates (attributable to auctions), and (ii) bond
trading before and after the auction was similar for both primary and non-primary dealers.
Visually, it does not appear that primary dealer banks purchased government bonds at
auctions only to dispose of them in the secondary market.

Similarly, Figure 5 (left panel for total bonds and right panel for bonds/assets) displays
the evolution of primary and non-primary dealers’ share of government debt. It shows that
primary dealers hold higher government debt and that the purchase amount difference rel-
ative to non-primary dealer banks is relatively constant through time. A potential concern
is whether banks pledge these government securities to borrow from the Central Bank’s
discount window in order to increase lending to corporates (i.e. thorough repurchasing
agreements -REPOs). However, this does not seem to be the case because the discount
window facility is meant to help banks manage their short-term liquidity shortages, usually
overnight, while corporate lending is conducted at longer-term maturities.

We recognize that primary dealers may differ systematically from the rest of the banking
system. After all, Table 1 shows larger balances for primary dealer banks. This difference
can be potentially unsettling if the reasons why they differ are also correlated with a
stronger or weaker portfolio rebalancing after acquiring government debt. To rule out this
concern, in Section 3.2 we conduct a localized approach using a regression discontinuity
design (RDD), where we compare the behavior of banks that barely met the criteria to be
primary dealers, with those that barely missed the cutoff. Finally, we note that primary
dealers are designated every year, which adds an additional source of exogeneity to our
exercises.
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3 Empirical Exercises and Results

In the empirical exercises that follow, we use loan level data containing information
on 32,000 firms, 30 private banks, and 730,000 new loans during the period of 2004-2015.
Similar to Mian and Khwaja (2008), we restrict our attention to firms that have multiple
banking relationships in order to trace the entire loan history across lenders, as they
change their stock of bond holdings. This approach allows us to observe different levels of
government securities across banks (our treatment variable) for each firm. Our dependent
variable focuses on new loans (credit flows) as opposed to credit stocks, since it allows for
a clearer identification by filtering out pre-existing loans that would not be expected to
react.

We recognize that events that trigger changes in banks’ liquidity, such as the take-up of
government debt, are seldom exogenous. In fact, one of the main empirical challenges to
overcome is that of reverse-causality, where banks first reduce their exposure to private
loans and then decide to buy government debt to substitute these loans. For example,
demand factors such as lower investment opportunities for firms can lead to a decline in
banks’ lending. Additionally, supply factors associated with banks’ portfolio risk, can shift
credit funds towards safer assets.

To overcome this endogeneity problem, our estimation strategy consists of two parts.
First, in Section 3.1 we cover the entire financial system and compare each firm’s loan
relationship with its creditor vis-à-vis its other active creditors. We use firm-time fixed
effects which overcome the demand-driven endogeneity concern that banks may acquire
public debt if their firms are having bad investment opportunities. To control for supply
factors, we include bank-level covariates, such as: excess reserves, provisions, total assets,
equity, non-performing loans, and profits (see Table 1). We also use bank fixed effects
and cluster standard errors at the bank level. However, while this exercise mitigates (to
some extent) the concerns of reverse-causality, we acknowledge that there could still be
unobservable factors, especially from the supply side, that could affect liquidity decisions
for holding government bonds.

Hence, in order to thin on our identification strategy, in Section 3.2 we narrow in on the
primary dealer market and employ a localized RDD approach. Specifically, we compare
the lending behavior of: (i) banks that barely met the criteria of being a primary dealer with
those that barely missed the cutoff, and (ii) auction winners and losers, in this second case
restricting our focus to only primary dealers. We show that this localized approach, within
the vicinity of the triggering threshold, allows for bond holdings to become uncoupled
from both demand and supply factors.
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Given the richness of the data, in Section 3.3 we explore whether the crowding-out
effects are heterogeneous across firms. Namely, we study whether banks differentially
reduce loans with firms that have different profitability, age, risk profile, employment, and
size. We investigate this by introducing an interactive term both in the baseline regressions
and in the ones that exploit the regression discontinuity.

Finally, in Section 3.4 we map our analysis to the real economy. That is, in order to
investigate real sector effects, we propose a firm-based measure of credit exposure. In
essence, this measure captures the extent to which lenders acquired government bonds
and are thus more likely to be liquidity constrained. Using time-industry fixed effects we
then evaluate the impact on firm’s outcomes such as: wages, employment, investment,
assets, liabilities, equity, and profits.

3.1 Dampening of corporate credit lines

We begin by evaluating the effects of banks’ sovereign bond holdings on corporate
loans by using the entire banking credit registry. Formally, we estimate the following
regression model at the loan level and with a monthly frequency:

Loani,j,t+h =αh
j,it + θhBondsj,t−1 + γhPrimaryj,t−1 + ϕhColDebtt−1 + ρh(Bonds ∗ Primary)j,t−1

+ δh(Bonds ∗ ColDebt)j,t−1 + νh(Bonds ∗ Primary ∗ ColDebt)j,t−1 + εi,j,t+h, (1)

where Loani,j,t corresponds to the value (in logs) of all new loans from bank j to firm i, in
month t. The variable Bondsj denotes the bank’s stock of government bonds as a share of
its assets. Primaryj indicates the amount of bonds purchased in the primary dealer market
by bank j, also as a share of its assets (non-primary dealer banks take a zero value). The
term αj,it indicates bank and firm-time fixed effects. Finally, ColDebtt is the macroeconomic
variable denoting total government debt over GDP, which individually washes out of the
regressions because of the time fixed effects. In the spirit of Jordá’s (2005) method of local
projections, we estimate sequential regressions in which loans are shifted forward each
month. Specifically, we estimate equation (1) for h = 0− 11 which correspond to the effects
on months 1-12.

It remains to show whether firms are able to meet their loan demand by seeking credit
from other banks i.e., once they fail to find resources from a primary dealer bank. This
issue is related to the work of Chodorow-Reich (2014), which verifies the importance of
banking relationships and the implied cost to borrowers who switch lenders. In essence, it
sheds light on general equilibrium effects of government spending on the banking sector’s
entire lending capacity. More generally, this determination provides some intuition on
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whether the economy is lying at point C of Figure 3, i.e. if firms’ financing can be sourced
from non-primary dealer banks at no cost, then this would suggest that the economy is
operating below capacity. Hence, we explore whether firms that borrow from primary
dealer banks can substitute their loans from non-primary dealer banks. As such, we
estimate a similar version of equation (1) but now using as dependent variable all other
loans of firm i (excluding loans with bank j), as follows:

Loani,-j,t+h =α̃h
j,it + θ̃hBondsj,t−1 + γ̃hPrimaryj,t−1 + ϕ̃hColDebtt−1 + ρ̃h(Bonds ∗ Primary)j,t−1

+ δ̃h(Bonds ∗ ColDebt)j,t−1 + ν̃h(Bonds ∗ Primary ∗ ColDebt)j,t−1 + ε̃i,j,t+h, (2)

where the marginal effect of Bondsj now evaluates the degree of loan substitution: an
increase in bank j’s bond holdings, which decreases its credit line with firm i, forces the
firm to look for additional credit. Hence, if the amount of loans deterred (equation 1) is
greater (in absolute value) than the amount of new loans acquired with other creditors
(equation 2), then the firm is only partially able to substitute its loans.

3.1.1 Results

Results of equation (1) are reported as an Impulse Response Function (IRF), in Figure 6.
Notice that the response function (changes in loans) is denoted in percentages (%) and the
impulse is in terms of a 1 percentage point (pp) increase in the share of bonds-to-assets.3

As shown in panel (a), the negative effect of banks’ bond holdings on loans is significant
and lasts for 10 months before it subsides. Specifically, in period 7 (peak month) we
find that a 1pp increase in banks’ bonds-to-assets ratio decreases loans to firms by 0.41%.
Similarly, bond holdings have a negative incremental effect when primary dealers take
on more government bonds and when the government issues more debt (i.e., the triple
interaction term Bonds ∗ Primary ∗ ColDebt). Results in panel (b) show, in period 7, that a
1 pp increase in the triple interaction term decreases loans by 0.46%.

In turn, credit availability with other lenders has a positive but smaller (substitution)
effect. The IRF of Figure 7 shows, for period 7, that a 1 pp increase in a lender’s bonds-to-
assets ratio leads the firm to acquire credit with other lenders by 0.39%. The incremental
effect of Bonds ∗ Primary ∗ ColDebt is also smaller, showing an increase in loans with other
lenders by up to 0.28%. To statistically assess the overall effect, in Table 3 we consider

3The magnitude of the impulse is useful since, on average (across banks and time), a 1pp increase in the
bonds-to-assets ratio represents a bond increase in the amount of $112 billion COP per bank. This amount is
similar to a government debt increase of 1% of GDP ($6.5 trillion COP), since roughly 25% is acquired by the
banking sector (0.25*6.5=$1.625) and when distributed among the 15 banks at a given point in time yields
$1.625/15= $108 billion COP per bank.
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all loans of firm j (Loani,j + Loani,−j) as dependent variable. We find that firms are only
partially able to substitute out their debt: firms reduce their net credit in up to 0.1% (see
for example period 4). Also, adding the net effects of Bonds in all 12 periods yields a
cumulative effect of -0.77% (we use this number as input in our quantitative model of
Section 4).4

Finally, in Table B2 of Appendix Appendix B.2 we investigate the effects when the
economy operates below its full capacity, that is, when the variable of total public debt
is below its 25th percentile. With this change in mind, we report that, for low levels of
debt, a 1 pp increase in banks’ bonds-to-assets ratio decreases loans by 0.39% as expected,
but with a positive incremental effect of Bonds ∗ Primary ∗ DLow_Debt of 0.03%. Intuitively,
results again show a crowding-out effect on loans (negative impact of bonds), but in lesser
magnitude.5

(a) Effect of Bonds (b) Interaction Bonds ∗ Primary ∗ ColDebt

Figure 6: IRFs of banks’ bond holdings on corporate loans (in %). The sample includes all months
from December 2004 to December 2015. Each listed coefficient results from a separate regression
following equation (1). The dependent variable, Loani,j,t+h, corresponds to the value (in logs) of
all new loans from bank j to firm i, in month t + h. Bonds denotes the bank’s stock of government
bonds as a share of its assets. Primary indicates the amount of bonds purchased in the primary dealer
market, also as a share of its assets. All regressions include bank controls (see Table 1), bank and firm-
time fixed effects, and clustered standard errors at the bank level. Confidence bands denote statistical
significance at the 5% level. For all regressions, the average R2 is 0.80 with 60,000 observations.

4Results are robust to the inclusion of interest rates as a control variable (see Table B1 of Appendix
Appendix B).

5This implies that there is a great deal of heterogeneity on the effect of government spending. For
instance, Bernardini et al. (2020) show that government multipliers have been different in recessions and
expansions using U.S. data.
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(a) Effect of Bonds (b) Interaction Bonds ∗ Primary ∗ ColDebt

Figure 7: IRFs of banks’ loans substitution (in %). The sample includes all months from December
2004 to December 2015. Each listed coefficient results from a separate regression following equation
(2). The dependent variable, Loani,-j,t+h, corresponds to the value (in logs) of all new loans to firm
i but excluding loans from bank j, in month t + h. Bonds denotes the bank’s stock of government
bonds as a share of its assets. Primary indicates the amount of bonds purchased in the primary dealer
market, also as a share of its assets. All regressions include bank controls (see Table 1), bank and firm-
time fixed effects, and clustered standard errors at the bank level. Confidence bands denote statistical
significance at the 5% level. For all regressions, the average R2 is 0.80 with 60,000 observations.
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Table 3: Net effect of banks’ bond holdings on corporate credit

Dependent var: Loani,j,t+h + Loani,-j,t+h (1) (2)

Periods Bonds Bonds ∗ Primary ∗ ColDebt

1 -0.040 -0.058
(0.057) (0.041)

2 -0.095* -0.0032
(0.054) (0.042)

3 -0.076 -0.0083
(0.050) (0.055)

4 -0.10** 0.038
(0.044) (0.056)

5 -0.050 -0.021
(0.052) (0.062)

6 -0.053 -0.097*
(0.036) (0.047)

7 -0.020 -0.18***
(0.055) (0.048)

8 -0.049 -0.17***
(0.043) (0.047)

9 -0.095** -0.15***
(0.043) (0.047)

10 -0.060 -0.12***
(0.041) (0.028)

11 -0.079* -0.081**
(0.047) (0.035)

12 -0.050 -0.055
(0.055) (0.053)

Cluster by bank yes yes
Firm-time fixed effects yes yes
Bank fixed effects yes yes
Bank controls yes yes

Authors’ calculations. The sample includes all months from December 2004 to December 2015.
Each listed coefficient results from a separate regression following equations (2) and (3). Rows
denote outcomes h-months after treatment. Loani,j,t+h corresponds to the value (in logs) of all new
loans from bank j to firm i, in month t + h. Bonds denotes the bank’s stock of government bonds
as a share of its assets. Primary indicates the amount of bonds purchased in the primary dealer
market, also as a share of its assets. ***, **, and * denote statistical significance at the 1%, 5%, and
10% level, respectively. For all regressions, the average R2 is 0.80 with 60,000 observations.
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3.2 Localized RDD approach

In this section we conduct two types of regression discontinuity design (RDD) exercises:
(i) one that compares the lending behavior of banks that barely met the criteria of being a
primary dealer with those that barely missed the cutoff, and (ii) one that compares across
primary dealers: barely winners and losers at each auction. Regarding the former, every
year the Ministry of Finance publishes the rankings of financial sector participants that
compete every year to be part of the “market makers” program for public debt securities.
Given limited membership, only the institutions ranked 10th or above become primary
dealers. Regarding the latter, government auctions operate under a weekly uniform
clearing price structure, where the government sells bonds to all winners at the same cutoff
price.6

Our main identifying assumption is that locally, there are no significant differences
between these banks (apart from being a primary dealer or winning at an auction) that
correlate with their demand for loans and public debt. While this assumption cannot be
fully tested, it does have some testable implications. In particular, in Table 4 we present a
falsification test in which we regress the treatment status (a dummy variable indicating
whether the bank is a primary dealer or if it won at a government auction) on banks’
balance sheet information. As observed, treatment is partially explained by variables such
as liquidity, excess reserves, profits, and provisions. However, when restricting the sample
to a smaller bandwidth (within the vicinity of the triggering threshold), treatment becomes
uncoupled from these factors. In fact, columns 4 and 8 show that only the condition
that triggers the rule –the running variable– is significant. This suggests that the lending
strategy of banks within the vicinity of each cutoff point is similar ex ante.

Further, we note that primary dealers are designated every year and that the same
bank wins and loses auctions at different points in time, which adds an additional source
of exogeneity to our exercises. This can be seen in Figure 8 where we plot the different
financial entities (x-axis) according to their running variable (y-axis). More specifically,
panel (a) shows the banks’ annual rankings, i.e. the criteria used to determine the status of
being a primary dealer (non-negative if primary dealer), and panel (b) shows the difference
between each primary dealer’s bid and the resulting cutoff price at weekly government
auctions (non-negative if winner).

6Given that there are multiple auctions during the auction date (conducted weekly) and that each bank
can register multiple bids per auction, we compute (for each winner) an average weekly bid, weighted by
the volume purchased. Similarly, for each auction loser (i.e. losing in all auctions during the auction day) we
compute its average bid, weighted by volume offered. Auction regulations (2822 of 2002, 3766 of 2009, and
3781 of 2009) are provided by the Ministry of Finance and can be accessed in the Financial Superintendency’s
website: https://www.superfinanciera.gov.co/jsp/16127.
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Table 4: RDD Falsification Test

(1) (2) (3) (4) (5) (6) (7) (8)
——– Primary Dealer (yearly) ——– ——– Winner of Auction (weekly) ——–

Variables/bandwidth All BW = 4 BW = 3 BW = 2 All BW = 0.3 BW = 0.2 BW = 0.05

Running Variable 0.080*** 0.245*** 0.339*** 0.442*** 0.363*** 4.046*** 5.727*** 20.01***
(0.004) (0.023) (0.046) (0.127) (0.014) (0.040) (0.060) (0.329)

Liquidity 0.882* 0.387 0.103 0.087 -0.193 0.269* 0.300* 0.374
(0.525) (0.973) (1.449) (1.714) (0.130) (0.144) (0.156) (0.252)

Excess reserves -4.504 -57.66** 5.825 252.3 1.091 1.081 1.106 2.429
(4.026) (24.62) (54.36) (572.2) (1.251) (0.962) (1.091) (3.421)

Profits 14.01 86.13*** 19.38 -227.7 -2.189 -1.093 0.046 4.153
(14.30) (24.98) (52.54) (553.6) (2.793) (3.648) (4.352) (4.938)

Provisions 0.010 -0.018** 0.426* 0.272 0.005* 0.001 0.0004 -0.001
(0.009) (0.009) (0.208) (0.233) (0.003) (0.003) (0.003) (0.003)

Observations 112 46 30 17 3,996 2,755 2,290 879
R-squared 0.724 0.699 0.760 0.631 0.270 0.593 0.613 0.616
F-test all 109.4 41.49 44.25 3.214 142.3 2019 1847 747.7
pvalue all 0 0 0 0.049 0 0 0 0

Each column reports a linear bank-level regression with the treatment dummy Dt (Primary Dealer or Winner of Auction). BW denotes the
bandwidth size (relative to the ranking or bid). The running variables correspond to: (columns 1-4) the annual rankings of financial institutions,
and (columns 5-8) the difference between each primary dealer’s bid and the resulting cutoff price at government auctions. The sample covers
2004-2015. Excess reserves is measured as reserves/deposits and profits as a ratio of assets. Robust standard errors are in parentheses, and *, **,
and *** represent statistical significance at the 10%, 5%, and 1% level, respectively. Constant is not reported.

Figure 8: Assignment of treatment. Panel (a) shows the ranking (position) of each financial entity
(x-axis), where non-negative values denote a primary dealer status. Panel (b) shows the difference
between a dealer’s bid and the auction cutoff price, where non-negative values denote winning the
auction. The size of each bubble represents the frequency in which the entity obtained a specific
value of the running variable. For anonymity purposes, the ordering of entities in panel (a) is not
necessarily the same as in panel (b).
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We next proceed to evaluate the impact of treatment on lending. Formally, the bank’s
assignment of treatment (D̂j,t) is deterministically determined by the running variable
(Xj,t), as follows:

D̂j,t = 1
{

Xj,t ≥ r
}

(3)

where 1 denotes an indicator function and r denotes the treatment threshold. We then
estimate a similar specification as that of equation (1), only now set locally around either
the bank’s eligibility criteria to become a primary dealer or the auction’s clearing price:

arg min
θ

I×J

∑
ij=1

T

∑
t=0

[
Loani,j,t+1 − α − θD̂j,t − b

(
Xj,t − r

)
− τD̂j,t

(
Xj,t − r

)]2 K
(Xj,t − r

k

)
(4)

where θ accounts for the average treatment effect, i.e. the effect of loans due to being a
primary dealer. Note that the running variable (Xj,t) corresponds to either the annual
rankings of financial sector participants or to the difference between each bid and cutoff
price at weekly government auctions. Also, Loani,j,t is the amount of new loans (aggregated
either annually or weekly) up until before the next ranking or auction takes place. Finally,
K(·) is a triangular kernel with bandwidth k and the inclusion of the term D̂j,t

(
Xj,t − r

)
allows for different specifications of how the running variable affects the outcome, at either
side of the cutoff point. We consider optimal bandwidth choices as described in Imbens
and Kalyanaraman (2012) and also report bandwidth sizes twice as optimal (2x).

3.2.1 Results

Results are reported in Table 5 and show that loan values pertaining to primary dealers
and auction winners are lower than for non-primary dealers and auction losers. Specifically,
primary dealers reduce their credit to corporates by 10.8%, and auction winners (among
primary dealers) by 19.3%.

Additionally, similar to the exercises in Section 3.1, we explore whether these effects
are further magnified when we include the interaction term of bonds-to-assets ratio.
Specifically, we find that a 1pp increase in banks’ bonds-to-assets ratio has a negative
incremental effect on loans of 0.02% and 0.84% for primary dealers and auction winners,
respectively. Intuitively, the set of primary dealers and auction winners reduce their credit
lines to corporates vis-à-vis non primary dealers and auction losers, but even more so
when the former have larger government bond holdings.

For robustness, the lower pane of Table 5 shows a placebo test that evaluates the effect
of the same treatment status, but on lagged outcomes (lagged loans). As expected, results
show a null effect of treatment on past outcomes.
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Table 5: Localized effect of being a Primary Dealer and winning an auction

(1) (2) (3) (4)
—— Primary Dealer —— —— Winner of Auction ——

D̂it Bonds ∗ D̂it D̂it Bonds ∗ D̂it
Loans

Optimal Bandwidth -0.108*** -0.024*** -0.193*** -0.837***
(0.019) (0.002) (0.010) (0.058)

2x Optimal Bandwidth -0.851*** -0.031*** -0.219*** -1.617***
(0.031) (0.002) (0.007) (0.043)

Placebo Test
Lag Loans

Optimal Bandwidth -0.013 0.004 0.097 -1.078
(0.063) (0.010) (0.083) (1.578)

2x Optimal Bandwidth 0.010 0.004 0.083 -0.195
(0.050) (0.007) (0.063) (0.662)

Observations 54,139 53,170 185,716 181,466

Authors’ calculations. The sample covers 2004-2015. The dependent variable is the value (in logs) of all new loans
from bank j to firm i, in year t (columns 1-2) or in week t (columns 3-4). The running variables correspond to: (columns
1-2) the annual rankings of financial institutions, and (columns 3-4) the difference between each primary dealer’s bid
and the resulting cutoff price at government auctions. In the lower pane, the placebo dependent variables are the
yearly lag of assets and the lag value of loans. The interaction term is between the primary dealer status (column
2) or winning the auction (column 4) and the bank’s stock of government bonds as a share of its assets. Reported
RDD estimates correspond to equation (4). Bandwidth choices (optimal and 2x optimal) are based on Imbens and
Kalyanaraman (2012).
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3.3 Firm Heterogeneity

We next investigate whether the crowding-out effects are heterogeneous across firms.
To do so, we interact firm level variables such as profitability, age, risk profile, employment,
and size, with creditors’ bond holdings. Similar to the exercises presented in Section 3.1, in
Table 6 we present results for new corporate loans, using the entire banking credit registry.
Notice that the first column (bonds) exactly matches the IRF of Figure 6, panel (a).

Results reported in columns 2, 3, 5 and 6 show that the crowding-out effect is differen-
tially lower (less negative) for older and larger firms, for firms with more workers, and
for firms with higher profits. To exemplify, in period 7, a 1pp increase in banks’ bonds-
to-assets ratio decreases loans to firms by 0.41% on average, but in lesser magnitude for
the largest firms. Alternatively, the crowding-out effect increases as a function of firms’ ex
ante loan risk (i.e. lower loan grade provided by the creditor).

In Table 7 we present RDD results, which are analogous to those in Section 3.2. Given
the yearly frequency of the firm-level variables, we only report results for banks that barely
met or missed the criteria of being a primary dealer.7 Similar to the previous exercise,
primary dealers reduce their credit to corporates by 10.8% but in lesser magnitude for
variables such as age, employment, size, and profits. We also find an increased crowding-
out effect for firms with a high ex ante loan risk.

These results are in line with some of the related literature. In particular, Holmstrom
and Tirole (1997) show that capital tightening affects poorly capitalized firms the hardest.
Also, Chodorow-Reich (2014) shows that lender health affects employment but only at
small and medium firms. Finally, Perez (2015) shows that an abundant (scarcer) supply of
public debt makes banks shift towards (substitute away from) government securities and
substitute away from (shift towards) investments in their less productive projects.

Overall, this analysis is relevant because if banks are cutting more on low-productivity
firms, this would reduce the misallocation in the economy. On the other hand, it warrants
public policies targeted to the most vulnerable firms.

7Recall that the exercise on barley winning and losing an auction is conducted at a weekly frequency, so
the firms’ yearly variables would remain unchanged at every auction during a given year.
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Table 6: Incremental effect of banks’ bond holdings on corporate credit (Panel)

(1) (2) (3) (4) (5) (6)
————— Interaction effect with Bonds ——————

Periods Bonds Age Employment Risk Size Pro f its

1 -0.17 0.031*** 0.025*** 0.006 0.014** 0.016**
(0.17) (0.009) (0.006) (0.005) (0.006) (0.006)

2 -0.27 0.012 0.006 -0.002 0.013** 0.012
(0.18) (0.011) (0.004) (0.006) (0.005) (0.007)

3 -0.29* 0.029** 0.007 -0.005 0.015** 0.013**
(0.16) (0.011) (0.008) (0.004) (0.005) (0.005)

4 -0.34** 0.023** 0.010 0.001 0.015*** 0.014***
(0.14) (0.011) (0.008) (0.006) (0.004) (0.005)

5 -0.31* 0.014 0.001 -0.004 0.009 0.007
(0.16) (0.009) (0.005) (0.010) (0.005) (0.005)

6 -0.41*** 0.025* 0.019** -0.008 0.011* 0.008
(0.13) (0.012) (0.008) (0.005) (0.005) (0.005)

7 -0.41*** 0.018* 0.003 -0.002 0.015*** 0.015**
(0.14) (0.009) (0.006) (0.006) (0.004) (0.005)

8 -0.29** 0.012 0.003 -0.006 0.013* 0.012**
(0.14) (0.009) (0.006) (0.007) (0.006) (0.005)

9 -0.37*** 0.032*** 0.005 -0.003 0.017*** 0.013***
(0.13) (0.008) (0.005) (0.008) (0.005) (0.003)

10 -0.18 0.009 0.004 -0.010** 0.011** 0.008
(0.19) (0.010) (0.005) (0.004) (0.004) (0.005)

11 -0.12 0.024** 0.004 -0.007 0.011 0.011
(0.16) (0.010) (0.009) (0.005) (0.007) (0.007)

12 -0.13 0.039*** 0.013** -0.009 0.017** 0.018**
(0.18) (0.009) (0.006) (0.006) (0.006) (0.008)

Clustered by bank yes yes yes yes yes yes
Firm-time fixed effects yes yes yes yes yes yes
Bank fixed effects yes yes yes yes yes yes
Bank controls yes yes yes yes yes yes

Authors’ calculations. The sample includes all months from December 2004 to December 2015.
Each listed coefficient results from a separate regression following equation (2). Rows denote
outcomes h-months after treatment. The dependent variable, Loani,j,t+h corresponds to the value
(in logs) of all new loans from bank j to firm i, in month t + h. Bonds denotes the bank’s stock
of government bonds as a share of its assets. Age, Employment, Size and Profits are categorical
variables that take the value of 1 if values are less than the 25th percentile, 2 if between the 25th

and 75th percentile, and 3 if greater than the 75th percentile. Risk is a dummy variable that takes
the value of 1 if the ex ante loan grade is below perfect score. ***, **, and * denote statistical
significance at the 1%, 5%, and 10% level, respectively. For all regressions, the average R2 is 0.80
with 60,000 observations.

Table 7: Incremental effect of being a Primary Dealer (RDD)

(1) (2) (3) (4) (5) (6)
————— Interaction effect with Bonds ——————

Bonds Age Employment Risk Size Pro f its

Optimal Bandwidth -0.108*** 0.009*** 0.106*** -0.278*** 0.121*** 0.0011*
(0.019) (0.0004) (0.011) (0.012) (0.007) (0.0006)

Authors’ calculations. The sample covers 2004-2015. The dependent variable is the value (in logs)
of all new loans from bank j to firm i, in year t. The running variable corresponds to the annual
rankings of financial institutions. Columns (2-6) correspond to the interaction term between the
primary dealer status (D̂it) and firm specific variables. Reported RDD estimates correspond to
equation (4). Bandwidth choices are based on Imbens and Kalyanaraman (2012).
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3.4 Effects on the real sector

To assess the impact of the overall crowding-out channel on the real sector, we first
compute a firm-level credit exposure variable that captures the extent to which their lenders
acquired government bonds. Specifically, we measure the firm’s number of creditors that
qualify as primary dealers over its total number of creditors, as follows:

Credit_Exposurei,t =
1
J ∑

j
1
{

Primary_Banki,j,t
}

(5)

where 1
{

Primary_Banki,j
}

is an indicator function turned on for primary dealers banks.
Intuitively, high values of credit exposure implies that the firm is borrowing from liquidity
constrained banks.

Next, we use yearly corporate balances from the Corporate Superintendency (Superin-
tendencia de Sociedades) in order to include firm-specific outcome variables. Formally, we
estimate the following model:

yi,t = αts + βCredit_Exposurei,t−1 + εi,t, (6)

where the term αts accounts for time-industry fixed effects, and yi,t includes variables such
as assets, liabilities, investment, profits, and wages.

Results are presented in Table 8 and confirm the negative real sector effects when
resources to the private sector are deterred by the take-up of government bonds. Specifi-
cally, in the specification that controls for time-industry fixed effects, a 1pp increase in the
measure of credit exposure leads to a decline in liabilities, investments, profits, wages, and
employment of 0.032%, 0.213%, 0.043%, 0.12%, and 0.024%, respectively. Note that effects
last for one year before subsiding (except for liabilities, whose effects last for two years).

To obtain a better sense of the magnitude of these results, we report that the average
non-primary dealer bank has $1 trillion COP in government bond holdings whereas the
average primary dealer bank has $3 trillion. And, since the exposure variable (for each
firm) covers the range of all banks being non-primary dealers (exposure=0) to all banks
being primary dealers (exposure=1), then a 1pp increase in credit exposure represents,
under a linear setting, a bond increase of $20 billion COP ($3-$1)/100. Also, recall from
Section 3.1.1 that a government debt increase of 1% of GDP, when distributed among the
banking sector, yields approximately $108 billion COP per bank. Hence, a back-of-the-
envelope calculation suggests that results can be scaled nearly five-fold (108/20) for an
impulse interpretation of a government debt increase of 1% of GDP, leading to a decline
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in liabilities, investments, profits, wages, and employment of 0.17%, 1.15%, 0.23%, 0.64%,
and 0.13%, respectively.

Finally, in Table B3 of Appendix Appendix B.2 we restrict the sample to periods of low
government debt. As observed, in this case we do not find any significant effect on firms’
outcomes, which is consistent with a diminished crowding-out effect channel, as depicted
by point C in Figure 3.

Table 8: Impact of lenders’ bond holdings on firms’ balances

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

∆ Assets ∆ Liabilities ∆ Investments ∆ Profits ∆ Wages ∆ Employment

t

Credit_Exposurei,t−1 -0.019 -0.018 -0.032*** -0.032*** -0.260** -0.213* -0.045** -0.043** -0.118*** -0.120*** -0.022 -0.024*
(0.013) (0.013) (0.011) (0.011) (0.121) (0.120) (0.020) (0.019) (0.040) (0.038) (0.015) (0.014)

Obs 17,054 16,989 17,053 16,988 4,354 4,283 16,906 16,841 14,526 14,462 7,335 7,372
R2 0.033 0.060 0.032 0.054 0.019 0.136 0.023 0.063 0.029 0.052 0.015 0.039

t+1

Credit_Exposurei,t−1 -0.0003 -0.0052 -0.0385** -0.0433*** -0.0092 0.0489 0.0305 0.0292 0.0600 0.0707 0.0002 0.0017
(0.0193) (0.0192) (0.0160) (0.0155) (0.163) (0.163) (0.0285) (0.0292) (0.0526) (0.0539) (0.0186) (0.0197)

Obs 17,055 16,993 17,054 16,992 4,359 4,283 16,906 16,844 14,527 14,467 7,337 7,317
R2 0.033 0.060 0.031 0.054 0.018 0.135 0.021 0.061 0.028 0.051 0.012 0.028

t+2

Credit_Exposurei,t−1 -0.0004 -0.0027 -0.0110 -0.0086 -0.0484 -0.0678 0.0144 0.0187 0.0503 0.0131 -0.0087 -0.0087
(0.0264) (0.0257) (0.0189) (0.0189) (0.0925) (0.0882) (0.0375) (0.0376) (0.0864) (0.0902) (0.0273) (0.0286)

Obs 17,054 16,981 17,053 16,980 4,348 4,258 16,906 16,831 14,525 14,449 7,333 7,298
R2 0.015 0.048 0.017 0.046 0.019 0.098 0.014 0.051 0.014 0.047 0.013 0.035

Clustered by industry yes yes yes yes yes yes yes yes yes yes yes yes
Time FE yes no yes no yes no yes no yes no yes no
Indusrty FE yes no yes no yes no yes no yes no yes no
Time-Industry FE no yes no yes no yes no yes no yes no yes

Authors’ calculations. Dependent variables are measured as the log difference. The sample includes all years from 2004 to 2015. For
employment we have information for only the second half of the sample, as per data availability from the Department of Labor. ***, **,
and * denote statistical significance at the 1%, 5%, and 10% level, respectively. Similar to Berman et al. (2012) we include fixed effects
by industry due to the heterogeneity between them in terms of productivity and pricing-to-market. Also, other authors such as Casas
(2019) explain the heterogeneity by the difference in relative importance of intermediate inputs in production and Chen and Juvenal
(2016) explore the heterogeneity based on the quality differences between industries.
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4 A Quantitative Model of Crowd-out of Public Debt

In this section we propose a crowding-out model of public debt to rationalize our
empirical findings. To map our empirical results to the quantitative section, we make
some simplifications. For instance, we only consider primary dealer banks in a closed
economy setting. Thus, the banking sector has a fixed lending capacity. That is, an increase
in government spending reduces the available credit to firms as agents in the economy
cannot borrow from abroad.

Our quantitative model explains the following key stylized facts: when the government
increases its borrowing unexpectedly, interest rates on government securities increase, and
banks pass on these costs to the firms, which induces a decline in demand for capital and
crowds-out investment of capital producer firms. Further, we show how this mechanism
propagates to the entire economy through lower wages and discouraged labor supply. We
then show that these findings are consistent with our empirical findings of Section 3.1
and 3.4. Additionally, we use our quantitative model to provide economic insights that
cannot be addressed in the empirical section, such as the unanticipated borrowing costs
on various other macroeconomic variables and conduct a welfare analysis.

4.1 Model Description

Our setup comes from the class of models with sticky prices and financial intermedia-
tion that builds on Christiano et al. (2005), Smets and Wouters (2007), Gertler and Karadi
(2011), Kirchner and van Wijnbergen (2016), among others. We extend the basic structure
to enable the role of primary dealer banks in meeting the government’s deficit financing
needs. The model has two sectors: a private sector (households, firms, and financial
institution) and a public sector (a monetary authority that determines the risk-free nominal
interest rate according to a Taylor rule and a government that purchases final goods from
firms and conducts financial sector policies). The financing of the government is met
through borrowing from primary dealer banks.

This section describes the key equations as well as the new assumptions required for
the financial institution, mainly primary dealers, which play a key role in our framework.
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The rest of the model segments are by now standard.8 Thus, all detailed descriptions and
derivations are relegated to the online appendix.

4.2 Financial institution: primary dealer banks

Following Gertler and Karadi (2011) and Kirchner and van Wijnbergen (2016), banks
are subject to informational frictions. The key ingredient in our setup is the arrangement of
an exogenous increase in public debt balances on top of optimal debt issuance. The reason
why we model the government borrowing this way is motivated by our identification
strategy in the empirical model. Recall that our identifying assumption in Section 3.1
is based on the fact that a part of bond purchases in the primary dealer market are
exogenous (i.e. the amount that would have not otherwise been acquired). This enables us
to investigate how an unanticipated increase in the government’s financing needs affects
the economy and can bring the quantitative analysis closer to our empirical analysis.

Turning to the relevant section of the model, banks are competitive and total assets of
an intermediary j at the end of period t reads:

aj,t = qtsj,t + bg
j,t + bprim

j,t , (7)

with sj,t denoting bank j’s claims on intermediate good firms that have a relative price of
qt and a net real return of rk

t+1 at the beginning of next period. The bank holds two assets,
bg

j,t and bprim
j,t where each asset pays a net real return of rg

t+1 and rprim
t+1 in the next period.

Note that the bank cannot choose how much bprim
j,t to hold in its debt balances as bprim

j,t are
government bond holdings that the bank is required to hold because of its primary dealer
status. The balance sheet of bank j is then given by:

aj,t = dj,t + nj,t,

where dj,t denote household deposits made to the bank j and the last term nj,t denotes
the bank j’s net worth which can be dynamically written as the difference between asset

8To summarize the production chain, there are four agents taking part, all of which are owned by
households. Perfectly competitive intermediate good producing firms rent labor services from households
and borrow from banks by issuing claims to finance capital acquisition. At the end of the production of
intermediate good firms, capital producers purchase their capital, repair their depreciated capital, purchase
investment goods, and transform them into new capital. This new capital is again purchased back by
intermediate goods producers who sell their differentiated goods to monopolistically competitive retail
firms which re-package these goods and sell it to the final goods producers whose job is to transform these
varieties into a single good.
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earnings and liabilities that bear interest:

nj,t+1 = (1 + rk
t+1)qtsj,t + (1 + rg

t+1)b
g
j,t + (1 + rprim

t+1 )bprim
j,t − (1 + rd

t+1)dj,t

= (ra
t+1 − rd

t+1)(aj,t − bprim
j,t ) + (rprim

t+1 − rd
t+1)b

prim
j,t + (1 + rd

t+1)nj,t, (8)

where ra
t+1 is the net ex-post real portfolio return excluding bprim

j,t debt holdings because of
the intermediary’s primary debt holding status. Note that the interest rate on government
bonds bg is endogenously determined in the general equilibrium to clear the market but
the interest rate of bprim equals to the deposit rate rd

t , that is, rprim
t = rd

t . With portfolio
weights ωj,t = qtsk

j,t/(aj,t − bprim
j,t ) and 1 − ωj,t = bg

j,t/(aj,t − bprim
j,t ), ra

t satisfies:

1 + ra
t = (1 + rk

t )ωj,t−1 + (1 + rg
t )(1 − ωj,t−1). (9)

Equation (8) illustrates that banker j’s net worth depends positively on the premia of the
returns earned on assets over the cost of deposits. It also shows that with a positive return
difference between bankers’ portfolio and deposits, net worth may explode and bankers
may self-finance over time. As in the literature, particularly after Gertler and Karadi (2011),
at any point in time a constant proportion of household members become bankers and the
remaining ones become workers (an individual can switch between the two over time).
The literature assumes a constant survival probability of a banker to rule out a possibility
of complete self-financing. In particular, a banker operates with probability θ and exits
with probability 1 − θ, during which retained capital is transferred to the household. The
banker’s objective is to maximize the expected value of discounted terminal net worth of
Vj,t as follows

Vj,t = max
sk

j,t+1+i,b
g
j,t+1+i

Et

∞

∑
i=0

(1 − θ)θiβi+1Λt,t+1+inj,t+1+i,

which can be written recursively as,

Vj,t = max
sk

j,t+1,bg
j,t+1

βEt

{
Λt,t+1

[
(1 − θ)nj,t+1 + θVj,t+1

] }
. (10)

With positive return rates, the solution to this maximization problem may generate indefi-
nite expansion of assets. We rule out this by following Gertler and Karadi (2011) where
they introduce an agency problem between depositors and financial intermediaries. In
particular, depositors believe that bankers can divert a constant fraction λ∗ of total current
assets, aj,t. When depositors become aware of such a confiscation scheme, they would
initiate a bank-run and liquidate the bank’s net worth. To rule out a bank run in equilib-
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rium, an incentive compatibility constraint Vj,t ≥λ∗aj,t must be satisfied. This inequality
suggests that the cost to the banker of diverting assets should be greater or equal to the
diverted portion of assets. So the maximization problem becomes:

max
sk

j,t,b
g
j,t

Vj,t s.t. Vj,t ≥ λ∗aj,t.

The solution to this problem closely follows Gertler and Karadi (2011) and Kirchner and
van Wijnbergen (2016) and again is relegated to the appendix.

4.3 Government policy

The government purchases final goods and undertakes borrowing with one-period
bonds to finance its operations.

4.3.1 Borrowing through financial sector

Following Kirchner and van Wijnbergen (2016), let bt−1 denote the government’s
outstanding debt holdings at the beginning of a period. Taxes follow the following rule

τt = τ + κb(bt−1 − b), (11)

with κb ≥ 0 and τ > 0. This tax rule ensures fiscal solvency for any finite initial level
of debt (Bohn (1998)). As noted before, the government’s borrowing decision has two
ingredients, bg and bprim, of which the first part can be anticipated by banks, but bprim

comes as a surprise.
The stock of total government debt that are held by banks satisfies the following law of

motion:

bt = gt − τt + (1 + rg
t )b

g
t−1 + (1 + rprim

t )bprim
t−1 . (12)

Government purchases of bprim follows the exogenous process:

log(bprim
t+1 ) = (1 − ρprim)log(bprim) + ρprimlog(bprim

t ) + ε
prim
t+1 , (13)

where ε
prim
t+1 is a Gaussian process with zero mean and constant variance. Total government

debt thus follows bt = bg
t + bprim

t .
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4.4 Aggregation, market clearing and equilibrium

All households and banks behave symmetrically and they all face the same asset prices.
Thus, we can aggregate our equations over j, derive market clearing conditions, and define
equilibrium sequences that satisfy these conditions along with a number of first-order
and transversality conditions obtained from the optimization problem of agents. For
readability purposes, the details are relegated to the appendix.

5 Model analysis

We now use our model to analyze the costs of an unexpected increase in government
borrowing. We first present the calibration and show that the model can match business
cycle statistics of our case study (Colombia). We then link our model variables with our
empirical results (as tight as possible) in order to investigate the costs of an unexpected
increase in government borrowing.

5.1 Calibration

The calibration has two main ingredients: (i) one resorting to the data and (ii) one
relying on conventional estimates that are commonly used in New Keynesian DSGE
models. The list of parameters used in the paper is provided in Table 9. Our (quarterly)
data cover the sample period from 2000Q1 to 2020Q1.

In particular, we follow the parametrization found in Gertler and Karadi (2011) for the
degree of habit formation υ, the inverse Frisch elasticity of labor supply ϕ, the elasticity of
substitution among intermediate goods ε, the probability of keeping prices fixed ψ, share
of effective capital α, investment adjustment cost parameter γ and the depreciation rate
of capital δ. The parameters of Taylor rule are set to conventional values of 1.5 for the
feedback coefficient on inflation κπ, 0.125 for the output gap coefficient κy and 0.8 for the
interest rate smoothing parameter ρr. To match the annualized deposit rate of 7%, we set β

to 0.983.
To match Colombia’s macroeconomic data, the steady state ratio of government spend-

ing over GDP (g/y) is set to 18.3% and the ratio (b/y) is set to 1.8 which implies an annual
government-debt-to-GDP ratio of 45%. Primary dealer banks’ share of total government
debt holdings is set to 25%. This value often ranges between 15%-45% in the data, but
on average it is equal to 25%. We also present our results when this value is set to 1⁄6
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or 1⁄3. The quarterly depreciation rate of capital (δ) is set to 4.5% to match the average
investment-to-capital ratio.

The next block of parameters concern the financial sector. Gertler and Karadi (2011)
discuss the difficulties in calibrating the steady state leverage ratio, as there is a great
degree of heterogeneity in the financial and non-financial sector’s leverage ratio. Even
in the financial sector, leverage ratio varies among commercial and investment banks.
Following Gertler and Karadi (2011) and Kirchner and van Wijnbergen (2016), we also
set it to 4. The survival probability of bankers parameter θ is mainly used to ensure that
newly entrant bankers, details of which are provided in online appendix, receive a positive
amount, χ. By setting it to 0.95, which implies that the average survival duration of bankers
is 5 years, we obtain proportional transfer to the entering bankers to be 0.009 which is also
similar the value obtained in Gertler and Karadi (2011). Note that our calibration implies
that the fraction of assets that can be diverted (λ) becomes = 0.195. Finally, the steady state
credit spread (Γ) is set to 330 annual basis points to match the spreads of bank lending
rates to T-bills.

5.2 Model versus Macro Data

The quantitative performance of the model economy calibrated to Colombian data is
illustrated in Table 10, in which the volatilities, correlations with output, and autocorrela-
tions of the simulated time series are compared with corresponding data moments. For
this, we have turned on the shocks to TFP, government expenditures, and the monetary
policy rate, to match key empirical business cycle moments. In particular, the parameters
of the productivity shock (ρz, σz), the government spending shock (ρg, σg) and the standard
deviation of the i.i.d. shock to the monetary policy rule (σi) are selected to match the
standard deviations of the cyclical components of Colombia’s real GDP (Y), consumption
(C), private investment (I), government expenditures (G) and the policy rate for the period
2000Q1–2020Q1.9

The first, third and fifth columns of Table 10 show the point estimates of empirical
moments (standard deviations, first-order autocorrelations and cross-correlations with

9Real GDP, real private consumption and investment series are obtained from Colombia’s National
Administrative Department of Statistics (DANE) https://www.dane.gov.co/. Public debt, CPI, policy rate
and domestic gross total loans are obtained from the Central Bank of Colombia https://www.banrep.gov.co/.
The remaining ones are obtained using Bloomberg except Moody’s Seasoned Aaa Corporate Bond
Yield, which is used to compute the credit spreads, is available on the St. Louis Fed’s database
http://research.stlouisfed.org/fred. All variables, except the policy rate and spreads, are log transformed
and demeaned. The model moments are computed from 10,000 simulated time series. Cyclical components
of the model and the data are estimated using a Hodrick-Prescott (HP) filter with a smoothing parameter of
1600.
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respect to GDP) along with associated standard errors in parentheses. It appears that
consumption is less volatile than output, whereas government expenditure, private invest-
ment and government borrowing is significantly more volatile than output. Concerning
financial variables, except inflation, all the other variables (policy rate, credit spread, bank
credit, bank capital) are more volatile than output. The remaining columns in the table
display the simulated moments which are obtained using the Delta method and GMM. We
report the t-statistics in brackets to be able to assess the statistical difference between the
model implied moments and the data moments. Even though the benchmark model is not
estimated and includes a few number of shocks, the model does a relatively good job in
matching the relative volatilities of model variables of interest, as the t-statistics lie below
2 in absolute value for real GDP, consumption, investment, government expenditures,
government debt, policy rate, and credit spread.

Concerning the autocorrelations, the model performs well too. Column 4 displays that
the model is able to match the autocorrelations observed in the data, except for private
investment and inflation, which have associated t-statistics below 2 in absolute value.
Column 6 shows that the correlations with output, the level of model-implied correlation
coefficients, apart from the policy rate which follows from the negative correlation between
inflation and output and credit spread, are fairly similar to those implied by the data.
Most importantly, consumption, investment, government spending, and bank credit are
procyclical both in the data and in the model. Our conclusion from this analysis is that
the model performs reasonably well for a fair description of the basic properties of the
business cycle statistics.
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Table 10: Business Cycle Statistics: Data vs. Model Economy

Standard dev Autocorrelations Cross corr. to GDP

Data Model Data Model Data Model
(1) (2) (3) (4) (5) (6)

GDP (Y) 1.27 1.47 0.74 0.90 1.00 1.00
(0.15) [-1.36] (0.23) [-0.68]

Consumption (C) 1.06 0.93 0.80 0.94 0.82 0.91
(0.10) [1.38] (0.18) [-0.77]

Investment (I) 6.31 6.26 0.34 0.92 0.64 0.77
(0.95) [0.06] (0.13) [-4.36]

Government spending (G) 4.96 3.82 0.68 0.67 0.35 0.13
(1.14) [1.00] (0.31) [0.00]

Government debt 3.96 5.01 0.61 0.66 -0.38 0.16
(0.44) [-2.40] (0.20) [-0.26]

CPI inflation 0.95 0.64 0.00 0.45 0.13 -0.23
(0.08) [4.11] (0.06) [-7.66]

Policy rate 1.40 1.36 0.90 0.85 0.53 -0.82
(0.19) [0.22] (0.25) [0.17]

Credit spread 1.37 1.56 0.87 0.65 -0.52 0.17
(0.15) [-1.33] (0.20) [1.10]

Bank credit 3.57 1.64 0.92 0.74 0.60 0.55
(0.53) [3.62] (0.28) [0.63]

Bank capital 33.73 7.77 0.65 0.63 -0.05 -0.27
(10.96) [2.37] (0.39) [0.06]

Columns (1), (3) and (5) report the data volatilities, autocorrelations and correlations with output,
respectively. The data spans the period between 2000Q1 and 2020Q1. Remaining columns report
the corresponding model moments of the 10,000 simulated time series. Round brackets show
standard errors, whereas square brackets display the t-statistics. Cyclical components of both the
model and the data are estimated using a HP filter with a smoothing parameter of 1600.
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5.3 Effects of a surprise borrowing shock

We now investigate the response to a surprise borrowing shock. Our objective is to
understand how the economy responds when the government’s funding pressures are
passed on to primary dealer banks when it borrows unanticipatedly. Figure 9 plots the im-
pulse response functions of selected variables to an unanticipated increase in government
borrowing. We consider three alternative shock levels. The baseline scenario is the one
in which the bprim shock is normalized to 1% of GDP on impact with an auto-correlation
coefficient ρb of 0.93, with which we target to match the cumulative investment decline
observed in our empirical section (the next section further elaborates on this). The other
two shock levels considered are bprim normalized to 0.5% and 2% of GDP.
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Figure 9: Impulse-response functions of selected model variables to a surprise borrowing
shock of 1% of GDP relative to steady state in quarter 0. The figures show deviations from
the steady state.

Notice that in the baseline scenario, which is plotted in solid blue lines in the figure,
the initial impact of a rise in borrowing is reflected in the sharp jump of both expected
interest rates and borrowing costs. As the cost of borrowing increases, goods producers
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demand less capital which crowds out investment of capital producers. Notice that the fall
in investment is amplified even though the shock is mean-reverting. This follows from
the financial accelerator mechanism, as in Gertler and Karadi (2011). At the core of this
mechanism lies the procyclical variation in the bank’s balance sheet. In particular, a decline
in investment leads to a reduction in the price of capital, which reduces the valuation of
claims on intermediate good firms, and thus leads to a further tightening in the bank’s
net worth. These adverse conditions tighten endogenous leverage constraints that banks
have to meet while providing loans to producers and to the government. This chain of
events further raises borrowing costs, crowds out investment, lowers asset prices and
contracts the bank’s net worth, and so forth. As a result, there is a sharp credit crunch in
the economy. Figure 10 shows that the entire economy is affected by this chain reaction
as the effects feed through by lowering workers’ wages and discouraging labor supply
which tightens household’s budget constraint and leads to a decline in consumption. The
response of the economy depends on the size of the shock that is fed into the economy.

Figure 10: Impulse-response functions of wages, labor, consumption and output to a
surprise borrowing shock of 1% of GDP relative to steady state in quarter 0. The figures
show deviations from the steady state.
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To sharpen the understanding of the model dynamics, we analyze model dynamics by
changing the steady state value of the share of government debt that is being passed on to
primary dealer banks. Recall that the steady state share of primary dealer debt is around
one-third of total government debt. We hence consider two values, 1⁄3 and 1⁄6, which we
denote “high borrowing" and “low borrowing", respectively. The bprim shock is normalized
to 1% of GDP on impact and the outcome of this analysis is presented in Figures 11 and 12.
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Figure 11: Impulse-response functions of wages, labor, consumption and output to a
surprise borrowing shock of 1% of GDP relative to steady state in quarter 0. The figures
show deviations from the steady state.

In essence, a rise in the government’s unanticipated borrowing generates very similar
paths for expected interest rates and borrowing costs. This is different from the analysis
in Figures 9 and 10 in which we considered different levels of borrowing shocks. Yet,
in the case with a lower borrowing shock, the magnitude of the decline in capital and
investment is smaller. This is because the rise in government borrowing does not crowd
out bank’s claims to firms as much as for the higher borrowing. Thus, banks only need to
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Figure 12: Impulse-response functions of selected model variables to a surprise borrowing
shock of 1% of GDP relative to steady state in quarter 0. The figures show deviations from
the steady state.

channel fewer funds to government borrowing which leads to a milder credit crunch in
the economy.

5.4 Comparing the model with the empirical section

We now assess whether the quantitative model connects to the empirical estimates. As a
word of caution, the comparison between our empirical strategies and quantitative model
is not straightforward. Unavoidably, pitfalls arise as we try to match micro-estimates with
a general equilibrium macro model. To name a few, our empirical strategy first identifies
the impact of government borrowing on corporate lending and for that we use a number
of control variables and fixed effects (e.g. we use firm-time fixed effects to control for
credit demand). In the quantitative model, however, instead of controlling for demand, we
model it (some effects are in fact driven by firm’s credit demand). To this end, in Table B4
we conduct additional robustness exercises with and without firm-time (demand-driven)
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fixed effects.10 Further, in all of our empirical regressions, we investigate the impact of a
1 percentage point (pp) increase in bank’s bonds-to-asset ratio, which roughly coincides
with a 1pp of GDP increase in government bonds. In contrast, in the quantitative model
we measure the impulse of the borrowing shock as a 1pp of GDP relative to the steady
state.

Similarly, for some of the model variables (e.g. investment, wages, and labor) the
comparison is again not straightforward, as our empirical strategy first identifies the
impact of fiscal expansions on corporate lending, and only in a second stage do we evaluate
real sector effects. More specifically, to empirically link our credit findings to the real sector,
we compute a firm-level exposure variable, which intuitively captures the extent to which
lenders acquired government bonds and are thus more likely to be liquidity constrained
(see Section 3.4). In this analysis we note that the mapping –from our RDD exercises to
the quantitative estimations– is not immediate and requires some back-of-the-envelope
calculations to rescale real sector effects by the difference in government bond purchases
between primary and non-primary dealers. Hence, while we try to make our quantitative
model as closely linked to the data, we acknowledge a significant drawback that stems
from the different measures of the impulse shock, namely government borrowing. As
such, inputs from the empirical section are taken only as suggestive targets to match in
our quantitative analysis.

We follow two approaches. The first uses our quantitative model and targets the
cumulative decline in investment (i.e. the discounted average steady state deviation of
investment) by setting the persistence parameter of the borrowing shock ρprim to 0.93. The
results of this analysis are reported in the second column of Table 11. Recall from Section
3.4, and also summarized in the first column of Table 11, that a government debt increase
of 1% of GDP leads to a decline in investments, wages, and employment of 1.15%, 0.64%,
and 0.13%, respectively. On the quantitative front, notice that the investment panel in
Figure 9 displays a steady state deviation of investment of -0.11% at its peak but dies out
quickly. The cumulative investment decline, computed for 1,000 periods, becomes 1.15%
which exactly matches the second column of Table 11. Similarly, the cumulative fall in
wages and labor amounts to 0.29% and 0.11%.

Arguably, a more reliable statistic that does not require a back-of-the-envelope calcula-
tion and which has an immediate mapping to our empirical section is the capital (loan)
variable. Recall from Section 3.1.1 that the cumulative fall in the amount of net capital

10In our main analysis in Section 3.1.1, the cumulative fall in the amount of net capital is 0.77% after an
unanticipated 1% increase in government borrowing. This cumulative effect becomes 1.22% in the absence
of firm-time fixed effects.
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is 0.77% after an unanticipated 1% increase in government borrowing. To compare this
value with the quantitative counterpart, we turn to the capital panel in Figure 9, which
shows that the steady state deviation of capital reaches its peak at -0.04%, and which has a
cumulative fall of 0.84%.

In the second approach, we use the estimated shocks from Section 3.1.1 and feed them
into our quantitative model.11 To do so we first recover the estimated residuals (ε̂j,t) of the
following regression:

Bondsj,t =αj + β1Primaryj,t + β2ColDebtt + β3Controlsj,t + εj,t, (14)

where the variable Bondsj denotes the bank’s stock of government bonds as a share of its
assets, Primaryj indicates the amount of bonds purchased in the primary dealer market by
bank j, also as a share of its assets (non-primary dealer banks take a zero value), Controlsj

are the bank-level controls that appear in Table 1, ColDebtt is the total government debt
over GDP, and the term αj indicates bank fixed effects.

Next, we average the estimated shocks (ε̂t) across new loans and quarters (weighted by
loan volume) in order to get a quarterly time series, and estimate an auto-regressive AR(1)
coefficient, which yields ρb = 0.896 and a standard deviation of σb = 0.017. Finally, we feed
these estimates to our quantitative model and report our results in the third column of
Table 11. Our model does also a relatively good job in estimating declines of investment,
capital, and employment. For wages, even though the estimated decline is nearly half of
its empirical counterpart, we nonetheless obtain the same sign.

Our conclusion from this analysis is that our quantitative model provides a fair descrip-
tion of the main empirical estimates. Further, in the next subsection we perform a welfare
analysis which cannot be evaluated in our empirical strategy.

11Typically, the literature uses vector autoregressions (VARs) using the estimated DSGE model shocks
(Christiano et al. (2005)). What we do instead is to use our results from local projection methods and fit the
estimated shocks into an AR(1) process to be fed into our DSGE model. This is motivated by the findings of
Plagborg-Møller and Wolf (2021) who prove that local projections and VARs essentially estimate the same
impulse responses.
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Table 11: Effects of a surprise borrowing shock

(1) (2) (3)
Data Baseline Shock estimation

Investment decline (%) 1.15 1.15 1.17
Capital (loan) decline (%) 0.77 0.84 0.86
Wage decline (%) 0.64 0.29 0.31
Labor decline (%) 0.13 0.11 0.12
Welfare decline (%) n.a. 0.08 0.08

The first column presents the results that are obtained in our empirical section. The
second column presents our results from the DSGE model, in which the bprim shock is
normalized to 1% of GDP on impact with an autocorrelation coefficient ρb of 0.893. The
third column presents the results where we fit an AR(1) process to shocks estimated
in equation 14. The estimation results in a persistence parameter of ρb = 0.896 and a
volatility parameter of σb = 0.017. The third column results are obtained when we use
these parameters for the bprim shock.
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5.5 Welfare analysis

We now use our model to evaluate the cost of government debt issuance in an economy
where government debt crowds out bankers’ demand for capital claims issued by non-
financial firms which subsequently lead to a decline in investment. To do so, we undertake
a welfare analysis. The criterion that we use for this analysis is the unconditional steady
state value of household’s lifetime utility, which is provided in equation (A.1) in the
online Appendix. We implement a second-order approximation to the utility function
of the representative agent around the steady-state and then evaluate welfare under
different degrees of the borrowing shock. In particular, we compute welfare gains in
terms of percentage changes in compensating consumption variations that would leave
households indifferent between staying in an economy with an unanticipated increase
in government borrowing or moving to an economy without an unanticipated increase.
Thus, a negative value would imply that a household would prefer to live in an economy
without a borrowing shock.

Figure 13 depicts the welfare gains from being in the economy with government
borrowing shocks. As shown, welfare is always lower in the economy with borrowing
shocks and the degree of the fall in welfare varies depending on the size of the shock. The
borrowing shock that is normalized to 1% of GDP on impact generates a welfare loss of
0.0015% at the onset to 0.0022% at its peak. Notice that when the magnitude of the shock
is doubled (halved), the severity of the welfare amplifies (is reduced). The cumulative
welfare loss, which corresponds to the discounted average computed for 1,000 periods, is
0.08%.

Figure 13: The effects of a borrowing shock on welfare measured in permanent consumption
equivalent (PCE) terms.
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6 Conclusions

We investigate the impact of government spending on firm investment, by closely
tracing firms with multiple banking relationships. On the empirical front, we postulate
a crowding-out effect as a function of public debt. That is, we confirm a crowding-out
channel to corporates and find that this effect is more pronounced during episodes of high
government debt. Further, to investigate real sector effects, we propose a novel firm-based
measure of credit exposure in order to evaluate the impact on firm’s outcomes such as:
wages, investments, assets, liabilities, equity, and profits.

All of our results point towards how increased government borrowing affects the
dynamics of economic activity and crowds out private investment. In particular, we find
that an increase in banks’ bonds-to-assets ratio decreases loans to corporates. In turn,
firm’s outcome variables are negatively exposed.

Our findings are grounded in a quantitative model with financial and real sectors. In
contrast to most of the literature, our framework is enriched with investment, financial
sectors and long-term debt. We show that increased government spending limits the
amount of available funds to firms and raises sovereign risk. Primary dealers then pass on
these costs to local firms.

Our study, to the best of our knowledge, is the first to establish a causal link (using micro
data) wherein resources to the private sector are deterred by the take-up of government
debt, which in turn leads to lower investment. Hence, we believe that our findings can
better guide fiscal and monetary policy makers, especially in times of spending booms.
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Appendix A Separate file for online publication

Appendix B Robustness Exercises

Appendix B.1 Inclusion of interest rates as a control variable

Table B1: IRFs of banks’ bond holdings on corporate credit lines (including
interest loans’ interest rate as a control)

(1) (2) (3) (4)
Loans (Bank “j”) Loans (Bank “ − j”)

Periods Bonds
Assets

Bonds
Assets ∗

Wonamount
Assets ∗ Debt

GDP
Bonds
Assets

Bonds
Assets ∗

Wonamount
Assets ∗ Debt

GDP

1 -0.022 0.050 0.018 -0.12
(0.16) (0.092) (0.12) (0.095)

2 -0.11 0.033 0.048 -0.053
(0.16) (0.14) (0.11) (0.10)

3 -0.17 -0.35* 0.13 0.30*
(0.17) (0.19) (0.13) (0.15)

4 -0.22 -0.15 0.14 0.20
(0.14) (0.20) (0.10) (0.15)

5 -0.25 -0.21 0.21 0.23*
(0.20) (0.15) (0.14) (0.11)

6 -0.35** -0.25 0.31** 0.16
(0.15) (0.15) (0.12) (0.14)

7 -0.31** -0.64*** 0.33*** 0.41***
(0.14) (0.12) (0.094) (0.11)

8 -0.20 -0.46** 0.19 0.27
(0.15) (0.17) (0.12) (0.16)

9 -0.26** -0.64** 0.19** 0.48**
(0.12) (0.25) (0.091) (0.20)

10 -0.016 -0.60** -0.024 0.50**
(0.18) (0.21) (0.14) (0.19)

11 -0.014 -0.23 -0.040 0.16
(0.17) (0.18) (0.14) (0.17)

12 0.029 -0.39 -0.031 0.31*
(0.19) (0.24) (0.14) (0.17)

Cluster by bank yes yes yes yes
Firm-time fixed effects yes yes yes yes
Bank fixed effects yes yes yes yes
Bank controls yes yes yes yes

Authors’ calculations. The sample includes all months from December 2004 to December 2015. Each listed
coefficient results from a separate regression following equations (2) and (3). Rows denote outcomes k-months
after treatment. Loani,j,t+k corresponds to the value (in logs) of all new loans from bank j to firm i, in month
t+ k. Bonds denotes the bank’s stock of government bonds as a share of its assets. Primary indicates the amount
of bonds purchased in the primary dealer market, also as a share of its assets. ***, **, and * denote statistical
significance at the 1%, 5%, and 10% level, respectively. For all regressions, the average R2 is 0.80 with 60,000
observations.
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Appendix B.2 Effects when the economy operates below full capacity

Table B2: IRFs of bank’s bond holdings on corporate credit lines (Periods
of Low Debt)

(1) (2) (3) (4)
Loani,j,t+k (Bank “j”) Loani,-j,t+k (Other Bank “ − j”)

Periods Bonds Bonds ∗ Primary ∗ DLow_Debt Bonds Bonds ∗ Primary ∗ DLow_Debt

1 -0.15 0.002 0.12 0.003
(0.17) (0.009) (0.13) (0.006)

2 -0.24 0.007 0.15 -0.006
(0.17) (0.006) (0.13) (0.004)

3 -0.28* 0.010 0.21* -0.008
(0.16) (0.007) (0.12) (0.005)

4 -0.30** 0.013 0.20** -0.013
(0.14) (0.011) (0.099) (0.010)

5 -0.28* 0.011 0.23** -0.013**
(0.16) (0.007) (0.12) (0.005)

6 -0.40*** 0.007 0.35*** -0.0017
(0.12) (0.008) (0.095) (0.008)

7 -0.39*** 0.027*** 0.36*** -0.018**
(0.12) (0.009) (0.078) (0.007)

8 -0.25* 0.026** 0.21* -0.017*
(0.15) (0.010) (0.12) (0.010)

9 -0.34** 0.018* 0.25** -0.013
(0.14) (0.010) (0.11) (0.008)

10 -0.16 0.031* 0.098 -0.025*
(0.19) (0.015) (0.15) (0.013)

11 -0.098 0.004 0.025 -0.0043
(0.17) (0.007) (0.13) (0.007)

12 -0.086 0.010 0.042 -0.007
(0.18) (0.008) (0.13) (0.008)

Cluster by bank yes yes yes yes
Firm-time fixed effects yes yes yes yes
Bank fixed effects yes yes yes yes
Bank controls yes yes yes yes

Authors’ calculations. The sample includes all months from December 2004 to December 2015. Each listed
coefficient results from a separate regression following equations (2) and (3). Rows denote outcomes k-months
after treatment. Loani,j,t+k corresponds to the value (in logs) of all new loans from bank j to firm i, in month
t + k. Bonds denotes the bank’s stock of government bonds as a share of its assets. Primary indicates the
amount of bonds purchased in the primary dealer market, also as a share of its assets. ***, **, and * denote
statistical significance at the 1%, 5%, and 10% level, respectively. For all regressions, the average R2 is 0.80
with 60,000 observations.
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Table B3: Impact of lenders’ bond holdings on firms’ balances (Periods of Low Debt)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

∆ Assets ∆ Liabilities ∆ Investments ∆ Profits ∆ Wages ∆ Employment

Credit_Exposurei,t−1 0.0139 0.0201 0.0127 0.0149 -0.0274 0.0309 0.00369 -0.00762 -0.0106 -0.00931 -0.0210 -0.0210
(0.0364) (0.0378) (0.0674) (0.0685) (0.170) (0.179) (0.0492) (0.0461) (0.0952) (0.0948) (0.0519) (0.0519)

Clustered by industry yes yes yes yes yes yes yes yes yes yes yes yes
Time FE yes no yes no yes no yes no yes no yes no
Industry FE yes no yes no yes no yes no yes no yes no
Time-Industry FE no yes no yes no yes no yes no yes no yes
Obs 4,531 4,514 4,531 4,514 1,161 1,142 4,489 4,471 3,919 3,904 1,759 1,759
R2 0.022 0.041 0.022 0.031 0.102 0.181 0.024 0.063 0.007 0.024 0.022 0.022

Authors’ calculations. Dependent variables are measured as the log difference. The sample includes all years from 2004 to 2015.
For employment we have information for only the second half of the sample, as per data availability from the Department of Labor.
***, **, and * denote statistical significance at the 1%, 5%, and 10% level, respectively. Similar to Berman et al. (2012) we include fixed
effects by industry due to the heterogeneity between them in terms of productivity and pricing-to-market. Also, other authors such
as Casas (2019) explain the heterogeneity by the difference in relative importance of intermediate inputs in production and Chen
and Juvenal (2016) explore the heterogeneity based on the quality differences between industries.
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Table B4: Net effect of banks’ bond holdings on
corporate credit

Dependent var: Loani,j,t+h + Loani,-j,t+h (1) (2)

Periods Bonds

1 -0.040 -0.21
(0.057) (0.36)

2 -0.095* -0.034
(0.054) (0.29)

3 -0.076 -0.091
(0.050) (0.25)

4 -0.10** -0.11
(0.044) (0.29)

5 -0.050 0.17
(0.052) (0.24)

6 -0.053 -0.13
(0.036) (0.22)

7 -0.020 -0.064
(0.055) (0.28)

8 -0.049 -0.018
(0.043) (0.29)

9 -0.095** -0.17
(0.043) (0.29)

10 -0.060 -0.14
(0.041) (0.32)

11 -0.079* -0.16
(0.047) (0.33)

12 -0.050 -0.26
(0.055) (0.34)

Cummulative sum -0.77 -1.22

Cluster by bank yes yes
Firm-time fixed effects yes no
Bank fixed effects yes yes
Bank controls yes yes
Firm fixed effects no no
Time fixed effects no no

Authors’ calculations. The sample includes all months from December
2004 to December 2015. Each listed coefficient results from a separate re-
gression following equations (2) and (3). Rows denote outcomes h-months
after treatment. Loani,j,t+h corresponds to the value (in logs) of all new
loans from bank j to firm i, in month t + h. Bonds denotes the bank’s stock
of government bonds as a share of its assets. Primary indicates the amount
of bonds purchased in the primary dealer market, also as a share of its as-
sets. ***, **, and * denote statistical significance at the 1%, 5%, and 10%
level, respectively. For all regressions, the average R2 is 0.80 with 60,000
observations.
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