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Resumo

Em 1971, Leon Chua reparou que faltava uma ligação entre os 4 elementos fundamentais do eletro-
magnetismo: tensão, corrente, carga e fluxo magnético. Chua completou essas as ligações através
da idealização matemática de um novo dispositivo, o memristor. Este dispositivo, considerado por
Chua um elemento fundamental como a resistência, condensador e indutor, tem propriedades não
lineares e de memória não volátil: a resistência do dispositivo é dependente de uma tensão que foi
aplicada no passado. De forma muito simplificada, o memristor é uma resistência com memória.
Este dispositivo só viria a ser implementado fisicamente pela HP Labs em 2008.

Desde então que este dispositivo tem sido explorado em diferentes áreas pelas suas caracterís-
ticas peculiares, principalmente nas áreas de computação neuromórfica e de memória não volátil.
Com o aumento drástico das limitações na tecnologia CMOS devido à sua abrupta diminuição, os
memristors apresentam ser uma tecnologia ideal para implementação híbrida com CMOS, contor-
nando assim o que seria o fim da Lei de Moore.

Esta dissertação explora o comportamento do memristor, as aplicações que foram feitas até
ao momento, a projeção de um circuito com tecnologia hibrida CMOS/memristor e demonstra os
resultados do uso de ambas tecnologias.
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Abstract

In 1971, Leon Chua noticed that it was missing a link between the 4 fundamental elements from
eletromagnetism: voltage, current, charge and magnetic flux. Chua found the missing link with a
mathematical approach of a new device: the memristor. Chua considered this device as fundamen-
tal, like the resistor, capacitor and inductor, and it shows properties of non volatile memory and
non linearity: its resistance depends on a voltage that was applied to it in the past. In a very simple
and crude way, the memristor is a resistor with memory. This device would only be implemented
physically in 2008 by HP Labs.

Since then, this device has been a target for investigation for its unique behavior, mostly in
neuromorphic computing area and non volatile memory. With the fast grow of the CMOS limita-
tions due to its extreme size reduction, memristors show to be an ideal technology to implement
in hybrid technology with CMOS, contouring what would be the end of Moore’s Law.

This dissertation studies the behaviour of the memristor, as well as its state of art, the project
of circuits with hybrid CMOS/memristor technologies and presents the results of using both tech-
nologies.
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Chapter 1

Introduction

The electronics industry is mainly driven by its capability to create more advanced hardware. This

is primarily possible due to the use of Complementary Metal-Oxide Semiconductor (CMOS) tech-

nology, which allows to create a considerable amount of building blocks inside a single chip. Since

the invention of this technology [1], its use has been fundamentally important in the fabrication

of integrated circuits (ICs) due to its very low power consumption - which makes this perfect for

very large scale integration (VLSI) - as well as its low signal-to-noise ratio interference from other

electrical devices and, the most important, its scalability. The scalability in CMOS consists in

dimension and voltage reduction of the MOS transistor by the same factor.

In 1965, Gordon E. Moore, co-founder of Fairchild Semiconductor and former CEO of Intel,

published a paper [2] in which he states that the number of transistors in an IC will double about

every year for the next 10 years (Figure 1.1a). This statement would be revised by Moore in 1975,

creating a new claim saying the number of transistors in a chip would double about not every year,

but every two years. This statement became known as Moore’s law and it still stands according

to real data (Figure 1.1b). The problem of Moore’s law is that it has not taken into account the

limitations that would occur when shrinking the transistor, like current leakages or limited material

for gates or metal conductors.

This limitations started to be more noticeable in the last few years, where it can be seen the

growth has been reducing [3–5]. The transistor is becoming so small that it introduces quantum

tunnelling [6–8], a phenomenon where subatomic particles pass through a potential barrier, mak-

ing the transistor conduct whatever voltage is applied to its gate, stopping behaving as expected.

Another limitation in Moore’s law comes from the nowadays commonly used processor archi-

tecture based on von Neumann’s architecture [9]. This was proposed by Neumann in 1945, where

he describes the system as having a processing unit which manipulates and stores data from a

memory unit. The problem appears when the processing unit’s speed starts to be much faster than

the memory unit’s access speed. This makes the processor idle while waiting for a data transfer.

Many mechanisms have been propose to overcome this problems, like the addition of a cache or

the use of multithreading. This problem is treated as the von Neumann bottleneck and it gets more

difficult to solve as newer technologies tend to get faster.

1



2 Introduction

This brings a lot of discussion and research for new ways to counter these problems, such as

studying new materials (e.g. calcium fluoride [10], carbon nanotubes [11]) or quantum-mechanical

phenomena to perform computation [12,13] or even studying recently backgrounded elements, like

the memristor, to achieve new computational architectures, like neuromorphic architectures.

(a) Moore’s prediction in 1965. (b) Number of transistors inside a microprocessor. This data
was taken from Our World In Data website.

1.1 The Memristor

The memristor is the fourth fundamental circuit element as proposed by Leon Chua in 1971 [14]

(Figure 1.1) that was missing to link two of the electromagnetic variables: charge and flux linkage.

This device behaves like a nonlinear resistor with memory: its resistance depends on the previous

charge that passed through it. In other words, this device can be seen as a time-varying resistor.

Figure 1.1: Memristor schematic symbol proposed by Chua.

Although Chua proposed the memristor concept in 1971, it wasn’t until 2008 that has been

annouced a physical implementation. This was done by HP Labs, where they present the results

in their 2008 Nature paper [15]. They feature a mathematical approach to the physical implemen-

tation and the real results from their Titanium Dioxide memristor. From there, HP Labs developed

a new technology, the ReRAM (resistive RAM), from the memristor’s capability to hold its resis-

tance state.

1.2 Motivation

Since the first physical implementation of the memristor by HP Labs, there has been a lot of re-

search on how the device works, what would be the best simulation model , what materials should

be used in order to maximize the device’s performance and, most important, where the device fits
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best, in a sense to maximize performance parameters and solve problems from nowadays tech-

nologies.

One of the first implementations made with memristor was to create crossbars, like the ones

implemented in HP Labs ReRAM. Memristor crossbars (Figure 1.2) consist of a matrix configu-

ration of the memristors. This configuration allows the selection of a memristor either to change

or see its state. This offers many applications, such as hybrid memristor/CMOS circuits [16–21],

non-volatile memory [22–25], neuromorphic architectures and brain-inspired computing [26–30],

digital computing/logic [16, 19, 20, 25, 31], analog computing [31, 32], and radiofrequency appli-

cations and filtering [33–35].

It is important to think of improved solutions for better and more efficient computing architec-

tures, since the exiting ones are coming to an end due to size limitation. Exploring and combining

the memristor properties with the existing CMOS technology may give interesting and promising

results to solve von Neumann bottleneck.

(a) Memristor crossbar schematic. (b) Memristor crossbar structure.

Figure 1.2: Memristor crossbar.

1.3 Goals

The main goal of this dissertation is to achieve optimal circuits using both CMOS and memristor

technologies for parameter optimization. This optimal circuits aim to explore the non-volatile

memory capability of the memristor to create more specifically reconfigurable logic. A future

goal would be phisically integrating memristors in CMOS micro-fabrication to achieve complete

electronic systems that can solve and counter nowadays problems like the end of Moore’s Law

and the von Neumann bottleneck.
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Chapter 2

The Memristor

2.1 Chua’s Memristor

In the world of electronics, there are three fundamental passive circuit components: the resistor,

which links the voltage and current (Figure 2.1 *); the capacitor, which links the charge and

voltage (Figure 2.1 **); and the inductor, which links the magnetic flux and current (Figure 2.1

***). These three components are the main foundation to any electronic circuit. But what about a

device that can relate the magnetic flux and charge (Figure 2.1 ****)?

v

i q

ϕ
dϕ

=
M

dq*
**

*

dv=
Rdi *

dq
=

Cdv**

d
ϕ
=

Ldi***

dq = idt

dϕ
=

vd
t

Figure 2.1: Relationship between v, i, ϕ and q.

The matematical concept of this device was first introduced in 1971 by the well known pro-

fessor Leon Chua [14] from University of California, Berkeley, in which he calls it the memristor

(contraction between memory and resistor). As Chua described in this 1971 paper, the memristor

behaves like a nonlinear resistor with memory, which is characterized by flux linkage variation

between its two terminals over the charge that passes through it, resulting in what is called the

5
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memresistance, M:

M(t) =
dϕ(t)
dq(t)

(2.1)

The magnetic flux is the integral of voltage over time and the charge is the integral of current

over time, resulting in Ohm’s law [36,37] (Equation 2.2). If the memresistance is time independent

and constant, it is obtained a resistor with resistance R. The memristor explores non linearity and

time dependency, giving it a memresistance that depends on the charge that flowed through it in

the past:

M(t) =
v(t)dt
i(t)dt

=
v(t)
i(t)

(2.2)

2.2 HP Labs Memristor

In 2008, HP Labs published an article in the scientific journal Nature [15] where they present what

would be the first successful implementation of the hipothetical memristor. Its structure represents

a metal-oxide-metal structure just like a capacitor: there is one layer of Titanium Dioxide TiO2

and one layer of Oxigen-poor Titanium Dioxide TiO2−x; outside these layer there are two parallel

Platinum plates (Figure 2.2). The vacancies act as mobile charges and drift according to the

applied electric field, shifting the dividing line between the two titanium dioxide layers [38, 39].

This happens due to a phenomenon which is called electroforming [40,41], which creates an high

or low resistance path according to the voltage applied, explained in Figure 2.3.

The memristor polarity is defined by the Top Electrode, T E, and the Bottom Electrode, BE.

Pt

TiO2 TiO2−x

Pt

TE BE
w

D

Figure 2.2: HP Labs memristor structure.

A basic approach to define mathematically a memristor is to see it as a resistor controlled by an

internal state varible w, which corresponds to the width of the doped Titanium Dioxide layer. This

width is time dependent of the current that has previously flowed through the memristor (Equation

2.5).

Both the undoped and doped layers have a known resistance, which can be called, respectively,

ROFF - due to its low charge carriers concentration, giving it low conductivity (Figure 2.4b) - and

RON - due to its high charge carriers concentration, giving it high conductivity (Figure 2.4a).

The application of an external bias voltage between the memristor terminals will cause a

change in the boundary of the two layers. So, the memristor can be modeled as two variable
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Pt

Pt

Oxigen
vacancies

(a) Memristor at an ini-
tial state, where its con-
ductance is low.

Pt

Pt

(b) A positive voltage is applied to
the memristor. Vacancies start to
move in the electric field direction.

Pt

Pt

(c) Vacancies start to accumulate,
creating filaments, thus increasing
the memristor’s conductivity.

Pt

Pt

(d) The memristor gets to its high
conductivity state, since the vacan-
cies cannot move any further.

Pt

Pt

(e) Without the need
of the voltage supply,
the memristor main-
tains its physical state,
therefore maintaining
its conductivity state.

Figure 2.3: HP Labs memristor structure.

resistors connected in series with both middle contact points connected together, making the w

variable to be modulated (Figure 2.4c).

Knowing the length of the memristor, D, a width of doped Titanium Dioxide layer, w, the

voltage between its terminals is given by:

v(t) =
(

RON
w(t)

D
+ROFF

(
1− w(t)

D

))
i(t) (2.3)

With the average ion mobility µv, it can be obtained w variance for this situation:

dw
dt

= µv
RON

D
i(t) (2.4)

Since the current is charge variation over time, w can be expressed and simplified by:

w(t) = µv
RON

D
q(t) (2.5)
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Pt

Pt

TiO2−x

D

RON

(a) Titatium dioxide
doped resistance.

Pt

Pt

TiO2

D

ROFF

(b) Titatium dioxide un-
doped resistance.

RON
w
D ROFF(1− w

D)

(c) Memristor equivalent circuit.

Figure 2.4: Memristor structure and equivalent schematic.

Knowing that the doped resistance is much lower than the undoped resistance, M is:

M(t) = ROFF

(
1− µvRON

D2 q(t)
)

(2.6)

And it is charge dependent, being its crucial contribution. For higher µv values and smaller

lengths D, the memresistance becomes higher.

To obtain a better understanding of this device properties, a graphical interpretation was made

through the simulation of the model (Figure 2.5).

From Figure 2.5b, it can be seen the memristor’s I-V curve with hysteresis, proving that its

resistance changes over time according to the voltage applied.

2.3 Memristor and CMOS

With the introduction of the first working memristor, the main approach to the use of this device

was to implement it in a large scale structure, a crossbar, like the one shown previously in Figure

1.2. This memristor crossbar allows the arranging of x memristors in a matrix configuration of

x = n×m. The selection of a specific memristor can be achieved by using the column and row to

which it is connected.
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(a) Time domain behaviour of the HP Labs memristor model for
a sinusoidal voltage with 0.9 V of amplitude and frequency of
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(b) I-V characteristic curve for HP
Labs memristor model. The ar-
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Figure 2.5: HP Labs memristor simulation results. Input voltage: 0.9sin(2π10t) Memristor pa-
rameters: Ron = 1kΩ, Ro f f = 10kΩ, w= 0.9×10−9m, D= 12×10−9m, uv = 2×10−14m2s−1V−1.

A more specific research and development area consists on using these crossbars with CMOS

technology [16–21]. The main idea goes through stacking the memristor crossbar on top of the

CMOS substrate (Figure 2.6a). The connection between the CMOS layer and the crossbar layer is

made through the CMOS vias. These vias connect the CMOS circuits to the crossbars electrodes,

selecting specific memristors according to the row-column connection. This introduces a new

layout procedure for the CMOS, where vias need to be added for hybrid connection (Figure 2.6b).

In the literature presented in this section, hybrid circuits were designed and it was shown that

the hybrid technology stack is physically compatible.

(a) Hybrid CMOS/Memristor structure. (b) Hybrid CMOS/Memristor layout.

Figure 2.6: Hybrid CMOS/Memristor representation (Figures from [19]).
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Chapter 3

Memristor Simulation Models

In this chapter, general memristor simulation models in Spice are studied. Their I-V curves and

dynamics are analyzed in order to get a better understanding of how each model works. Most

of the simulation models are reviewed by Chis Yakopcic in his 2012 Book chapter [42]. The

Knowm’s memristor model is also explored and a model parameter fitting is done from real data.

A problem with this model is presented and a modification is proposed.

All simulations were done in LTSpice IV and all the Spice models can be found in Appendix

A.

3.1 Spice Model

The Spice circuit used for modeling a memristor (Figure 3.1) is based on a state variable x (equa-

tion 3.1). This variable is used instead of w to normalize the memristor’s state, resulting in values

between 0 (least conductive state) and 1 (most conductive state). The memristor’s top electrode

is denoted by T E and the bottom electrode by BE. This indicates the memristor polarity, where a

positive voltage bias (vT E−BE = vmem) results in an increase in conductivity.

x(t) =
w(t)

D
(3.1)

The current that goes through the memristor is given by the voltage across it divided by its

memresistance, which is dependent on x. So the memristor can be replaced by a voltage controlled

current source, which value corresponds to Equation 3.3.

v = M(x)i (3.2)

i =
v(t)

M(x)
=

v
RONx+ROFF(1− x)

(3.3)

From the first HP Labs model presented in Chapter 2, the w derivative is given by Equation

2.4 and, to obtain an x value, w is normalized and then the equation is integrated. The integration

11
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BE

T E

i(t)

BE

T E

iG(t)

C

x(t)

Figure 3.1: Equivalent circuit for memristor simulation model.

is obtained from a voltage across a one Faraday capacitor (Equation 3.4), in which it is applied a

current with the value of dx
dt (Equation 3.5).

x(t) =VC =
1
C

∫ t

−∞

iG(t)dt (3.4)

dx(t)
dt

= iG(t) (3.5)

3.2 Window Functions

One of the main problems about the memristor model proposed by HP Labs (Section 2.2) is that

it assumes a linear change of the internal state variable x (Equation 2.4). It presents high non

linearity in its boundaries, where the carriers speed is strongly reduced when x goes towards 0 (w

→ 0) or towards 1 (w→ D). This phenomena is known as boundary effect.

Another problem surges with this linear drift model when x reaches the boundaries: there are

no limits. If the internal state variable reaches a boundary, it should not surpass it. With HP Labs

model, x can take values outside the interval between 0 and 1, which is not physically possible and

thus the model starts to behave differently from its original concept.

To overcome the above problems, a second function (window function) is added to Equation

2.4 in order to add boundary limits and to add non linearity to the state variable motion (Equation

3.6).

dx(t)
dt

= µV
RON

D2 i(t)F(x) (3.6)

3.2.1 Joglekar Model

In 2009, Yogesh Joglekar et al. proposed a window function [43] where the equation is controlled

by a parameter p (Figure 3.5): as p increases, the boundary gets narrower and the effect becomes

more pronounced. It can be verified that, towards the boundaries, the window function introduces
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non linearity, whereas between the boundaries, the window function behaves approximately linear

and constant.

F(x) = 1−2(x−1)2p (3.7)

0 0.2 0.4 0.6 0.8 1

0

0.2

0.4

0.6

0.8

1

x

F
(x
)

p = 1
p = 5
p = 10
p = 50

Figure 3.2: Joglekar window function for different p values.

This window function was placed in Equation 3.6, resulting in Equation 3.8, in order to sim-

ulate and analyze its behaviour compared to the original HP Labs model results (from Figure

2.5).

dx(t)
dt

= µV
RON

D2 i(t)(1−2(x−1)2p) (3.8)

The simulation results from Joglekar modification from Figure 3.3 show that, when the applied

voltage is sufficiently low to make x stay approximately in the window linear region, the I-V

curve looks similar to the one obtained from the original model in Figure 2.5. However, as the

input voltage amplitude gets higher, x starts to reach the boundaries (Figure 3.4) and the window

function introduces non linearity.

3.2.2 Biolek Model

In 2009, Biolek et al. published a paper proposing a new window function (Figure 3.5) [44].

Biolek points out a problem with Joglekar window: x suffers non linearity whether it goes towards

or away from the boundary. This means that, when x is towards a boundary and changes direction

to the opposite one, Joglekar window function will still introduce non linearity when it should

not. Instead of x motion depend only on its ongoing x value, it should depend also on its direction

(Equation 3.9), as porposed by Biolek.

F(x) = 1− (x−u(−i))2p (3.9)
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(a) Time domain behaviour of the HP Labs with Joglekar modi-
fication memristor model for a sinusoidal voltage with 0.9 V of
amplitude and frequency of 10 Hz.
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(b) I-V characteristic curve for HP labs with
Joglekar modification memristor model.
The arrows indicate the current flow.

Figure 3.3: Simulation results for HP Labs model with Joglekar modification. Input voltage:
0.9sin(2π10t); Memristor parameters: Ron = 1kΩ, Ro f f = 10kΩ, x0 = 0.5, D = 12× 10−9m,
uv = 2×10−14m2s−1V−1, p = 1.
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(a) Time domain behaviour of the HP Labs with Biolek mod-
ification memristor model for a sinusoidal voltage with 1.8 V
of amplitude and frequency of 10 Hz.
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Figure 3.4: Simulation results for HP Labs model with Joglekar modification. Input voltage:
1.8sin(2π10t) Memristor parameters: Ron = 1kΩ, Ro f f = 10kΩ, x0 = 0.076, D = 12× 10−9m,
uv = 2×10−14m2s−1V−1, p = 1.

dx
dt

= ηµV
RON

D2 i(t)(1− (x−u(−i))2p) (3.10)

Like in Joglekar window, when the state variable is within the boundaries, the I-V curve (Fig-

ure 3.6) looks similar to the one obtained from HP Labs model. However, when x starts to go near

the boundaries (3.7), the non linear effect on x motion starts to get noticeable. In comparison with

Joglekar results (Figure 3.4), when x changes direction, Biolek window looks more linear, as an
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Figure 3.5: Biolek window function for different p values.
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(a) Time domain behaviour of the HP Labs with Biolek modi-
fication memristor model for a sinusoidal voltage with 0.9 V of
amplitude and frequency of 10 Hz.
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Figure 3.6: Simulation results for HP Labs model with Biolek modification. Input voltage:
0.9sin(2π10t); Memristor parameters: Ron = 1kΩ, Ro f f = 10kΩ, x0 = 0.5, D = 12× 10−9m,
uv = 2×10−14m2s−1V−1, p = 1.

effect of its direction-dependent equation.

3.3 Hyperbolic Sine Models

The vast majority of memristor’s structures are based on a Metal electrode, an Insulator layer and

another Metal electrode, forming a MIM structure. These type of structures present what is called

electron tunneling [38], which are typically characterized by hyperbolic sine functions. This led

to the creation of memristor models based on hyperbolic sine functions.
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(a) Time domain behaviour of the HP Labs with Biolek mod-
ification memristor model for a sinusoidal voltage with 1.8 V
of amplitude and frequency of 10 Hz.
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Figure 3.7: Simulation results for HP Labs model with Biolek modification. Input voltage:
1.8sin(2π10t) Memristor parameters: Ron = 1kΩ, Ro f f = 10kΩ, x0 = 0.076, D = 12× 10−9m,
uv = 2×10−14m2s−1V−1, p = 1.

3.3.1 General Hyperbolic Sine Model

The General Hyperbolic Sine model was proposed Mika Laiho et al. [45] in 2010, where both

the current and x motion are based on hyperbolic sine functions (Equations 3.11 and 3.12). The

parameters a1, a2, b1 and b2 are used to adjust the I-V curve, and the parameters c1, c2, d1 and d2

to ajust the threshold and motion intensity of x. Like HP Labs model, this model does not contain

limit for x values. To limit the boundaries, it was added a Biolek window function (Figure 3.8).

i(t) =

a1x(t)sinh(b1v(t)) v(t)≥ 0

a2x(t)sinh(b2v(t)) v(t)< 0
(3.11)

dx
dt

=

c1 sinh(d1v(t))F(x(t)) v(t)≥ 0

c2 sinh(d2v(t))F(x(t)) v(t)< 0
(3.12)

3.3.2 University of Michigan Model

This model was proposed by Ting Chang et al. in 2011 [46]. The memristor’s current (Equation

3.13) is a result from two current: one due to the Schottky barrier formed from the metal-insulator

layers; and one due the electron tunneling effect from the MIM structure. The x variable no longer

represents the length of TiO2 but the ion migration, which relates to the device’s conductivity. α ,

β , γ and δ are fitting positive parameters for the I-V curve. η1, η2 and λ are used to shape the state

variable dynamics (Equation 3.14) and the second term x(t)
τ

was added to include the overlapping



3.3 Hyperbolic Sine Models 17

−2

0

2

0 0.05 0.1 0.15 0.2

0

1

2

−2

−1

0

1
Vo

lta
ge

(V
)

·10−3

Time (s)

x
(

w D
)

·10−9

C
ur

re
nt

(m
A

)

(a) Time domain behaviour of the General Hyperbolic Sine
memristor model for a sinusoidal voltage with 3 V of ampli-
tude and frequency of 10 Hz.
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Figure 3.8: Simulation results for General Hyperbolic Sine model. Input voltage: 3sin(2π10t).
Biolek window parameters: p = 7. Model parameters: a1 = 4×10−8, b1 = 1.2, a2 = 1.25×10−7,
b2 = 1.2, c1 = 6×10−4, d1 = 2, c2 = 6.6×10−4, d2 = 3.8, x0 = 0.001

of several hysteresis loop (Figure 3.9).

i(t) = (1− x(t))α(1− eβv(t))+ x(t)γ sinh(δv(t)) (3.13)

dx
dt

= λ

[
η1sinh(η2v(t))− x(t)

τ

]
(3.14)

f (x,v) =
1+ sign(v)

2
1+ sign(1− x)

2
+

1+ sign(−v)
2

1+ sign(x)
2

(3.15)

3.3.3 Yacopcic Model

Chris Yakopcic developed this memristor model in 2011 [47]. Like the above models, this one

takes advantage of the hyperbolic sine function. The memristor current is similar to the General

Hyperbolic Sine model, with a difference in the parameter b, where it is the same whatever voltage

polarity:

i(t) =

a1x(t)sinh(bv(t)) v(t)≥ 0

a2x(t)sinh(bv(t)) v(t)< 0
(3.16)

The state variable derivative is given by the product of two functions g and f , where η indicates

the direction of which the state variable changes. η is typically 1, meaning that a positive voltage

bias will increase the memristor’s conductivity and a negative voltage bias will decrease it.

dx
dt

= ηg(v(t)) f (x(t)) (3.17)
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(a) Time domain behaviour of the University of Michigan
memristor model for a sinusoidal voltage with 3 V of ampli-
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Figure 3.9: Simulation results for University of Michigan model. Input voltage: 3sin(2π10t).
Model parameters: α = 5×10−7, β = 0.5, γ = 4×10−6, δ = 2, xmin = 0, xmax = 1, dri f tbit = 0,
λ = 4.5, η1 = 4, η2 = 0.004, τ = 10

g function is used to control the memristor’s threshold voltages - using Vp for positive voltage

threshold and Vn for positive voltage threshold - and the speed of transitioning from On to Off or

vice versa - using Ap for positive x motion speed and An for negative x motion speed:

g(v(t)) =


Ap(ev(t)− eVp) v(t)>Vp

An(e−v(t)− eVp) v(t)<−Vn

0 −Vn ≤ v(t)≥Vp

(3.18)

f is a windowing function (Equation 3.19) that reduces the carrier speed when x reaches the

boundaries, just like the window functions previously studied in this chapter. The x motion re-

duction depends on the voltage polarity and the window only takes effect when x reaches the

boundaries defined by xp or xn. αp and αn are parameters used to define the decay of x motion. wp

and wp are used to ensure that f is 0 when x = 1 or x = 0 (Equations 3.20 and 3.21).

f (x(t)) =



ee−αp(x(t)−xp)wp(x(t),xp) x(t)≥ xp

1 x(t)< xp

ηv(t)> 0ee−αn(x(t)+xn)−1wn(x(t),xn) x(t)≤ 1− xn

1 x(t)> 1xn

ηv(t)≤ 0

(3.19)

wp(x,xp) =
xp− x
1− xp

+1 (3.20)

wn(x,xn) =
x

1− xn
(3.21)
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A simulation was done to verify its transient behavior and respective I-V curve (Figure 3.10).
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(a) Time domain behaviour of the Yakopcic’s memristor
model for a sinusoidal voltage with 2 V of amplitude and
frequency of 10 Hz.
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Figure 3.10: Simulation results for University of Michigan model. Input voltage: 3sin(2π10t).
Model parameters: a1 = 0.17, a2 = 0.17, B = 0.05, Vp = 0.65, Vp = 0.56, Ap = 4000, An = 4000,
xp = 0.3, xn = 0.5, αp = 1, αn = 5, x0 = 0.11, η = 1

3.4 Knowm’s Mean Metastable Switch model

A new type of memristor (Self Directed Channel or SDC) was created by Kris Campbell [48] in

2017 and it is based on MetaStable Switches (MSSs). A MSS is an ideal two state element which

changes it state with a probability dependent on the voltage bias and temperature. The memristor

is formed by a collection of MSSs that change state over time, which gives them the hysteresis and

memory behaviour. As opposed to this previous models studied in this chapter, the MSS model is

not deterministic, it is rather probabilistic and stochastic but the final equations rely on hyperbolic

sine functions.

The memristor current is defined by Equation 3.22: im is the current dependent on the MSSs

- the memristor represents a collection of channels which switch to one of the two states with

different resistances, thus creating a current according to the voltage bias; iS is a current formed

due to the Schottky barrier formed by the metal-oxide junction; and Φ is the term that gives a

relative quantity of each current.

i = Φim(v, t)+(1−Φ)iS(v) (3.22)

The Schottky barrier current is given by Equation 3.23, where α f , αr, β f and βr are positive

values that shape its exponential behaviour.

iS = α f eβ f v−αre−βrv (3.23)
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The MSS had two states A a B and each state has a probability to move to the other state. The

probability of going from B state to A is given by Equation 3.24 and from B to A by Equation

3.25.

PA = α
1

1+ e−β (v−vA)
= αΓ(v,vA) (3.24)

PB = α(1−Γ(v,vB)) (3.25)

β is the thermal voltage (Equation 3.26) and α is the ratio of time step period in relation to the

time scale of the device (Equation 3.27).

It can be seen that PA and PB are based on 1
1+e−x , similar to the hyperbolic sine models studied

previously.

β =
q

kT
(3.26)

α =
dt
τ

(3.27)

The memristor is modeled as a collection of N MSSs, so its conductance is given by the sum

of every MSSs. NA is the number of MSSs in state A, NB is the number of MSSs in state B and

N = NA +NB:

Gm = NAGA +NBGB = NB(GB−GA)NGA (3.28)

The probability of k out of n MSSs change state is given by a binomial distribution, with p

being the state transition probability:

P(n,k) =
(

n
k

)
pk(n− k) (3.29)

When n is sufficiently large, P(n,k) can be approximated by a normal distribution, with µ = np

and σ2 = np(1− p):

lim
x→∞

P(n,k) =
e

(x−µ)2

2σ2

√
2πσ2

= N (µ,σ2) (3.30)

The update to the memristor conductance is the sum of two random variables:

∆NB = N (NAPA,NAPA(1−PA))−N (NBPB,NBPB(1−PB)) (3.31)

The final conductance update is given by:

∆Gm = ∆NB(GB−GA) (3.32)
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The change of the MSS number is:

dx = NOFF→ON−NON→OFF (3.33)

And the number of MSSs switching state:

NOFF→ON = POFF→ON(1− x) (3.34)

NON→OFF = PON→OFFx (3.35)

Replacing Equations 3.34 and 3.35 in 3.33:

dx = POFF→ON(1− x)−NON→OFF = PON→OFFx (3.36)

And replacing Equations 3.24 and 3.25:

dx =
dt
τ

1
1+ e−β (v−vA)

(1− x)− dt
τ

(
1− 1

1+ e−β (v+vB)

)
x (3.37)

dx
dt

=
1
τ

[
1

1+ e−β (v−vA)
(1− x)−

(
1− 1

1+ e−β (v+vB)

)
x
]

(3.38)

The final memristor conductance is dependent on x:

G =
x

RON
+

1− x
ROFF

(3.39)

And finally it can be applied Ohm’s Law:

I = G×V (3.40)

3.4.1 Simulation Model Implementation

In this subsection it is obtained the characteristic I-V curve for 3 Knowm’s Tungsten commercial

memristors in order to obtain mean model parameters to implement in a simulation model.

3.4.1.1 Memristor Data

Data from physical memristors were obtained. They should be handled very carefully due to their

low current tolerance. In the case of Tungsten memristors, they can handle currents up to 1 mA,

according to its datasheet [49].

To obtain the memristors I-V curve, it was used a Keithley 2450 Source Measure Unit (SMU)

and the circuit consisted on a current limiting resistor (Equation 3.41) in series with the memristor.

Circuit current was measured, as well as the input voltage.
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(a) Time domain behaviour of the Knowm memristor model for
a sinusoidal voltage with 0.5 V of amplitude and frequency of
10 Hz.
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Figure 3.11: Simulation results for Knowm Mean Metastable Switch model. Input voltage:
0.5sin(2π10t). Model parameters: Ron = 10kΩ, Ro f f = 100kΩ, Vo f f = 0.3V , Von = 0.3V ,
T = 298.5K.

Vmem

Imem

Rlim
Vin

Figure 3.12: Memristor I-V characterization schematic.

The circuit’s current is given by:

Imem =
Vin

Rlim +Rmem
(3.41)

To calculate Rlim, the memristor resistance should be the lowest. Considering Rmem = 0, Vin =

0.5Vpeak and Imem = 1mA:

1×10−3 =
0.5

Rlim +0
(3.42)

For limiting the maximum current of 1mA, Rlim should be:

Rlim ≥ 500Ω (3.43)

The limiting resistor value chosen was 5kΩ and the input voltage was 0.5sin(2π100t).

The experimental results are in Figure 3.13. To obtain a simulation model, it was made a

script in MatLab to obtain Ron and Ro f f for each memristor (recurring to linear regression) and

then calculate the mean value:

Ron = 4.419kΩ; Ro f f = 121.826kΩ (3.44)
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(c) Memristor 3 I-V curve.

Figure 3.13: I-V curves of three Knowm memristors.

To obtain the other parameters, several simulations of the circuit 3.12 were made to adjust its

parameters to get a mean approximation of the 3 memristors I-V curves.
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Figure 3.14: I-V curves of three Knowm memristors and simulation model.

The simulation model correlates with the experimental data and the obtained parameters are

shown in Table 3.1.

Ron Ro f f Von Vo f f τ T
4.419kΩ 121.83kΩ 0.3V 0.1777V 30µs 298.5K
Table 3.1: Model parameters for experimental data fitting.

3.4.1.2 The Drift Problem

This model as a serious issue when it comes to holding it’s state. From Equation 3.38, it is possible

to notice that when the voltage at the memristors terminals is 0V, the x motion results in a value
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different from 0, making the memristor change its state without any voltage bias (EEqaution 3.45).

dx
dt

=
1
τ

[
1

1+ eβvA
(1− x)−

(
1− 1

1+ e−βvB

)
x
]

(3.45)

Assuming that x = 1 and a = 1
1+eβvA

and b = 1
1+e−βvB

:

dx
dt

=
b−1

τ
(3.46)

b is a value always greater than 0 and lesser than 1, so the x motion will resulting in a negative

number, meaning that x value will decrease when no voltage is applied. The opposite happens

when x = 0:

dx
dt

=
a
τ

(3.47)

Like b, a is a value always greater than 0 and lesser than 1 and, consequently, the x motion

will be a positive value, which implies a increase in the x value when there is no voltage bias.

A transient simulation was made with the memristor simulation model obtained in 3.14, with

its terminals connected to ground and initial conditions x = 0 and x = 1 (Figure 3.15).
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Figure 3.15: Memristor drift with 0V applied in both terminals. Parameters used from Table 3.1.

3.4.1.3 Simulation Model Modification

A solution for this models problem is to add a PSpice IF statement to the x motion: if there is a

current accross the memristor (meaning it is biased), the x motion will be given by Equation 3.38;

else, its value will be 0, assuring that the memristors does not change it’s state. This is a simple

solution to simulate the memristor’s memory capability, which may not comply with the physical

behavior of the device, because its state retention may not last forever.

The Spice code with the modification can be found in the Appendix.
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Figure 3.16: Memristor drift with 0V applied in both terminals. Parameters used from Table 3.1.

A transient simulation of the modified model, with its results shown in Figure 3.16. I can be

seen than now the memristors has the capability to retain its state.

To confirm if the model still holds its behavior, a simulation was made, using the parameters

from 3.11.
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(a) Time domain behaviour of the Knowm memristor model
with proposed modificiation for a sinusoidal voltage with 0.5
V of amplitude and frequency of 10 Hz.
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Figure 3.17: Simulation results for Knowm Mean Metastable Switch model with proposed
modification. Input voltage: 0.5sin(2π10t). Model parameters: Ron = 10kΩ, Ro f f = 100kΩ,
Vo f f = 0.3V , Von = 0.3V , T = 298.5K.

Simulation results from Figure 3.17 show that, with the modification, the memristor’s hys-

teretic behaviour remains the same.
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Chapter 4

Reconfigurable Logic

In this chapter, memristor dynamics are studied from a digital perspective. A brief introduction to

Look-Up tables is presented in order to gain a better outlook on the circuits with this functionality.

A circuit proposal is made with has advantages compared to the studied circuits.

All simulations and designs were done in Cadence with the UMC 180nm technology. When

not explicitly indicated the opposite, the PMOS substrates are connected to the highest voltage,

Vdd , and the NMOS substrates are connected to the lowest voltage, ground. All square waveform

inputs have 100ps rise and fall time.

4.1 Memristor Dynamics from Digital Perspective

In digital circuits, there are only two voltage levels: the low voltage - corresponding to a digital

0, and the high voltage - corresponding to a digital 1. In this perspective, the memristor I-V curve

can defined by two straight lines (Figure 4.1), one for memristor state Ro f f (Equation 4.1) and

other for Ron (Equation 4.2) . The transition between these two lines is given by two threshold

voltages, vtl when memristor goes from Ron to Ro f f and vth when memristor goes from Ro f f to

Ron. This means that, when the memristor is in Ro f f state and reaches the threshold voltage vth,

the memristor changes to Ron. The same happens when memristor is in Ron: when it reaches the

threshold voltage vtl , the memristor changes to Ro f f .

i =
v

Ro f f
(4.1) i =

v
Ron

(4.2)

With this approach, a digital 0 can be assign to Ro f f and a digital 1 can be assign to Ron, for

example. It simplifies the circuit project at an initial stage. In later stages, all other parameters

have to be taken into account, like the state transition times and the fact that the memristor changes

its resistance whenever a voltage is applied to its terminals, due to x derivative being depend of its

voltage/current (Equation 3.38 for Knowm’s model).

27
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Figure 4.1: Simplified I-V curve for the memristor.

4.2 FPGAs and Look-Up Tables

When it comes to Application Specific Integrated Circuit (ASIC) design flow [50], one of the

fundamental steps is the Logic and Functional design. In this step it its defined the hardware (logic

gates and interconnections) to be implemented in the ASIC. This hardware is described through an

Hardware Description Language (HDL) and is implemented in Field Programmable Gate Array

(FPGA) to test its functionality. An FPGA consists on an IC which can be programmed with an

array of logic gates and interconnections to achieve sequential and combinatorial circuits.

Most of FPGA are formed by Configurable Logic Blocks (CLB). This CLBs are blocks in

which its logic can be programmed, as the name implies. It is basically a programmable logic

gate. The logic of this blocks is stored in Look-Up Tables (LUTs), which are arrays of memory

cells. For example, implementing a three input XOR gate would require a LUT with 23 = 8

memory cells. The output for all the input combinations are stored in the LUT. This example is

shown on Table 4.1.

Gate Inputs Expected
Output

LUT
memory cell Value Stored LUT

OutputA2 A1 A0
0 0 0 0 C0 0 0
0 0 1 1 C1 1 1
0 1 0 1 C2 1 1
0 1 1 0 C3 0 0
1 0 0 1 C4 1 1
1 0 1 0 C5 0 0
1 1 0 0 C6 0 0
1 1 1 0 C7 0 0

Table 4.1: LUT configuration to simulate a 3 input XOR gate.
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4.3 Robinson Pino et al. circuit

Robert Pino et al. patented a circuit in 2013 [51] and later published it in Wey Yu’s et al. Book

chapter [52], which consists on a LUT based on memristors, exploring their memory properties,

and CMOS, for handling the memristors.

T1 T2 T3 T4

T5

T6
T7

T8

T9
T10

Vc

Rread

k k
Vd

M1 k

M2 k

Bout
OutA2

A

A11:2
decoder

Figure 4.2: Circuit proposed by Pino et al. [51].

In this example (4.22), it is a 1 bit LUT and the circuit operation can be described as follows:

• The first stage of this circuit is to translate an address to a bit, using a decoder with n inputs

and 2n outputs for a n input LUT. In this case, the decoder should have 1 inputs and 2

outputs. This ensures that only 1 bit is selected;

• The memristors are selected using two NMOS transistors - T5 and T6 for M0 and T8 and

T9 for M1. The biasing of the two NMOS allows the respective memristor to be accessed

and modified;

• There are two main paths: the one formed by the NMOS T2 and T4, used for changing

the selected memristor’s resistance - which can be called write path; and the one formed

by the PMOS T1 and T3 and the resistor R1, used to read the selected memristor resistance

- which can be called read path. When in write mode, a voltage Vd is applied and it is

sufficiently large to change the memristor’s state. When in read mode, the resistor Rread and

the memristor create a voltage divider. A low voltage Vc is applied to the divider in order

to prevent the memristor to change its state completely. Neglecting the transistors channel
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resistance, the voltage divider is given by Equation 4.3. Rread value is chosen to maximize

the reading margin (Equation 4.4 and Figure 4.3).

• The node k selects which path will be used: if k = 0, read path is selected; if k = 1, write

path is selected. T7 and T10 are used to isolate the memristors from the buffering stage

when in write mode;

• The inverters are used to restore the signal from the voltage divider.

VBout =

VM1 =
RM1

Rread+RM1
Vc if A1 = 1

VM2 =
RM2

Rread+RM2
Vc if A2 = 1

(4.3)

Vmargin =
Rmem,max

Rread +Rmem,max
Vc−

Rmem,min

Rread +Rmem,min
Vc (4.4)
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Figure 4.3: Normalized voltage margin function of the memristors resistance. Rmem,min and
Rmem,min where taken from the simulation model 3.44 and are, respectively, 4.419kΩ and
121.83kΩ. The Rread that offers higher reading margin is 20kΩ.

For all input values and memristor states, the circuit output is given by Table 4.2.

In total, the circuit contains 4 transistors for reading and writing the memristors and 3 transis-

tors per memristor:

Ttotal = 4+3M (4.5)
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Input Value
Decoder Output

Selection

Memristor State
Configuration Output Value
M1 M2

0 A1 Ro f f Ro f f 0
0 A1 Ro f f Ron 0
0 A1 Ron Ro f f 1
0 A1 Ron Ron 1
1 A2 Ro f f Ro f f 0
1 A2 Ro f f Ron 1
1 A2 Ron Ro f f 0
1 A2 Ron Ron 1

Table 4.2: Memristor configuration and respective output.

4.4 Robinson Pino et al. Circuit Modification

In 2017, Xiaoping Wang et al. [53] proposed a modification (Figure 4.4) to Pino’s circuit 4.22: the

decoupling transistors T7 and T10 can be removed from the circuit because only one memristor is

being selected at any given point in time, so it will not impact any of the unselected memristors.

The circuit operation remains the same.

The proposed circuit contains a total of 4 transistors for reading and writing the memristors

and 2 transistors per memristor, one less than the previous circuit:

Ttotal = 4+2M (4.6)

T1 T2 T3 T4

T5

T6

T8

T9

Vc

Rread

k k
Vd

M1

M2

Bout
OutA2

A

A11:2
decoder

Figure 4.4: Circuit proposed by Wang et al. [53].
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4.5 Proposed Circuit

Although the previous circuits have promising results when it comes to transistor count and area

overhead in comparison to a conventional SRAM LUT, no control circuit was projected to manipu-

late the LUT functionalities and, with the increase of the LUT’s size, the number of transistors will

have a multiplication factor of 3 (for Pino’s proposal) or 2 (for Wang’s proposal) for each mem-

ristor. This can be optimized by using a strategic memristor reading point, Bout , using only one

transistor per memristor (Equation 4.7). A proposal was made in this dissertation, the schematic

is presented in Figure 4.5. The circuit contains a total given by Equation 4.7

T1

T2

T3

T4

T7

T8

T5

Rread

M0

M1
Read

B0

B1

Vdd Vdd

in+

Write

On

Write
Read

Write

Onin−

Write

Read

On

Write

Read

On

1:2
decoder

B

T6 Read

Q

D Qbout Out

Read

Figure 4.5: Proposed circuit for a 1 bit LUT.

Ttotal = 40+M (4.7)

4.5.1 LUT Signals

LUT
Write

On

Read

input[n−1 : 0]

out

Figure 4.6: Equivalent block for the circuit in 4.5.

The LUT signals (Figure 4.6) are described as follows:
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• Write: this signal is used to write a bit in the LUT. When 1, the value in On is written to the

selected input. When no write operation is needed, it should be 0;

• On: this signal is the value to be saved to the selected bit in the LUT. This signal is used

only when Write is 1. In this situation, when On is 1, it changes the selected memristor to

Ron, when On is 0, it changes the selected memristor to Ro f f ;

• Read: this signal is used to read a LUT value selected by input. This signal is only used

when Write is 0. When a read is needed, this signal gives a short pulse to 1, enough to read

the selected memristor and presenting it’s value in the output;

• input[2n : 0]: this signal is used to selected a memristor in the LUT to perform a read or

write operation;

• out: this signal is used to output the value of the read memristor. This signal is valid only

when a read operation is done.

4.5.2 MOS Sizing

Simulations for NMOS (Figure 4.7a) and PMOS (Figure 4.7b) were made in order to get the

transistor sizing. The width of the transistors was sweept to check which value the current is

greater or equal than the maximum memristor current. From the memristor simulation model, the

maximum current is given by:

imem,max =
vmem

Rmem,min
(4.8)

Assuming vmem = 1.8V :

imem,max =
1.8

4419
≈ 408µA (4.9)

The resulting width are shown in Table 4.3, values relative to wmin = 240nm.

−
+ 1.8V

−
+ 1.8V

(a) NMOS sizing circuit.

−
+ 1.8V

(b) PMOS sizing circuit.

Transistor T1 T2 T3 T4 T5 T6 T7 T8 Logic Gates
PMOS

Logic Gates
NMOS

Width 7wmin 3wmin 7wmin 3wmin 3wmin 3wmin 3wmin 3wmin wmin wmin

Table 4.3: Resulting transistor width sizes.
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4.5.3 Logic Gates

For the NOT gates, the circuit used is in Figure 4.7a and the NAND gates in Figure 4.7b. These

gates are used to control the LUT. The Table 4.4 contains the truth table of the control circuit and

the respective functionality for each value.

T1

T2

Vdd

in out

(a) NOT gate circuit.

T1 T2

Vdd

T3

T4

in1

in1

out

(b) NAND gate.

Write

On
in+

Write
Read

(a) Logic circuit used for controling in+.

Write

On
in−

(b) Logic circuit used for controling
in−.

Figure 4.7: Control gates.

Write On Read in+ in− functionality
1 0 X 0 1 Write Ro f f to memristor
0 1 X 1 0 Write Ron to memristor
0 X 0 1 1 Standby mode (no operation is applied)
0 X 1 0 1 Read memristor state
Table 4.4: Logic table for control circuit. X represents a Don’t Care bit.

4.5.4 Minimum Write Time

The minimum write time (twrite) is the time required to make the memristor change from one state

to another, Ro f f to Ron (to f f−on) or Ron to Ro f f (ton−o f f ). The highest time will define the minimum

writing time, in order to ensure that the memristor changes its state.
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To obtain the memristor writing times, a transient simulation was made with the circuit from

Figure 4.8.
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Figure 4.8: Memristor writing times.

The writing times of both transitions are obtained by counting the time from the initial resis-

tance value to a resistance value with 1% tolerance of the transition interval - (Rlow−Rhigh)×1%.

This tolerance is used to avoid the exponential behavior of x: as x goes towards a boundary, its

derivative tends to get very low and, consequently, it takes a long time to achieve the final bound-

ary value. Reaching a very close value will take much less time and it will pratically not affect the

saved value tolerance.

The writing times obtained are:

to f f−on = 45µs; ton−o f f = 239µs (4.10)

Resulting in a minimum writing time of:

twrite = 239µs (4.11)

To ensure the writing is done, the circuit uses a 2kHz (500µs) impulse for its writing mecha-

nism.

4.5.5 Memory Cell

Each memory cell is composed by a transistor and a memristor. The transistor acts as a switch:

when B = 1, T is biased and a current will flow through the memristor, when B = 1, T is cutoff

and the memristor maintains its state.

To test the memory cell’s behavior, a 0V to 1.8V square voltage with 1kHz was applied to vp

and a similiar voltage, with a 180◦ phase shift, was applied to vm. This allows to alternate the

memory cell’s applied voltage polarity, vp− vm, between −1.8V and 1.8V and test the current in
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Tvp vm

M

vmem

imem

B
vp vm

B

Figure 4.9: Simulation circuit for the memory cell.

both directions. A 0V to 1.8V square voltage with 500Hz was applied to B to test the memristor

selection.
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Figure 4.10: Memory cell transient simulation.

From the simulation results (Figure 4.10), it can be seen that, when B = 1.8V (thus T0 is

biased), a voltage is applied to the memristor, thus changing is conductivity according to the

voltage polarity. When B = 0V (thus T0 is in the cutoff region), the memristor is high impedance

state, meaning that its voltage is 0, causing its state to be maintained. Voltage spikes can be

seen in vmem when B = 0 and a voltage transition in vp or vm occurs, which are caused by the

NMOS parasitic capacitances. These spikes not affect the memristor’s state, since their energy is

considerably low.

4.5.6 Bridge Stage

To write and read the memristor’s state, an H bridge, formed by T1-4, is used to apply a voltage

with the polarity desired. T5 and T6 are used to alternate shorting T4 Source to ground (for

writing), or adding a resistor (for reading).
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4.5.6.1 Bridge Write

When in a write operation, the Write is pulled to 1 and Read pulled to 0. This puts T5 in the cutoff

region and biases T6, shorting the T4 Source, resulting in the circuits in Figure 4.11.

To lower the memristor’s resistance, T1 and T4 are connected in order to get a positive voltage

from accross the memristor (Figure 4.11a). According to the memristor model obtained in Fig-

ure 3.14, the voltage applied is higher than the positive threshold voltage, making the memristor

change it’s resistance to Ron. The same process to increase the memristor’s resistance (Figure

4.11c): T2 and T3 are biased and a negative voltage is applied. Consequently, this voltage is low

enough to change the memristor resistance to Ro f f .

T1

T2

T3

T4

T7

M0

B0

Vdd Vdd

in+ in−

(a) H brigde when changing memristor state to Ron. Red transistors indicate the
current flow.

vmem

Vdd

(b) Equivalent
schematic of
4.11a.

T1

T2

T3

T4

T7

M0

B0

Vdd Vdd

in+ in−

(c) H brigde when changing memristor state to Ro f f . Red transistors indicate
the current flow.

Vdd

vmem

(d) Equivalent
schematic of
4.11c.

Figure 4.11: Schematics for H bridge.

4.5.6.2 Bridge Read

To read the memristor, a voltage divider is used. The H bridge is used with T1, T4 and T5 biased

(Figure 4.13a). It was applied a 500MHz square wave to Read in order to obtain 1ns reading

intervals.
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Figure 4.12: Transient simulation for testing the H bridge writing function.

T1

T2

T3

T4

T7

Rread

M0

B0

Vdd Vdd

in+ in−

(a) Schematic of the H brigde for reading the memristor state. Red components
indicate current path.

Rread vout

Vdd

(b) Simplified
schematic of 4.13a.

From Figure 4.13b and Rread value obtained from Figure 4.3, the output of the voltage divider

can be calculated in order to check how well the circuit is performing. For Rmem = 99kΩ, vout ≈
0.2V , according to the simulations in Figure 4.13.

Vout =
Rread

Rread +Rmem
Vdd (4.12)

Vout =
20k

20k+99k
1.8≈ 0.3V (4.13)

The simulation value for Vout is really close to the calculated value, the difference comes to the

fact that the transistor channel resistances were initially ignored to simplify calculations.

One thing important to notice is that, with each Read impulse, the memristor decreases its
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Figure 4.13: Simulation for the H bridge in read mode.

resistance due to being biased with a positive voltage. This problem only happens when the mem-

ristor is in high resistance state, the only situation where the memristor’s resistance can decrease.

The simulations results showed that, after 3806 readings, the memristor state would not be

reliable, meaning that reading its state might not output the correct value.

4.5.6.3 Sampling Stage

Sampling stage (Figure 4.14) is used to save the read memristor state. It is composed by an

inverter, used for restoring the signal from the voltage divider, and a level triggered flip flip, to

save the inverter’s output.

In this case, only one inverter is used, meaning that when reading the memristor with state

Ro f f , the output will be 1 and, for Ron, output will be 0, according the the voltage divider 4.12.

This indicates which state to write the memristor in order to write the desired digital value.

Q

D Q
bout out

Read

Figure 4.14: Sample stage.

A simulation was made to check the sampling stage behavior and the delay from Read positive

edge to the out’s ascending/descending edge (Figure 4.16).

The output delays taken from the simulations can be found in Table 4.5.
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Figure 4.15: Sampling circuit.
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Figure 4.16: Simulation for the sample stage.

Read out delay
↑ ↑ 330ps
↑ ↓ 213ps

Table 4.5: Delay times for the sample stage.

4.5.6.4 Complete Circuit

To test the complete circuit, two simulation consisted on changing one memristor resistance to Ron

(Figure 4.17) or Ro f f (Figure 4.18) and then reading it’s state through a set of read impulses. With

a complete circuit consisting in 2 bit LUT, simulations were made for an AND (Figure 4.19), an

OR (Figure 4.20) and a XOR (Figure 4.21) gates which respective results can be found on Table

4.6, 4.7 and 4.8. A 5 bit LUT was also simulated with a complex gate. Its boolean equation is

given by 4.14, which results in the logic circuit in Figure 4.22. The simulations results can be

found in Figure 4.23 and the respective truth table results in Table 4.9.
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Figure 4.17: Simulation for writing Ron to the memristor and then reading its value.
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Figure 4.18: Simulation for writing Ro f f to the memristor and then reading its value.
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Figure 4.19: Transient simulation for write a 2 input AND gate and testing.

Gate Inputs Memristor
Select

Memristor
State

Expected
Output

Simulation
OutputA1 A2

0 0 B0 Ron 0 0
0 1 B1 Ron 0 0
1 0 B2 Ron 0 0
1 1 B3 Ro f f 1 1

Table 4.6: AND gate truth table and simulation results.
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Figure 4.20: Transient simulation for write a 2 input OR gate and testing.

Gate Inputs Memristor
Select

Memristor
State

Expected
Output

Simulation
OutputA1 A2

0 0 B0 Ro f f 0 0
0 1 B1 Ro f f 1 1
1 0 B2 Ro f f 1 1
1 1 B3 Ron 1 1

Table 4.7: OR gate truth table and simulation results.
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Figure 4.21: Transient simulation for write a 2 input XOR gate and testing.

Gate Inputs Memristor
Select

Memristor
State

Expected
Output

Simulation
OutputA1 A2

0 0 B0 Ron 0 0
0 1 B1 Ro f f 1 1
1 0 B2 Ro f f 1 1
1 1 B3 Ron 0 0

Table 4.8: XOR gate truth table and simulation results.

Y = (A.B)+(A.C)+(A.D.E) (4.14)
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Figure 4.22: 5 input complex logic gate schematic to be implemented by the LUT.
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Figure 4.23: Transient simulation for write a 5 input complex gate and testing.

4.5.6.5 Read Speed

The delay times for reading in final circuit are shown in Table 4.10. The biggest delay will de-

fine the minimum reading time tread−min (Equation 4.15) and the respective maximum reading

frequency (Equation 4.16).

tread−min = 527.21ps (4.15)

fread−max =
1

tread−min
≈ 1.89GHz (4.16)

Read out delay
↑ ↑ 319ps
↑ ↓ 527.21ps

Table 4.10: Read delay time for the complete circuit.
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Gate Input Memristor
Select

Expected
Output

Memristor
State

Simulation
OutputA B C D E

0 0 0 0 0 B0 1 Ro f f 1
0 0 0 0 1 B1 1 Ro f f 1
0 0 0 1 0 B2 1 Ro f f 1
0 0 0 1 1 B3 1 Ro f f 1
0 0 1 0 0 B4 0 Ron 0
0 0 1 0 1 B5 0 Ron 0
0 0 1 1 0 B6 1 Ro f f 1
0 0 1 1 1 B7 0 Ron 0
0 1 0 0 0 B8 1 Ro f f 1
0 1 0 0 1 B9 1 Ro f f 1
0 1 0 1 0 B10 1 Ro f f 1
0 1 0 1 1 B11 1 Ro f f 1
0 1 1 0 0 B12 0 Ron 0
0 1 1 0 1 B13 0 Ron 0
0 1 1 1 0 B14 1 Ro f f 1
0 1 1 1 1 B15 0 Ron 0
1 0 0 0 0 B16 1 Ro f f 1
1 0 0 0 1 B17 1 Ro f f 1
1 0 0 1 0 B18 1 Ro f f 1
1 0 0 1 1 B19 1 Ro f f 1
1 0 1 0 0 B20 1 Ro f f 1
1 0 1 0 1 B21 1 Ro f f 1
1 0 1 1 0 B22 1 Ro f f 1
1 0 1 1 1 B23 1 Ro f f 1
1 1 0 0 0 B24 0 Ron 0
1 1 0 0 1 B25 0 Ron 0
1 1 0 1 0 B26 0 Ron 0
1 1 0 1 1 B27 0 Ron 0
1 1 1 0 0 B28 0 Ron 0
1 1 1 0 1 B29 0 Ron 0
1 1 1 1 0 B30 0 Ron 0
1 1 1 1 1 B31 0 Ron 0

Table 4.9: 5 input complex gate truth table and simulation results.

4.5.6.6 Energy

The energy spent on the circuit was obtained for both read and write operations, as well as for only

the CMOS, only the memristors and the total (Table 4.11).
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Energy
Memristor CMOS Total

Write Ron→ Ro f f 23.28nJ 2.28nJ 25.56nJ
Ro f f → Ron 31.55nJ 75.15nJ 106.7nJ

Read Ron 14.57 f J 288.1 f J 302.67 f J
Ro f f 10.16 f J 97.58 f J 107.74 f J

Table 4.11: Table with circuit energy.

4.5.7 Conclusions

The proposed LUT transistor count is shown in Table 4.12 for different LUT sizes, as well as for

the previous circuits explored in this Chapter and for a conventional LUT.

Taking for example a 5 bit LUT from the Spartan 6 FPGA configurable Logic Block Guide

[54], the proposed LUT, without any control circuit just like Pino’s and Wang’s circuits, has a

reduction of 62 transistors (62%) compared to Pino’s circuit and 30 transistors (44%) compared

to Wang’s circuit. The proposed LUT with control circuit has a reduction of 142 transistors (74%)

compared to a conventional LUT. In this terms, the proposed circuit takes the biggest advantage

when it comes to the number of transistors and, consequently, the area overhead. Furthermore, the

proposed LUT works within the expectations, taking advantage o the hybrid technology to create

an optimal circuit. The use of memristor gives this LUT a non volatile property, in which the LUT

data is maintained after powering off, unlike conventional LUTs.

The main problem with the proposed circuit, as well as Pino’s and Wang’s proposals, is that,

with each memristor reading, its state will change, even if it is a very small. The assumption that

the memristor only changes its state when it reaches a threshold voltage is a crude assumption and

should be taken for analysis simplification. After a several number of readings, the memristor will

be in the opposite state, which means the data in that bit was lost and the circuit will not function

as expected. This situation only happens when the memristor is in the Ro f f state, because the

reading causes a positive voltage bias that translates into a state change going for Ron.

This problem could be solved by adding a more complex control circuit to the proposed LUT

in order to read the memristor state, save it in the D flip flop and, according to the read value, apply

a signal that will restore the memristor’s previous state.
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Bits Memristors Number of transistors

Conventional
LUT
(6M)

Pino’s LUT
(4 + 3M)

Wang’s LUT
(4 + 2M)

Proposed LUT
w/o control

(6+M)

Proposed LUT
w/ control

and output stage
(40+M)

1 2 12 10 8 8 20
2 4 24 16 12 10 22
3 8 48 28 20 14 26
4 16 96 52 36 22 34
5 32 192 100 68 38 50
6 64 384 196 132 70 82
7 128 768 388 260 134 146
8 256 1536 772 516 262 274

Table 4.12: Comparison of diferent LUT topologies.



Chapter 5

PCB Design and Experimental testing

In this Chapter, a PCB with LUT functionality is designed. It is presented simulations for its

behavior and respective experimental results.

5.1 The Circuit

To test the functionality of the proposed circuit in Chapter 4, a PCB was designed (Figure 5.1)

with EasyEDA software, to ease the ordering process from JLCPCB. Whole circuit without the

control logic, because this logic could be simulated by the PCB controller. Although the circuit

was implemented with sampling stage, this would not work due to an project error in the flip flop,

which is discussed in conclusions.

Figure 5.1: PCB circuit schematic.

49
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(a) PCB design result. (b) 3D model of the PCB.

Figure 5.2: PCB circuit schematic.

5.2 Voltage Regulator

The voltage regulator used to obtain the operating the LUT’s 1.8V was a TPS79318DBVR from

Texas Instruments. It was chosen due to its applications in fast RF and its high stability, which

complies with the need for operating the LUT with fast signals. The schematic for this voltage

regulator was taken from its datasheet, where there are added 3 capacitors: one for filtering the

input, one for filtering the output and another to stabilize the regulator.

5.3 Discrete Complementary Transistors

The transistors model used for this porpose was DMG1016V-7 from Diodes Incorporated. Each

IC contains a complementary pair NMOS and PMOS, both of them having a threshold voltage

below 1V, which is good for simulating a smaller scale CMOS circuit and to operate at 1.8V.

Besides that, these transistors have fast switching speeds (maximum of 26.7ns).

Because these transistors have their bulk connected to the source, an antiparallel diode is

formed between the Drain and Source. This is problematic when selecting the memristors, in

which the polarity changes according to the operation applied, because the transistors correspond-

ing to the unselected memristors will only cutoff in one direction, the reverse direction will cause

a current flow through the body diode. To solve this, another transistor is added in series to each

selecting transistor in order to get two body diodes in series with oposite polarities (Figure 5.3).

This ensures that when a diode is forward biased, the other diode is reverse biased, resulting in a

complete cutoff.
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Figure 5.3: Memory cell for PCB design.

5.4 Simulations

5.4.1 Write

To simulate this circuit in write mode, B and write where pulled to 1 and read pulled to 0. The on

pin signal consisted on a square voltage with a 1kHz frequency.
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Figure 5.4: Simulation for writing memristor.

From the simulation results (Figure 5.4), it is possible to observe the memristor changing its

resistance state according to the on signal, just as expected.

5.4.2 Read

To simulate the read mode, the memristor state was changed to Ro f f and then read and was changed

to Ron and then read (Figure 5.5). As the PCB sample stage is not working, the output will be in

out-, the output of the voltage divider. To read the memristor state, a pulse with 500kHz (2µs).

5.5 Experimental Results

In order to test the LUT PCB, control signals must be applied. It was achieved by programming the

microcontroller ESP32, where all the signals were generated. This microcontroller pins outputs



52 PCB Design and Experimental testing

0
0.5

1
1.5

0
1
2

−2
−1

0
1
2

0
1
2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
0

0.5
1

in
+
(V

)
in
−
(V

)
v m

em
(V

)
ou

t−
(V

)

·10−3

·105

Time (s)

R
m

em
(Ω

)

Figure 5.5: Simulation for writing Ro f f and reading its value, writing Ron and reading. For Ro f f ,
the output voltage is 1.353V and for Ron, the output voltage is 276mV .

3.3V and were directly connected to the PCB pins.

The experimental tests were done only for one memristor.

5.5.1 Write

For testing the writing mode, the ESP32 was programmed to generate a 25kHz square wave,

where in pin in+ there was no phase shift and in pin in− there was a 180◦ phase shift. The writing

frequency is much higher than in 4.5.6.1 due to the memristor being faster than what the model

described. So, in order to observe the state transitioning, the writing frequency was increased.The

read signal was pulled low and the write and bit select B pulled high.

The oscilloscope measurements were done by placing (from Figure 5.3) the common ground

in vi, Channel 1 probe in vm - to obtain memristor voltage, and Channel 2 probe in vp - to obtain

the memristor current, assuming a constant transistor channel resistance (Figure 5.6).

The results obtained from Figure 5.6 are really close to the curves of vmem and imem from Figure

5.4, which indicates the memristor is changing its state according to the voltage applied.

5.5.2 Read

For reading mode, the common ground was set on the PCB’s ground, the Channel 1 to out+ and

Channel 2 to out−. The measurement of these two nodes are used to see the voltage polarity, as

well as what value was given by the voltage divider (Figure 5.7).

The first peak voltage, corresponding to the reading of a memristor in Ro f f state, is approxi-

mately 0,76V and the second peak, corresponding to the reading of a memristor in Ro f f state, is
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Figure 5.7: Experimental results for reading mode.

approximately 1.04. According to the voltage divider, the memristor resistance values are given

by:

0.76 =
Rread

Rread +Ro f f
1.8 (5.1)

1.04 =
Rread

Rread +Ron
1.8 (5.2)

Ro f f ≈ 27.4kΩ (5.3)

Ron ≈ 14.6kΩ (5.4)

Both resistance values are too close to each other, meaning the memristor didn’t have enough

time to change it’s state. This results due to the transistors having high channel resistance, which

will affect how fast the memristors will change state, as well as the memristor state reading.
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5.6 Conclusions

The PCB project did not go as expected. Due to the current pandemic from COVID-19, the PCB

only arrived 2 weeks before this dissertation delivery, as it was needed to solder everything in

place and then do the testing. In the testing phase it occurred a problem in the sampling stage: like

the situation explained in 5.3, the transmission gates from the flip flop conduct whenever there is

a positive bias voltage for its body diode. This created a short circuit from Vdd to ground, making

the regulator’s voltage drop drastically and making its temperature rise abruptly. In the end, the

flip flop circuitry would take off the whole circuit’s functionality. The solution was to do all the

testing without the sampling stage.

The write mode results where positive, as it could be seen similarities from the simulations.

The reading mode mode got neutral results, meaning that a final conclusion cannot be taken

due to both calculated resistance being relatively close to each other. With more time, the sampling

stage problem could be resolved and the PCB circuit could be tested work as a full LUT.



Chapter 6

Conclusions

6.1 Work Done

The aim of this dissertation was to achieve an optimal circuit using hybrid CMOS/memristor

technology. This would be introduced in the first Chapter with a general explanation of both

technologies, the problems that have arisen with the CMOS evolution and how the memristor

properties would be interesting to achieve optimal and better mixed circuits.

Chapter 2 creates an understanding of the mathematical concept of the memristor is given, in

order to comprehend how this complex device relates to some simple mathematical formulas. Both

Chua’s and HP Labs memristors are presented, as they were the main marks in the memristors

short history. A brief explanation of hybrid technology is presented and how it is physically

implemented

In Chapter 3, some of the most known memristor Spice models were simulated to study their

behavior and physical approach to the mathematical models. All simulations were done in LT

Spice IV. The last studied model was the Knowm’s model to which a model fitting was done

using experimental data. This data was tobtained from commercially avaible memristor offered

by Knowm. A problem was detected in this last models, so a solution was proposed. This final

modified model is used in the next Chapters.

Afterwards, in Chapter 4, an introduction is made to the LUTs, which are fundamental recon-

figurable logic blocks in FPGAs. A simplified approach to the memristor I-V curve behaviour was

done to get a better comprehension on the digital side of the memristor. Then, two similar LUT

topologies were studied in order to try achieving a better circuit. A circuit was proposed, achiev-

ing better results in terms of area overhead. The proposed circuit is explained piece by piece with

complementar simulations for a full understanding of the circuit working principle. A study of the

used energy and speed is done to describe the circuit for future comparisons.

Finally, in Chapter 5, a PCB was designed with the circuit proposed in Chapter 4. The circuit

was simulated and compared to the experimental results. A problem with the circuit made it not

work completely and, due to the pandemic, little time was left to test the PCB and to take better

solving actions.
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6.2 Final Conclusions

The deep study done in this dissertation for the memristor concept, its story and working principles

aimed to achieve optimal applications for this device, allied with CMOS. The memristor capability

of saving its state was explored for digital application, more specifically reconfigurable logic.

With a literature review of hybrid circuits for this applications, a better circuit was proposed and

simulated, proofing that hybrid CMOS/Memristor technology is reliable and presents excellent

advantages when it comes to all the limitations explored at the beginning of this dissertation. The

proposed circuits proofs to be a great starting point for hybrid technology implementation.

With all the obstacles the current pandemic brought during the course of this dissertation,

from the impossibility to access a laboratory to all the delays, the main goals of this dissertation

were positively accomplished. Self dedication and proactivity were the main keys to counter this

obstacles, by finding was to work from home, with the help of Knowm and Keithley who provided

material for experimental testing, or to work with the right software tools, with the help of the

advisors.

6.3 Future Work

As for this dissertation work, a set of tasks are proposed for future work:

• For the proposed circuit, further work can be done by implementing additional logic to

make the memristor retrieve its previous state after being read, because for each reading the

memristor changes its state;

• For the proposed circuit, a layout can be done in order to get a final working chip to be

implemented in FPGAs with hybrid technology;

• For the projected PCB, a new PCB can be designed to solve the sample stage problem and

improve the discrete transistor to a more suitable model;

• After creating a totally functional LUT PCB, a physical memristor crossbar can be simulated

to get closer to what would be a chip implementation.
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Appendix

A.1 Spice Code

Listing A.1: HP Labs Spice model with Joglekar modification

∗ HP Memri s to r SPICE Model

∗ C o n n e c t i o n s :

∗ TE : Top e l e c t r o d e

∗ BE : Bottom e l e c t r o d e

∗ W: Width o f TiO2

. SUBCKT memr i s to r_hp TE BE W

∗ Ron : Minimum r e s i s t a n c e

∗ Roff : Maximum r e s i s t a n c e

∗ D: Width o f m e m r i s t o r t h i n f i l m

∗ uv : Dopant m o b i l i t y

∗ w0 : I n i t i a l wid th v a l u e

. params Ron=100 Roff =1K w0=5N D=10N uv=50F

∗ Memris to r I−V R e l a t i o n s h i p

. func IVRel ( V1 , V2 ) = V1 / ( Ron∗V2 /D + Roff ∗(1−V2 /D) )

∗ C i r c u i t t o d e t e r m i n e s t a t e v a r i a b l e

Gx 0 W v a l u e ={ I (Gmem) ∗Ron∗uv /D}

Cx W 0 {1}

. i c V(W) = w0
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∗ C u r r e n t s o u r c e r e p r e s e n t i n g m e m r i s t o r

Gmem TE BE v a l u e ={ IVRel (V( TE , BE) ,V(XSV, 0 ) ) }

. ENDS memr i s to r_hp

Listing A.2: HP Labs Spice model with Joglekar modification

∗ HP Memri s to r SPICE Model Using J o g l e k a r Window

∗ C o n n e c t i o n s :

∗ TE : Top e l e c t r o d e

∗ BE : Bottom e l e c t r o d e

∗ XSV: E x t e r n a l c o n n e c t i o n t o p l o t s t a t e v a r i a b l e

∗ t h a t i s n o t used o t h e r w i s e

. SUBCKT m e m r i s t o r _ j o g l e k a r TE BE XSV

∗ Ron : Minimum d e v i c e r e s i s t a n c e

∗ Roff : Maximum d e v i c e r e s i s t a n c e

∗ D: Width o f t h e t h i n f i l m

∗ uv : Dopant m o b i l i t y

∗ p : P a r a m e t e r f o r window f u n c t i o n

∗ x0 : S t a t e v a r i a b l e i n i t i a l v a l u e

. params Ron=100 Roff =10K x0 = .5 D=10N uv=50F p=1

∗ J o g l e k a r Window F u n c t i o n

. func f ( V1 ) = 1−pow ( ( 2∗V1−1) , ( 2∗ p ) )

∗ Memris to r I−V R e l a t i o n s h i p

. func IVRel ( V1 , V2 ) = V1 / ( Ron∗V2 + Roff ∗(1−V2 ) )

∗ C i r c u i t t o d e t e r m i n e s t a t e v a r i a b l e

Gx 0 XSV v a l u e ={ I (Gmem) ∗Ron∗uv∗ f (V(XSV, 0 ) ) / pow (D, 2 ) }

Cx XSV 0 {1}

. i c V(XSV) = x0

∗ C u r r e n t s o u r c e r e p r e s e n t i n g m e m r i s t o r
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Gmem TE BE v a l u e ={ IVRel (V( TE , BE) ,V(XSV, 0 ) ) }

. ENDS m e m r i s t o r _ j o g l e k a r

Listing A.3: HP Labs Spice model with Biolek modification

∗ HP Memri s to r SPICE Model Using B i o l e k Window

∗ C o n n e c t i o n s :

∗ TE : Top e l e c t r o d e

∗ BE : Bottom e l e c t r o d e

∗ XSV: E x t e r n a l c o n n e c t i o n t o p l o t s t a t e v a r i a b l e

∗ t h a t i s n o t used o t h e r w i s e

. SUBCKT m e m r i s t o r _ b i o l e k TE BE XSV

. params Ron=100 Roff =1K x0 =.076 D=16N uv=40F p=7

∗ B i o l e k Window F u n c t i o n

. func f ( V1 , I1 ) ={1−pow ( ( V1−s t p (− I1 ) ) , ( 2∗ p ) ) }

∗ Memris to r I−V R e l a t i o n s h i p

. func IVRel ( V1 , V2 ) = V1 / ( Ron∗V2 + Roff ∗(1−V2 ) )

∗ C i r c u i t t o d e t e r m i n e s t a t e v a r i a b l e

Gx 0 XSV v a l u e ={ I (Gmem) ∗Ron∗uv∗ f (V(XSV, 0 ) , I (Gmem) ) / pow (D, 2 ) }

Cx XSV 0 {1}

. i c V(XSV) = x0

∗ C u r r e n t s o u r c e r e p r e s e n t i n g m e m r i s t o r

Gmem TE BE v a l u e ={ IVRel (V( TE , BE) ,V(XSV, 0 ) ) }

. ENDS m e m r i s t o r _ b i o l e k

Listing A.4: General Hyperbolic Sine model
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∗ Memris to r Model p r o p o s e d by Lahio e t a l w i th B i o l e k window f o r

b o u n d a r i e s

∗ C o n n e c t i o n s :

∗ TE : Top e l e c t r o d e

∗ BE : Bottom e l e c t r o d e

∗ XSV: E x t e r n a l c o n n e c t i o n t o p l o t s t a t e v a r i a b l e t h a t i s n o t

used o t h e r w i s e

. SUBCKT m e m r i s t o r _ h y p e r b o l i c TE BE XSV

. param a1 =4e−8 b1 =1 .2 a2 =1 .25 e−7 b2 =1 .2 c1 =6e−4 d1=2 c2 =6 .6 e−4

d2 =3 .8 x0 =0.001 p=7

∗ H y p e r b o l i c s i n e IV r e l a t i o n s h i p

. func IVRel ( V1 , V2 ) = IF ( V1 >= 0 , a1∗V2∗ s i n h ( b1∗V1 ) , a2∗V2∗ s i n h (

b2∗V1 ) )

∗ E q u a t i o n f o r s t a t e v a r i a b l e

. func SV( V1 ) = IF ( V1 >= 0 , c1∗ s i n h ( d1∗V1 ) , c2∗ s i n h ( d2∗V1 ) )

∗ B i o l e k Window F u n c t i o n

. func f ( V1 , I1 ) ={1−pow ( ( V1−s t p (− I1 ) ) , ( 2∗ p ) ) }

∗ C u r r e n t s o u r c e r e p r e s e n t i n g m e m r i s t o r

Gmem TE BE v a l u e = { IVRel (V( TE , BE) ,V(XSV, 0 ) ) }

∗ C i r c u i t t o d e t e r m i n e v a l u e o f s t a t e v a r i a b l e

Gxsv 0 XSV v a l u e = {SV(V( TE , BE) ) ∗ f (V(XSV, 0 ) , I (Gmem) ) }

Cx XSV 0 {1}

. i c V(XSV) = x0

. ENDS m e m r i s t o r _ h y p e r b o l i c

Listing A.5: University of Michigan model

∗ Memris to r s u b c i r c u i t d e v e l o p e d by Chang e t a l .

∗ C o n n e c t i o n s :
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∗ TE : Top e l e c t r o d e

∗ BE : Bottom e l e c t r o d e

∗ XSV: E x t e r n a l c o n n e c t i o n t o p l o t s t a t e v a r i a b l e

∗ t h a t i s n o t used o t h e r w i s e

. SUBCKT memr i s to r_umich TE BE XSV

∗ P a r a m e t e r s :

∗ a l p h a : P r e f a c t o r f o r S c h o t t k y b a r r i e r

∗ b e t a : Exponent f o r S c h o t t k y b a r r i e r

∗ gamma : P r e f a c t o r f o r t u n n e l i n g

∗ d e l t a : Exponent f o r t u n n e l i n g

∗ xmax : Maximum v a l u e o f s t a t e v a r i a b l e

∗ xmin : Minimum v a l u e o f s t a t e v a r i a b l e

∗ d r i f t _ b i t : B in a ry v a l u e t o s w i t c h t h e i o n i c d r i f t i n ( 1 )

∗ or o u t ( 0 ) o f t h e e q u a t i o n

∗ lambda : S t a t e v a r i a b l e m u l t i p l i e r

∗ e t a1 , e t a 2 : S t a t e v a r i a b l e e x p o n e n t i a l r a t e s

∗ t a u : D i f f u s i o n c o e f f i c i e n t

. param a l p h a =0 .5 e−6 b e t a =0 .5 gamma=4e−6 d e l t a =2 xmax=1 xmin=0

+ d r i f t _ b i t = 0 lambda =4 .5 e t a 1 =0.004 e t a 2 =4 t a u =10

. param cp ={1}

Cpvar XSV 0 { cp }

∗ Rate e q u a t i o n f o r s t a t e v a r i a b l e

Gx 0 XSV v a l u e ={ t r u n c (V( TE , BE) , cp∗V(XSV) ) ∗ lambda ∗ ( e t a 1 ∗ s i n h (

e t a 2 ∗V( TE , BE) )−
+ d r i f t _ b i t ∗ cp∗V(XSV) / t a u ) }

. i c V(XSV) = 0 . 0

∗ A u x i l i a r y f u n c t i o n s t o l i m i t t h e r a n g e of x

. func s i g n 2 ( v a r ) { ( sgn ( v a r ) +1) / 2 }

. func t r u n c ( var1 , va r2 ) { s i g n 2 ( va r1 ) ∗ s i g n 2 ( xmax−va r2 ) + s i g n 2 (−
+ va r1 ) ∗ s i g n 2 ( var2−xmin ) }

∗ Memris to r IV R e l a t i o n s h i p

Gm TE BE v a l u e ={(1− cp∗V(XSV) ) ∗ a l p h a ∗(1− exp(−
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+ b e t a ∗V( TE , BE) ) ) +( cp∗V(XSV) ) ∗gamma∗ s i n h ( d e l t a ∗V( TE , BE) ) }

. ENDS memr i s to r_umich

Listing A.6: Yakopcic’s model

∗ SPICE model f o r m e m r i s t i v e d e v i c e s

∗ C r e a t e d by C h r i s Yakopcic

∗ L a s t Update : 8 / 9 / 2 0 1 1

∗
∗ C o n n e c t i o n s :

∗ TE − t o p e l e c t r o d e

∗ BE − bot tom e l e c t r o d e

∗ XSV − E x t e r n a l c o n n e c t i o n t o p l o t s t a t e v a r i a b l e

∗ t h a t i s n o t used o t h e r w i s e

. s u b c k t m e m r i s t o r _ y a k o p c i c TE BE XSV

∗ F i t t i n g p a r a m e t e r s t o model d i f f e r e n t d e v i c e s

∗ a1 , a2 , b : P a r a m e t e r s f o r IV r e l a t i o n s h i p

∗ Vp , Vn : Pos . and neg . v o l t a g e t h r e s h o l d s

∗ Ap , An : M u l t i p l i e r f o r SV mot ion i n t e n s i t y

∗ xp , xn : P o i n t s where SV mot ion i s r e d u c e d

∗ a lphap , a l p h a n : Rate a t which SV mot ion d ec ay s

∗ xo : I n i t i a l v a l u e o f SV

∗ e t a : SV d i r e c t i o n r e l a t i v e t o v o l t a g e

∗ . params a1 =0.17 a2 =0.17 b =0.05 Vp=0.16 Vn=0.15

∗+Ap=4000 An=4000 xp =0 .3 xn =0 .5 a l p h a p =1 a l p h a n =5

∗+xo =0.11 e t a =1

. params a1 = .17 a2 = .17 b =0.05 Vp=.65 Vn=0.56 Ap=4000

+An=4000 xp =0 .3 xn =0 .5 a l p h a p =1 a l p h a n =5 xo =0.11 e t a =1

∗ M u l t i p l i c i t i v e f u n c t i o n s t o e n s u r e z e r o s t a t e

∗ v a r i a b l e mot ion a t m e m r i s t o r b o u n d a r i e s

. f unc wp (V) = xp /(1− xp ) − V/(1− xp ) + 1

. func wn (V) = V/(1− xn )
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∗ F u n c t i o n G(V( t ) ) − D e s c r i b e s t h e d e v i c e t h r e s h o l d

. func G(V) = IF (V <= Vp , IF (V >= −Vn , 0 , −An∗ ( exp(−
+V)−exp ( Vn ) ) ) , Ap∗ ( exp (V)−exp ( Vp ) ) )

∗ F u n c t i o n F (V( t ) , x ( t ) ) − D e s c r i b e s t h e SV mot ion

. func F ( V1 , V2 ) = IF ( e t a ∗V1 >= 0 , IF ( V2 >= xp , exp(−
+ a l p h a p ∗ (V2−xp ) ) ∗wp ( V2 ) , 1 ) , IF ( V2 <= (1−xn ) ,

+exp ( a l p h a n ∗ (V2+xn−1) ) ∗wn ( V2 ) , 1 ) )

∗ IV Response − H y p e r b o l i c s i n e due t o MIM s t r u c t u r e

. func IVRel ( V1 , V2 ) = IF ( V1 >= 0 , a1∗V2∗ s i n h ( b∗V1 ) ,

+a2∗V2∗ s i n h ( b∗V1 ) )

∗ C i r c u i t t o d e t e r m i n e s t a t e v a r i a b l e

∗ dx / d t = F (V( t ) , x ( t ) ) ∗G(V( t ) )

Cx XSV 0 {1}

. i c V(XSV) = xo

Gx 0 XSV v a l u e ={ e t a ∗F (V( TE , BE) ,V(XSV, 0 ) ) ∗G(V( TE , BE) ) }

∗ C u r r e n t s o u r c e f o r m e m r i s t o r IV r e s p o n s e

Gm TE BE v a l u e = { IVRel (V( TE , BE) ,V(XSV, 0 ) ) }

. ends m e m r i s t o r _ y a k o p c i c

Listing A.7: Knowm Mean Metastable Switch model

∗ Knowm Mean M e t a s t a b l e Swi tch Memr i s to r SPICE Model

∗ C o p y r i g h t Tim M ol t e r Knowm I n c . 2017

∗ C o n n e c t i o n s :

∗ TE : Top e l e c t r o d e

∗ BE : Bottom e l e c t r o d e

∗ XSV: E x t e r n a l c o n n e c t i o n t o p l o t s t a t e v a r i a b l e

∗ t h a t i s n o t used o t h e r w i s e

. SUBCKT memristor_knowm TE BE XSV

∗ Ron : Minimum d e v i c e r e s i s t a n c e

∗ Roff : Maximum d e v i c e r e s i s t a n c e
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∗ Von : T h r e s h o l d v o l t a g e t o t u r n d e v i c e on

∗ Voff : T h r e s h o l d v o l t a g e t o t u r n d e v i c e o f f

∗ TAU: Time c o n s t a n t

∗ T : Tempera tu r e

. params Ron=10k Roff =100k Voff =0 .3 Von =0 .3 TAU=0.0001 T=298.15

x0=0

∗ F u n c t i o n G(V( t ) ) − D e s c r i b e s t h e d e v i c e t h r e s h o l d

. func G(V) = V/ Ron+(1−V) / Rof f

∗ F u n c t i o n F (V( t ) , x ( t ) ) − D e s c r i b e s t h e SV mot ion

. func F ( V1 , V2 ) = ( 1 /TAU) ∗ ( ( 1 / ( 1 + exp (−1/ (T∗ b o l t z / e c h a r g e ) ∗ (V1−Von

) ) ) ) ∗(1−V2 ) −(1−(1/(1+ exp (−1/ (T∗ b o l t z / e c h a r g e ) ∗ (V1+Voff ) ) ) ) ) ∗
V2

∗ Memris to r I−V R e l a t i o n s h i p

. func IVRel ( V1 , V2 ) = V1∗G( V2 )

∗ C i r c u i t t o d e t e r m i n e s t a t e v a r i a b l e

∗ dx / d t = F (V( t ) , x ( t ) ) ∗G(V( t ) )

Cx XSV 0 {1}

. i c V(XSV) = x0

Gx 0 XSV v a l u e ={F (V( TE , BE) ,V(XSV, 0 ) ) }

∗ C u r r e n t s o u r c e f o r m e m r i s t o r IV r e s p o n s e

Gmem TE BE v a l u e ={ IVRel (V( TE , BE) ,V(XSV, 0 ) ) }

. ENDS memristor_knowm

Listing A.8: list:my-model

∗ Knowm Mean M e t a s t a b l e Swi tch Memr i s to r SPICE Model Modi f i ed

∗ C o p y r i g h t Andre S i l v a @ FEUP 2020

∗ C o n n e c t i o n s :

∗ TE : Top e l e c t r o d e

∗ BE : Bottom e l e c t r o d e
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∗ XSV: E x t e r n a l c o n n e c t i o n t o p l o t s t a t e v a r i a b l e

∗ t h a t i s n o t used o t h e r w i s e

. SUBCKT memristor_knowm TE BE XSV

∗ Ron : Minimum d e v i c e r e s i s t a n c e

∗ Roff : Maximum d e v i c e r e s i s t a n c e

∗ Von : T h r e s h o l d v o l t a g e t o t u r n d e v i c e on

∗ Voff : T h r e s h o l d v o l t a g e t o t u r n d e v i c e o f f

∗ TAU: Time c o n s t a n t

∗ T : Tempera tu r e

. params Ron=4419 Roff =121830 Voff =0.1777 Von =0 .3 TAU=0.00003 T

=298.5 x0=0

∗ F u n c t i o n G(V( t ) ) − D e s c r i b e s t h e d e v i c e t h r e s h o l d

. func G(V) = V/ Ron+(1−V) / Rof f

∗ F u n c t i o n F (V( t ) , x ( t ) ) − D e s c r i b e s t h e SV mot ion

. func F ( V1 , V2 ) = IF (ABS( I (Gmem) ) > 0 , ( 1 /TAU) ∗ ( ( 1 / ( 1 + exp ((−
e c h a r g e / ( T∗ b o l t z ) ) ∗ (V1−Von ) ) ) ) ∗(1−V2 ) −(1−(1/(1+ exp ((− e c h a r g e

/ ( T∗ b o l t z ) ) ∗ (V1+Voff ) ) ) ) ) ∗V2 ) , 0 )

∗ Memris to r I−V R e l a t i o n s h i p

. func IVRel ( V1 , V2 ) = V1∗G( V2 )

∗ C i r c u i t t o d e t e r m i n e s t a t e v a r i a b l e

∗ dx / d t = F (V( t ) , x ( t ) ) ∗G(V( t ) )

Cx XSV 0 {1}

. i c V(XSV) = x0

Gx 0 XSV v a l u e ={F (V( TE , BE) ,V(XSV, 0 ) ) }

∗ C u r r e n t s o u r c e f o r m e m r i s t o r IV r e s p o n s e

Gmem TE BE v a l u e ={ IVRel (V( TE , BE) ,V(XSV, 0 ) ) }

. ENDS memristor_knowm
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