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Abstract

The efficient prediction of faults in railway sections is of utmost importance for ensuring safe
and reliable transportation. This dissertation aims to develop a functional AI model capable of
accurately predicting the presence of faults in railway tracks. To achieve this objective, various
Machine Learning models are constructed and evaluated to identify the most accurate approach
for the given problem.

The methodology for rail fault prediction encompasses several critical steps, starting with
data preprocessing, where simulated data is generated based on a geometric representation of the
railway track, generating Irregularity and acceleration datasets. By utilizing Irregularity features,
a binary label is obtained to signify the presence (1) or absence (0) of faults, enabling supervised
learning.

Three distinct methods are proposed for the Machine Learning models. The first method
involves training a single classifier on acceleration data, using the generated labels as the target.
The second approach employs a regressor trained on acceleration data to predict irregularities,
which are subsequently compared to normative thresholds to generate the predicted fault labels.
The third method incorporates a regressor and a classifier, leveraging transfer learning to enhance
model performance.

Despite extensive efforts, the obtained results did not meet the desired expectations. The best-
performing model achieved an accuracy of 59.39%, with a true positive rate at 70.16% and a true
negative rate at 51.95%, and a precision score of 50.19%. This model was built using a Keras
Neural Network Regressor and classification using normative tables. While showing promise,
this level of performance falls short of practical real-life applications. Method 2 and 3, using
regression to predict the irregularity indicators from the acceleration values, displayed potential
and need further investigation.

Due to the unavailability of real-world data, the models had to rely solely on simulated data,
which may have limited their performance in capturing real-world complexities. Future work
should prioritize obtaining authentic data to enhance the model’s applicability and accuracy in
practical railway fault prediction scenarios.

Keywords: Artificial Intelligence, Machine Learning, Fault Prediction, Condition Monitoring,
Transfer Learning
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Chapter 1

Introduction

The railway sector is an indispensable aspect of modern transportation, serving a crucial function

in transporting goods and people worldwide. The industry has witnessed remarkable growth and

progress over the years, including the advent of high-speed trains, electrification, and the adop-

tion of digital technologies. Nevertheless, the industry is confronted with significant challenges,

particularly in terms of maintenance and safety, which adversely impact its overall efficiency and

productivity.

The primary obstacle faced by the railway industry is the requisite for regular maintenance.

The railway network is enormous, with thousands of miles of tracks, numerous stations, and a

high number of trains in service. The maintenance of this infrastructure necessitates significant

resources, including time and money. Furthermore, conventional manual inspection procedures

are laborious and time-consuming, resulting in significant downtime and service disruptions.

Moreover, ensuring the safety of passengers and employees has become a major challenge for

the railway industry. Several high-profile accidents in recent years have emphasized the need for

improved safety measures. Although accidents can happen due to various reasons, such as human

error, improper maintenance or infrastructure failures can also lead to such incidents. The safety

issue is further intensified by the limitations of conventional manual inspection methods. These

methods are often not effective in identifying faults and failures, resulting in service disruptions

and accidents.

In recent years, the application of artificial intelligence (AI) techniques has emerged as a

promising solution to address the challenges of railway maintenance and safety. Due to their

potential to automate and speed up the inspection process and thus enable more effective and

efficient maintenance practices, AI-based fault identification systems in particular have received

significant attention.
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2 Introduction

1.1 Background and Context

1.1.1 Context of the dissertation

This dissertation is inserted in the context of the "FERROVIA 4.0" project. The "FERROVIA

4.0" project, which involves businesses and Investigation and Innovation entities led by EFACEC

Engineering and Systems and the Cluster of the Portuguese Ferroviary Platform, aims to address

technological and market challenges that have been placed on the ferroviary sector [2].

The ambition of the project is to develop different components, tools, and systems oriented to

the economic and ecological sustainability of the railway system, to the reduction of operating and

maintenance costs, to the creation of reliable information systems to support decision-making in

asset management, and to the creation of safety systems capable of monitoring the infrastructure

and triggering alerts and protection/intervention measures.

1.1.2 Historical Background on the Portuguese Railway Infrastructure

The history of the Portuguese railway system dates back to the mid-19th century when the first

railway line was inaugurated in 1856, connecting Lisbon to Carregado. Over the years, the network

expanded, driven by the need for efficient transportation and improved connectivity. The early

railway lines were primarily constructed by private companies, but in 1947, the nationalization

of the railways led to the formation of Portuguese Railways (CP - Comboios de Portugal), the

national railway operator responsible for managing the network.

The Portuguese railway network is well-developed and covers the majority of the country as

shown in Figure 1.1 [19]. It is organized into several main lines, regional lines, and suburban lines,

catering to different transportation needs. The main lines connect major cities and towns, while

the regional lines serve smaller communities and provide links to rural areas. The suburban lines

focus on commuter traffic in urban areas, particularly around Lisbon and Porto.

The tracks are classified based on gauge, with the Iberian gauge (1668mm) being the most

prevalent. The rolling stock consists of a total of 264 trains that operate on the Portuguese railway

network. These include high-speed trains - the "Alfa Pendular", regional trains, suburban trains,

intercity trains, and freight trains [20]. The "Alfa Pendular" reaches a maximum speed of 220km/h

which is the highest possible value in the Portuguese railway infrastructure. However, this high-

speed train can only reach this speed in three short sections that make up a total of 78km of the

railway [15].

1.1.3 Rail Faults

A major cause of railway accidents and derailments is track geometry irregularities, which refer

to deviations from the desired track geometry. These irregularities can be caused by a range of

factors, such as wear and tear, environmental conditions, and insufficient maintenance.

These irregularities can manifest in different forms, including wide gauge, excessive warp/twist,

and horizontal and vertical rail deformities. Wide gauge refers to a condition where the distance
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Figure 1.1: Portuguese Railway Network [19]

between the rails is wider than the standard gauge, which can lead to stability issues and derail-

ments. Excessive warp/twist refers to a condition where the rail deviates from a straight line, also

leading to instability and derailments. Horizontal and vertical rail deformities can result from wear

and tear or manufacturing defects. If left unaddressed, all these irregularities can ultimately result

in broken rails and derailments, posing a serious risk to railway safety. Figure 1.2 demonstrates

the most normal types of track irregularities [49].

The CEN (European Committee for Standardization) defined 3 levels of hazardous situations

in relation to track geometry quality for railway applications [22]. The immediate action limit

(IAL), intervention limit (IL), and alert limit (AL) are all critical thresholds in railway maintenance

management. The IAL corresponds to the value that, if exceeded, requires immediate action to

be taken to reduce the risk of derailment to acceptable levels. This may involve closing the line,

reducing speed, or correcting track geometry. The IL corresponds to the value that, if exceeded,

requires corrective maintenance action to be taken so that the IAL cannot be reached before the

next inspection. The AL corresponds to the value that, if exceeded, requires a detailed analysis of

the track geometry condition and consideration in scheduled maintenance works.



4 Introduction

Figure 1.2: Examples of Track Irregularities [49]

1.1.4 Artificial Intelligence and Machine Learning

The application of Artificial Intelligence and Machine Learning (ML) techniques in the railway

industry has gained significant interest in the past few years. These technologies have the potential

to transform the way maintenance and safety are managed in this industry. Through the use of AI

and ML, it is possible to predict potential faults and failures before they occur, allowing mainte-

nance teams to take necessary measures to prevent downtime and enhance overall efficiency.

By leveraging advanced machine learning algorithms, these fault identification systems can

analyze vast amounts of data collected from various sources, such as track sensors, cameras, and

historical maintenance records. The AI algorithms can detect anomalies, deviations, and potential

faults in the railway infrastructure, including tracks, switches, signaling systems, and rolling stock.

This enables early identification of issues before they escalate into more significant problems,

reducing the risk of accidents and minimizing service disruptions.

Additionally, AI-based fault identification systems have many of benefits over standard man-

ual inspection techniques. They can operate continuously and in real-time, providing constant

monitoring and evaluation of the railway network. This proactive approach helps with early fault

detection and correction, potential failure prevention, and reduced need for unscheduled mainte-

nance activities. In addition, AI systems are able to analyze historical data patterns and trends,

enabling predictive maintenance approaches that maximize resource allocation and cut costs.

In conclusion, AI-based fault identification systems have enormous potential to revolutionize

the maintenance and safety procedures used in the railroad industry. These systems can automate

and streamline the inspection process by applying AI and ML. This enables the early detection of
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faults and proactive maintenance strategies. In the long run, both the industry and its customers

will profit from the successful application of these techniques, which will increase the effective-

ness, dependability, and safety of railway operations.

1.1.5 Maintenance Strategies

As per [11], there are normally three types of maintenance strategies: Run-to-Failure (R2F) which

is unthinkable in the context of detecting faults in railways; Preventive Maintenance (PvM) which

is a time-based or scheduled type of maintenance. It is performed periodically and sometimes

unnecessary corrective actions are taken, leading to increased operating costs; Predictive Mainte-

nance (PdM) uses predictive tools, in this case, Machine Learning methods, to determine when

maintenance actions are necessary. Here, continuous monitoring is also necessary as it allows

maintenance to be performed only when needed, permitting the early detection of failures.

1.2 Objective of the study

The main objective of this dissertation is to build a working AI model that can effectively predict

the existence of faults in given sections of the railway, in whom the model is implemented. To

reach this goal, different models are built and evaluated to find the most accurate model possible

for the problem at hand.

When it comes to building AI models, one indispensable requirement stands out: the data.

To build the models, datasets of simulated data were supplied consisting of two different types:

track-related irregularities and train-related accelerations. The data was elaborated on the basis of

the geometric drawing of the track, corresponding to the 5th section of the Portuguese Northern

line with approximately 5400m of length. This geometric drawing takes into account the curvature

and the superelevation of the rails so that the simulated data is as close to real data as possible.

In a real-life scenario, track-related irregularities are collected via a specialized inspection

train called EM120 [1], represented in figure 1.3. This train executes scheduled passages on the

track and collects tons of data about the overall state of the track. A special machine in this train

collects four features that make up the simulated data related to the irregularities. These are the

left and right rail horizontal alignment and the left and right rail vertical level.

The second dataset related to accelerations is much more easily obtained. Any train can be

equipped with accelerometers to capture the oscillations of the acceleration of the train. In the

simulated scenario, there are four accelerometers placed in the axle boxes of a train wagon. Each

of these accelerometers collects horizontal and vertical accelerations, resulting in a total of eight

features for the accelerations dataset.

The data can be easily labeled with the use of the thresholds provided by the CEN in regard to

the alert limit [22]. These indicate acceptable standard deviation levels of the irregularities, based

on the speed of the train. Any standard deviations exceeding the respective thresholds are classified

as faults, i.e., ’1’ while those within the limit are classified as ’0’. These standard deviation

values must be calculated in a length of 200m of the track. This process of label assignment is
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Figure 1.3: EM120 Inspection Train [1]

an indispensable part of supervised Machine Learning, providing the ground truth upon which

the model will learn and be evaluated. The mentioned thresholds are represented in the following

tables, 1.1 and 1.2.

Table 1.1: Longitudinal Level - Alert Limit

Speed
(in km/h)

Standard Deviation
(in mm)

V ≤ 80 2.3 to 3
80 <V ≤ 120 1.8 to 2.7
120 <V ≤ 160 1.4 to 2.4
160 <V ≤ 230 1.2 to 1.9
230 <V ≤ 300 1.0 to 1.5

Table 1.2: Alignment - Alert Limit

Speed
(in km/h)

Standard Deviation
(in mm)

V ≤ 80 1.5 to 1.8
80 <V ≤ 120 1.2 to 1.5

120 <V ≤ 160 1.0 to 1.3
160 <V ≤ 230 0.8 to 1.1
230 <V ≤ 300 0.7 to 1.0

As explained, the damage classification of the railway is easy to do, when there is access to

the irregularity data. The ambition of this thesis is to find a way of classifying the state of the

track exclusively using acceleration data as an input, which is much easier to get but is not directly

related to the existence of faults in the rails.

1.3 Significance of the study

The significance of this study lies in its potential to improve railway safety and reduce the number

of accidents and derailments caused by track geometry irregularities. Accidents and derailments

can have serious consequences, including loss of life, injury, and damage to equipment and infras-

tructure. By identifying the state of the rails and predicting their remaining useful life, this study

could help to make railway travel safer and more reliable.

In addition, this study could have economic benefits, as accidents and derailments can result in

significant costs to railway operators and the wider economy. Also, as per [32], railway companies

spend billions worldwide in preventive maintenance actions that sometimes don’t even need to
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happen. Using a model that can predict exactly when maintenance is necessary also helps reduce

the cost of these maintenance actions, by avoiding unnecessary ones. Hence, this study could help

to reduce these costs and promote more efficient and cost-effective railway operations.

Furthermore, being able to directly connect acceleration values to rail faults would mean that

the hassle of having a specialized train do the recon of faults would not be necessary as any normal

train could have the ability to detect rail faults.

Overall, this study has the potential to make a significant contribution to improving railway

safety and reliability, with potential benefits for passengers, railway operators, and the wider econ-

omy.

1.4 Structure of the Document

The remainder of this thesis is organized as follows: Chapter 2 provides a literature review re-

lated to railway infrastructure condition monitoring, fault prediction, and the use of different ML

models; Chapter 3 presents an overview of the methodology used to accomplish the goal of this

thesis; Chapter 4 presents an in-depth look into the methodology used for data collection and

preprocessing while also describing the different ML methods used to develop predictive mod-

els. A quick description of the workings of each different ML model is also presented; Chapter 5

presents the results of the models, including their performance over different testing scenarios, and

presents conclusions on these results; Finally, Chapter 6 concludes the thesis by summarizing the

key findings and outlining possible avenues for future work.



8 Introduction



Chapter 2

State of the Art

The maintenance of railway systems is a critical task to ensure the safety and efficiency of the

transportation network. PdM using Machine Learning is an emerging field that has the potential

to revolutionize the maintenance practices of various industries, including transportation. Several

recent studies have focused on using machine learning techniques to detect and classify faults in

all kinds of systems.

2.1 Introduction

The safety and availability of railway networks depend on accurate fault prediction in railway

systems. For maintaining secure and dependable train operations, it is essential to promptly detect

and identify faults in railway track circuits [8]. Train delays, maintenance costs, and even fatal

accidents can result from faults in railway tracks. In order to detect and diagnose faults in railway

systems, it is crucial to develop appropriate condition-monitoring techniques [25].

Due to the potential impact on train operations and passenger safety, identifying faults in rail-

way tracks is of the utmost importance. Rail transportation can be seriously threatened by factors

like cracks, ballast problems, rail discontinuity, loose nuts and bolts, burnt wheels, supereleva-

tion, and misalignment. It is ineffective and prone to bias and human error to manually inspect

railroad tracks with a railway cart using traditional methods. To prevent accidents and save lives,

automated fault detection methods for railway tracks are therefore required [44].

In conclusion, it is essential for ensuring the availability and safety of railway networks that

fault prediction in railway systems be implemented. To avoid accidents and maintain dependable

train operations, it’s critical to identify faults in railroad tracks. The use of AI models for fault

prediction and diagnosis in railway systems has produced encouraging results. These models are

accurate fault detectors and can learn from measurement signals. To get around the shortcomings

of manual inspection techniques, automated approaches to fault detection in railway tracks are

required.

9
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2.2 AI Models for Fault Prediction

Railway systems have used a variety of methods and techniques for fault prediction. Manual

inspection techniques, such as visual inspection of railroad tracks with a railroad cart, are part

of traditional methods. These techniques are laborious, time-consuming, and subject to biases

and human error. Automated methods, such as the use of acoustic analysis [44], wireless sensor

networks (WSN) [26], and ML models [34] have been developed to get around these restrictions.

In order to identify faults, acoustic analysis is used to examine the sound signals produced by

railroad tracks. To keep track of the state of the equipment and infrastructure on railroads, WSNs

use a network of Wireless Sensors.

More and more AI models are being used to predict track faults on railways. Recurrent Neu-

ral Networks (RNN), for instance, have demonstrated promising results in the fault diagnosis of

railway track circuits. RNNs, particularly the Long Short-Term Memory (LSTM) network, can

identify faults accurately by learning the spatial and temporal dependencies present in measure-

ment signals [8].

The current methods for predicting faults in railroad systems have advantages and disadvan-

tages. According to [8], using AI models, such as RNNs and deep learning models, has demon-

strated high accuracy in fault detection and identification. These models are able to deduce intri-

cate dependencies and patterns from data, leading to precise predictions. WSNs can also be used to

continuously monitor railway equipment and vehicles, obviating the need for manual inspections

and facilitating the early detection of faults [26]. The use of these strategies, though, is not without

its difficulties. For instance, it may be difficult to find high-quality, labeled data to train AI models

[18]. In addition, it can be difficult and expensive to deploy and maintain WSNs in large-scale

railway systems. Furthermore, because AI models frequently operate as "black boxes," it can be

challenging to understand the underlying causes of their predictions [8]. Despite these drawbacks,

using AI models and automated fault prediction methods in railway systems has a lot of potential

to increase the security and dependability of rail networks.

Support Vector Machines (SVM), Logistic Regression (LR), Random Forest (RF), Decision

Tree (DT) classifiers, Artificial Neural Networks (ANN), and Convolutional Neural Networks

(CNN) are some other AI techniques that have been used for fault detection in railway systems

[44][33].

The authors of [31] conducted a systematic review of 109 articles and were able to identify

three main application domains and nine different technologies that are currently being used in

the industry. The application domains include monitoring, decision and planification techniques,

and communication and security, while the technologies being used are AI, Internet of Things

(IoT), Cloud Computing, Big Data, Cybersecurity, Modelling and Simulation, Smart Decision

Support Systems (SDSS), Computer Vision, and Virtual Reality (VR). The paper concludes that

the integration of Industry 4.0 technologies in railway transportation has significant potential for

addressing various issues, including train failures, train station security, rail system control, and

communication in hard-to-reach areas. Then, a literature review by [11] analyzed the use of ma-
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chine learning methods in predictive maintenance. They identified that the most commonly used

techniques were Support Vector Machines, Random Forests, Artificial Neural Networks, and K-

means. The review also highlighted the importance of feature selection in the performance of the

models. The authors suggest that future research should focus on developing hybrid models that

combine multiple machine-learning methods for better prediction accuracy. Another study by [17]

investigated the use of machine learning and reasoning techniques in predictive maintenance for

Industry 4.0. The authors found that the most commonly used algorithms were RF, SVM, and

k-Nearest Neighbors (k-NN). The study also identified that the integration of human knowledge

and reasoning with machine learning methods can improve the accuracy of predictive maintenance

models.

Different AI models have frequently been employed in railway systems to predict faults. Re-

current neural networks, like the Long Short-Term Memory network, are among the models that

use them. These RNNs have shown promising results in the fault diagnosis of railway track cir-

cuits because they can capture temporal dependencies in the data. Convolutional neural networks,

random forest, decision tree classifiers, support vector machines, logistic regression, and other AI

models have also been used for fault detection in railway systems [48]. In order to analyze vast

amounts of data and find patterns suggestive of faults in railway tracks, these models make use of

the power of AI algorithms.

AI models have been used in several studies to forecast track faults in railroads. For instance,

[44] developed an automatic railway track fault detection system using acoustic analysis and ap-

plied different classification techniques, such as SVM, logistic regression, random forest, and

decision tree classifiers, to detect various types of faults in railway tracks. To detect and catego-

rize track faults based on car-body vibrations, a track condition monitoring system was created

[48]. This system used machine learning techniques, including SVM. These studies highlight the

potential for enhancing the safety and dependability of railway systems and show how AI models

are effective at predicting faults in railway tracks.

The use of image analysis in the predictive maintenance of railway systems has also gained

attention in recent years. For example, [23] proposed the use of deep convolutional neural net-

works for the detection of rail surface defects. The study used a large dataset of images of rail

surfaces to train the CNN model. The results showed that the proposed approach could accurately

detect various types of defects. Another study by [4] also proposed using image processing and

deep learning to detect and classify these defects. The method, however, involved multiple deep

learning models for feature extraction, feature combining, and classification using SVMs. This

approach is expected to be more effective in detecting rail defects compared to single deep learn-

ing models, especially under low contrast conditions. Furthermore [56], presented a deep transfer

learning framework for detecting rail surface cracks using a limited amount of training images.

The authors of [54] developed ML models for railway inspection including a feature-based

method and a deep neural network-based method. The models were intended to detect rail defects,

such as localized surface collapse, rail end batter, or rail components, using acceleration data. The

paper emphasizes the importance of smart railway maintenance and the successful deployment of
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technologies such as condition-based monitoring and predictive maintenance to improve operation

safety and efficiency.

In [37], the authors present an unsupervised methodology for identifying railway wheel flats

based on acceleration data evaluated on the rails. The proposed algorithm involves a two-step pro-

cedure that builds a confidence boundary using baseline responses evaluated from the rail and clas-

sifies damages based on different severity levels. The methodology is based on machine learning

and includes steps such as data acquisition from sensors, feature extraction using an Autoregres-

sive (AR) model, feature normalization using Principal Component Analysis (PCA), data fusion,

and unsupervised feature classification using outlier and cluster analyses. The authors also inves-

tigate whether the number of sensors used to detect and classify wheel flats can be optimized.

Similarly, in [32] the authors propose a track quality index that uses machine learning to esti-

mate the quality of railway tracks. They also use PCA to extract the most important features and

then employ an SVM classifier to predict the track quality. Using this technique it was found that

there are three key principal components that can summarize the whole quality of the track. These

are vertical, longitudinal, and transverse irregularities. The results show that their approach can

accurately estimate the track quality and outperforms other methods.

In another study that explores the use of ML for predictive maintenance [47] the authors intro-

duce a new methodology for PdM based on multiple classifiers (MC) for integral type faults, which

are failures caused by the cumulative "wear and tear" effects on equipment parts. The authors note

that supervised solutions are generally preferable in PdM problems. Regression-based formula-

tions arise when predicting the Remaining Useful Life of equipment, while classification-based

formulations occur when seeking to discriminate between healthy and unhealthy conditions. The

proposed methodology is demonstrated for a semiconductor manufacturing ion implanter-related

maintenance task and shown to outperform classical PvM approaches and a single SVM classifier

distance-based PdM alternative. The authors also found that SVMs offer superior performance

to k-NN classifiers when implementing MC-PdM and that both consistently outperform PvM ap-

proaches.

Vibration signals are another type of data that is very valuable in this area. In [21] the authors

propose a PdM methodology for wind turbines using vibration signal analysis based on a collabo-

rative recommendation approach (CRA). The authors apply models such as k-NN, Support Vector

Machines, and k-Means to classify the type of fault in the system. Vibration signal analysis is

performed to extract the behavioral pattern of the bearings. The CRA is then applied to suggest

in advance the replacement and correction of the deteriorating units and prevent severe system

breakdowns and disruptions. [45] reviews recent literature on machine learning models used for

condition monitoring in wind turbines. The authors come to the conclusion that the most com-

monly used algorithms include neural networks, support vector machines, and decision trees. [46]

uses vibration signals collected from vibration acceleration sensors, which are distributed along

the railway. The feature parameters are extracted from both the time domain and time-frequency

domain and then the sequential backward selection method is used to select the important fea-

tures. After optimizing the feature parameter set, SVM is applied for recognizing and classifying
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rail defects. In [49], the author proposes a ML technique for condition monitoring of railway

tracks using car-body vibrations. He uses a compact onboard sensing device to collect data. Then,

SVM is used to classify the vibrations and estimate the track condition. Simulation studies and

field tests were carried out to detect and isolate track faults from car-body vibration. Another

study that uses car-body vibrations for track geometry estimation is presented in [40]. The au-

thors proposed a technique to monitor the condition of railway tracks using car-body acceleration

data, which can be easily measured by in-service vehicles. The technique uses inverse dynamics

to estimate track irregularities and applies a Kalman filter to solve this problem. The estimation

technique supports a change in vehicle velocity by selecting an appropriate impulse response in

the measurement equation. The proposed technique was tested in simulation and full-scale tests,

and the results showed that it is effective for track condition monitoring with acceptable accuracy

for conventional railways.

2.3 Datasets for Fault Prediction

Various types of data gathered from sensors or measurements typically make up the datasets used

in fault prediction studies for railway systems. These datasets could contain details about the

track geometry, train or vehicle vibration or acceleration data, acoustic signals, and other pertinent

parameters. These datasets’ characteristics can change depending on the particular study and the

kind of predicted fault. For instance, datasets may include details about train accelerations, track

irregularities, and other elements that point to track faults [44][9]. The datasets’ sizes can also

differ, ranging from small datasets gathered from particular locations to large datasets gathered

from numerous railway systems [48][57]. The availability and quality of labeled data are important

considerations in fault prediction studies, as they impact the training and evaluation of AI models

[52].

In railway systems, track-related irregularities and train-related accelerations are crucial fac-

tors in fault prediction. Cracks, ballast problems, rail discontinuity, loose nuts and bolts, burnt

wheels, superelevation, and misalignment are just a few examples of track-related irregularities

that may be signs of track faults. Monitoring and examining these irregularities can aid in early

fault detection and diagnosis, enabling prompt maintenance and accident prevention. Measured

by sensors or onboard equipment, train-related accelerations offer important details about the dy-

namic behavior of the train and its interaction with the track. Acceleration patterns that change

or accelerate abnormally may be a sign of track faults or irregularities [9]. Therefore, it is essen-

tial for precise and efficient fault detection in railway systems that track-related irregularities and

train-related accelerations are included in fault prediction datasets.

In [53], the authors reviewed the research status of rolling bearing fault diagnosis for railway

vehicles, including vibration fault diagnosis and acoustic signal fault diagnosis methods. These

studies demonstrate the use of diverse datasets and AI models for fault prediction in railway sys-

tems, highlighting the importance of data collection and analysis in improving the safety and

reliability of railway networks.
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2.4 Challenges and Opportunities

There are many difficulties and restrictions associated with fault prediction using acceleration

data. Since acceleration data can be gathered from numerous sensors and in numerous dimensions

(for example y, and z axes), this presents a challenge. This high-dimensional data can make the

analysis more complex and demand more computing power. The noise in the acceleration data is

another issue because it can reduce the precision of fault prediction models. Before training the

models, noise may need to be removed or reduced using filtering techniques or signal processing

techniques [36].

Despite the difficulties, there are a number of potential advantages and opportunities when

using acceleration data exclusively for fault classification. The system’s dynamic behavior is re-

vealed by acceleration data, which also records vibrations and movements that might be fault

indicators. Fault classification models can be created to be more specific and sensitive to fault-

related patterns by concentrating on acceleration data, potentially increasing the accuracy of fault

detection. Furthermore, acceleration data can be gathered in real-time or very close to real-time,

enabling continuous monitoring and quick fault detection. This can improve the safety and de-

pendability of railway systems by allowing for timely maintenance and accident prevention [29].

2.5 Conclusion

This literature review revealed several key findings in the field of fault prediction, condition mon-

itoring, and predictive maintenance in railway systems. Studies have highlighted the importance

of fault detection and diagnosis in ensuring the safety and reliability of railway networks. The

use of AI models has shown promising results in fault prediction and classification. These models

leverage various types of data, including track geometry data, vibration or acceleration data, and

acoustic signals, to accurately detect and classify faults in railway tracks. However, challenges

such as high dimensionality of data and the presence of noise need to be addressed. Overall, the

literature emphasizes the potential of AI models and automated techniques in improving the safety

and reliability of railway systems. The integration of human knowledge and reasoning with ML

methods can improve the accuracy of predictive maintenance models.

Despite the progress made in fault prediction research, there are still gaps and limitations that

need to be addressed. One major gap is the need for more comprehensive and diverse datasets that

accurately represent the real-world conditions of railway systems. The availability of high-quality

labeled data is crucial for training and evaluating AI models. Additionally, there is a need for stan-

dardized evaluation protocols and benchmarks to facilitate fair performance comparison among

different models. Another gap is the interpretability of AI models, as they often function as black

boxes, making it difficult to understand the underlying reasons for their predictions. Furthermore,

the integration of fault prediction models with maintenance and repair strategies is an area that

requires further exploration. Future research should also focus on developing hybrid models that

combine multiple ML methods and data sources for better prediction accuracy. By addressing
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these gaps, researchers can advance the field of fault prediction in railway systems and develop

more effective and reliable approaches.
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Chapter 3

Methodology

This chapter provides an overview of the methodology that will be employed to address the re-

search problem and also a more in-depth description of the data used.

3.1 CRISP-DM

The methodology in this thesis follows the Cross Industry Standard Process for Data Mining

(CRISP-DM) which is a process model that serves as the base for a data science process. Fig-

ure 3.1 has a representation of the process.

Figure 3.1: CRISP DM Diagram [28]

17
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This process has six main steps that aim to answer different questions:

1. Business understanding: What does the business need?

This question is already answered in the first chapter.

2. Data understanding: What data do we have/need? Is it clean?

First, simulated data is generated based on a geometric drawing of the railway track. Irreg-

ularities and accelerations are obtained for nine different scenarios. In the early stage of this

work, there was an expectation to have access to real-world data for training the models.

However, during the course of the project, it became apparent that obtaining such real data

would not be possible, for the time being. Consequently, the models had to be trained and

tested solely on simulated data due to the unavailability of authentic data. While using sim-

ulated data introduces certain limitations, the focus shifted towards optimizing the models

to make the most out of the available simulated dataset for accurate rail fault prediction.

3. Data preparation: How do we organize the data for modeling?

First, the irregularity and acceleration datasets are aligned through interpolation to create

unified datasets, allowing for a comprehensive analysis of their relationship along the track.

The features of the irregularity data are then used to obtain a binary label (0 - no fault or

1 - fault), according to tables 1.1 and 1.2, which is a vital step for supervised learning. By

comparing the irregularities with normative thresholds, fault labels are generated for each

data point, and now both irregularities and accelerations have an associated label. In the last

step, data scaling is applied to ensure all features are on a consistent scale, which enhances

the machine learning model’s performance. Additionally, a train-test split is applied to the

datasets. To ensure a balanced representation for training and evaluation, all the individual

datasets were concatenated. It is important to note that the individual datasets themselves

are not balanced, as will be detailed in the subsequent chapter. By combining the datasets,

the resulting unified dataset provides a more comprehensive and equitable distribution of

data, allowing for more reliable model training and testing.

4. Modeling: What modeling techniques should we apply?

Three methods are proposed for the ML models. The first method involves building a single

classifier that is trained on acceleration data, using the labels generated from irregularities

as the target. The second approach includes training a regressor using acceleration data as

input and irregularities as the target. The regressor’s predictions for irregularities are then

compared to the normative thresholds to generate the fault labels. The third method incor-

porates two models: a regressor and a classifier. The regressor is trained on acceleration

data to predict irregularities. These predicted irregularities, along with the original acceler-

ation data, are then used to train the classifier with theoretical fault labels as the target. This

approach leverages transfer learning in an effort to improve the model’s performance.
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5. Evaluation: Which model best meets the business objectives?

After training all the models, they are tested using the split previously mentioned. Then, ap-

propriate evaluation metrics are applied to make conclusions about their performances. For

regressors, the metrics used are Root Mean Squared Error, R-Squared, and Mean Absolute

Error. For the classifiers, the metrics used are Accuracy, Recall, Precision, and Specificity.

The goal here is to find if any of the methods/models show a good balance between all the

metrics and if they show potential to be used in a real-world application.

6. Deployment: How do stakeholders access the results?

In this thesis, this particular point is not important and the results of the models will not be

publicly deployed for use.

The full methodology is represented in figure 3.2 for improved understanding.

All the steps involving Data preparation, Modeling and Evaluation were conducted using

Google Colab Premium. Google Colab (short for Google Colaboratory) is a cloud-based Jupyter

Notebook environment offered by Google. It provides a platform for researchers, developers, and

students to write, execute, and share code, especially in the domain of ML. One of its primary

benefits for Machine Learning is that it offers access to powerful hardware resources without re-

quiring users to set up their own local computing infrastructure. Colab allows users to run code

on Google’s high-end GPUs (Graphic Processing Units) and TPUs (Tensor Processing Units),

significantly accelerating the training of machine learning models. Additionally, Colab comes

pre-installed with popular ML libraries like TensorFlow, Keras, and PyTorch, streamlining the

process of building and experimenting with models.
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Figure 3.2: Full Methodology Diagram
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3.2 Data acquisition and description

As mentioned before, the ML model will be trained using simulated data. The data was elabo-

rated on the basis of the geometric drawing of the track, corresponding to the 5th section of the

Portuguese Northern line with approximately 5400m of length. This geometric drawing already

takes into account the curvature and the superelevation of the rails so that the simulated data is

as close to real data as possible. The data is simulated through a program called SimPack that is

representing passages of the, already mentioned, Portuguese EM120 inspection train. This train

has a special onboard device that outputs the irregularities of the rail every centimeter. The train

also has four different accelerometers distributed in such a way that there are two on the front axle

and two on the rear axle (per axle there is one accelerometer on the left and one on the right). It’s

also important to note that the train makes its journey at a constant speed of 80km/h.

As described, there are two different types of data that are used in this paper: Track-related

irregularities and train-related accelerations. For the irregularities data, there are four features:

"ALE" and "NLE" refer to the left rail horizontal and vertical deviations, respectively. "ALD"

and "NLD" represent the right rail’s horizontal and vertical deviations. This data is obtained every

centimeter.

The horizontal and vertical deviations are instrumental in examining any irregularities in the

rail tracks. They act as indicators of faulty or distorted sections. Consequently, these attributes are

expected to contribute significantly to the model’s predictive power. By having these features for

both sides of the rail track, we can form a complete image of the rail condition. When evaluated

together, these features provide a balanced perspective on the structural integrity of the entire track

system.

In order to use tables 1.1 and 1.2 to correctly label the data, it is necessary to calculate the

standard deviations within every 200m. To perform this, a moving window was elaborated. This

window calculated the standard deviation within the first 200m. Then, the window moves 1m and

performs the calculations again. This way, 5200 standard deviations were obtained.

Regarding the acceleration data, things are a bit different, as the accelerometers collect data

at a constant frequency of 5kHz. Given that the train’s speed is 80km/h there is now a new mea-

surement approximately every 0,444cm. This way, each scenario has 1215000 values for each ac-

celeration. The features present in the acceleration data are "S4_y1", "S4_z1", "S1_y1", "S1_z1",

"S2_y1", "S2_z1", "S3_y1", "S3_z1" where y represents the acceleration in the horizontal axis

and z in the vertical axis and 1, 2, 3 and 4 represent one of the axle boxes, according to 3.3. 1

represents the rear right wheel, 2 the front left wheel, 3 the front right wheel, and 4 the rear left

wheel.

In order to enlarge the dataset nine different damage profiles were simulated in an effort to try

and encapsulate multiple possible scenarios of ALs. From each normative table, three standard

deviations are confronted with other three standard deviations from the opposite tabled, and nine

different outcomes emerge. Each of these scenarios has its own set of irregularities and accelera-

tions. Table 3.1 represents these scenarios.
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Figure 3.3: Representation of the train and the acceleration features

Table 3.1: Simulation of Damaged scenarios

Description of ALSTD for ALSTD for Vehicle Speed
Damaged Scenarios vertical level lateral alignment [km/h]

[mm] [mm]
Damaged Scenario 1 1.4 1.0 80
Damaged Scenario 2 1.4 1.2 80
Damaged Scenario 3 1.4 1.5 80
Damaged Scenario 4 1.8 1.0 80
Damaged Scenario 5 1.8 1.2 80
Damaged Scenario 6 1.8 1.5 80
Damaged Scenario 7 2.3 1.0 80
Damaged Scenario 8 2.3 1.2 80
Damaged Scenario 9 2.3 1.5 80

In order to have a visual representation of the data, the irregularity values for damaged sce-

nario 1 and the vertical acceleration for the front left wheel in the first scenario are represented

in figure 3.4 and 3.5, respectively. In the figure of the irregularities, the three lines in each graph

represent different ALs for different speeds. Here we are interested in the red line that represents

the threshold for speeds equal to or under 80km/h.

The remainder of the damaged scenarios and their respective standard deviations for each

feature of irregularity are represented in Appendix A. In Appendix B the remainder of the accel-

erations for the first scenario are represented, to facilitate understanding of the data.

In summary, these datasets provide a wealth of information that encapsulates the fundamental

physical attributes of the rail tracks. This rich assortment of features offers a granular view of

the rail system, thereby setting the stage for a ML model that can effectively distinguish between

faulty sections and non-faulty ones.
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Figure 3.4: Irregularities for Damaged Scenario 1
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Figure 3.5: Front Left Wheel Vertical Acceleration
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Chapter 4

Exploring the solution to the problem

In this chapter, the methodology used to accomplish the goals of this thesis is thoroughly ex-

plained. As per 3, the approach is divided into several stages, each intended to address a particular

component of the research objectives. This chapter provides a detailed overview of the key steps

involved in this approach. The tools, algorithms, and methods used throughout the process are

also reviewed.

4.1 Data preprocessing

Data preprocessing is a critical step in the Machine Learning pipeline that involves transform-

ing raw data into a format suitable for training and evaluating models. This section includes a

description of the various data preprocessing techniques used.

4.1.1 Matching irregularities and accelerations

As explained previously, this work uses irregularity data and acceleration data, two different mea-

surement types. The goal is to combine these two datasets into a unified representation for further

analysis. To achieve this, it is first necessary to transform the data into a time series format and

apply interpolation on the smaller dataset to align their frequencies.

Time series data refers to a sequence of data points collected over time, typically at regular

intervals. It captures the evolution of a variable or phenomenon over a specific period [6]. In this

case, both the irregularity data and acceleration data are time-dependent, where each data point

corresponds to a specific timestamp or position along a railway track.

Interpolation is a mathematical technique used to estimate values between known data points.

It enables the filling of missing or irregularly spaced data with estimated values based on the avail-

able information [42]. Here, interpolation is necessary because accelerations are being collected at

a higher rate than irregularities which results in incompatible datasets, even though they are both

25



26 Exploring the solution to the problem

being simulated in the same length of the railway. So, interpolation is applied to the irregularities

to ensure that they have the same frequency and timestamps as the accelerations.

The reason for aligning the frequencies through interpolation is to facilitate their combination

and analysis. By matching the frequencies exactly, it is ensured that each data point in the interpo-

lated irregularity data corresponds to the same timestamp in the acceleration data. This alignment

allows the creation of a single dataset (for each scenario) where each timestamp has both the irreg-

ularity and acceleration values side by side. With this combination, it is now possible to analyze

and study the relationship between irregularities and accelerations along the railway track.

4.1.2 Data Labeling

Labeled data is necessary for supervised Machine Learning in order to train models that can make

accurate predictions. To allow for supervised learning algorithms to figure out the underlying pat-

terns and relationships, input data must be paired with corresponding output labels. The model can

comprehend the relationship between input features and the desired output thanks to the reference

provided by these labeled examples. Because it directly affects the model’s capacity to generalize

and make precise predictions on unobserved data, data labeling is of special importance.

Additionally, the quantity and quality of labeled data can significantly impact the performance

of supervised learning models. Sufficient amounts of diverse and well-labeled data allow models

to capture a wide range of variations and improve their generalization capabilities, hence the nine

different scenarios.

As discussed earlier, here, data labeling occurs with the use of the theoretical tables 1.1 and 1.2.

Simply crossing the calculated standard deviation values in 3.2 with the thresholds in the tables,

keeping in mind that the measurements were made with the train’s speed at 80km/h, is enough

to obtain all the labels. Because the irregularities and accelerations datasets were concatenated

in 4.1.1, now every acceleration has a label attached to it, even though the accelerations are not

directly related to the irregularities.

Table 4.1 represents the percentage of faults (label equal to 1) and non-faults (label equal to

0) present in each dataset. Bearing in mind that each dataset represents different scenarios, it is

expected that the datasets are not balanced. However, concatenating all the different scenarios

produces a well-balanced dataset, as observed in the last row of the table.

4.1.3 Data Scaling

Data scaling is also a crucial preprocessing step in ML models that involves transforming the data

to a consistent scale. This step is essential for several ML algorithms as it improves the model’s

overall performance and facilitates the convergence process.

In the context of ML models, data scaling is important to address issues related to the varying

magnitudes and ranges of different features. When features have significantly different scales,

some with larger values might dominate the learning process and overshadow the contributions

from smaller-scaled features. This can lead to biased results and inefficient convergence [10].
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Table 4.1: Percentage of faults and non-faults

Damaged No fault (0) Fault (1)
Scenarios [%] [%]

Damaged Scenario 1 99.13 0.87
Damaged Scenario 2 93.38 6.62
Damaged Scenario 3 31.32 66.68
Damaged Scenario 4 98.8 1.2
Damaged Scenario 5 91.45 8.55
Damaged Scenario 6 30.77 69.23
Damaged Scenario 7 31.9 68.1
Damaged Scenario 8 31.47 68.53
Damaged Scenario 9 14.96 85.04
All scenarios united 58.13 41.87

By scaling the data, we ensure that each feature contributes proportionately during the model’s

computations. Scaling brings all features to a similar scale, normalizing their values and prevent-

ing any particular feature from dominating the learning process. This promotes a more balanced

consideration of all features, improving the model’s ability to learn and make accurate predictions.

Furthermore, data scaling aids in regularization, which is a technique used to prevent overfit-

ting and enhance the model’s generalization ability. Regularization parameters in ML models, such

as the regularization coefficient, control the trade-off between model complexity and accuracy on

the training data. If the features are not scaled, regularization can be biased towards features with

larger scales, leading to an imbalance in the regularization process. Scaling the features ensures

that regularization is applied uniformly across all features, resulting in a more effective and fair

regularization process.

Additionally, data scaling has benefits when using kernel methods in ML models. Kernel func-

tions, such as the radial basis function (RBF) kernel, are commonly employed to capture complex

relationships between data points. These kernel functions are sensitive to the magnitude of in-

put data. If the features are not scaled, dominant features with larger scales can influence kernel

computations, leading to distorted results. Scaling the data helps in maintaining the integrity of

the kernel computations by equalizing the contributions of all features, regardless of their original

scale.

In summary, data scaling is a vital preprocessing step in Machine Learning models, regardless

of the specific algorithm used. It ensures balanced consideration of all features, improves conver-

gence, aids in regularization, and maintains the accuracy of kernel computations. By scaling the

data, we create a more robust and effective ML model that can generalize well to unseen data.

4.1.4 Feature correlation

Having all the features aligned and their respective label, it’s possible to obtain the full correla-

tion matrix between all the features and the label. Through the analysis of this matrix, several

conclusions are drawn. This matrix is represented in figure 4.1.
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Figure 4.1: Correlation Matrix between the features and the label

The figure yields the following conclusions:

1. Values for vertical and horizontal irregularities do not show much correlation with each

other. The same goes for vertical and horizontal accelerations.

2. As expected, the irregularity values represent a high correlation with the label, while accel-

eration values represent a very low correlation with the label. Additionally, it’s also possible

to see that all accelerations on the y-axis have a higher correlation than the ones on the

z-axis.

3. As presumed, a very high correlation between the values of S1 and S4, and between the

values of S2 and S3 is observable. As per 3.3, S1 and S4 both belong on the rear axle, and

S2 and S3 to the front axle of the train.
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4. Vertical acceleration values have a much smaller correlation with the label than horizontal

acceleration values. This means that the vertical accelerations could be dispensable. How-

ever, since the device that captures the vertical and lateral accelerations is the same, there is

no point in excluding one of these values because, in a real scenario, the cost of having the

accelerometers would be the same.

5. Despite the differences outlined in the previous point, when looking at the values on the

y-axis, all the accelerations show similar correlations with the label (0.021 and 0.023).

6. Overall, the correlations between the accelerations and the label are very small when com-

pared to the irregularities. Even though this scenario was predictable, it might be an indi-

cator that accelerations on their own will not be enough to predict the label of unseen data

accurately.

4.2 Methodologies for the models

As brought up earlier, the main goal of the ML models is to classify as fault or no-fault (binary

classification) every instance of the length of a given section of the rail. The predictions must all

be made using only acceleration data since this data is much easier to obtain than irregularities.

This means that the provided irregularities can not be directly used to train one single model

as it is not possible to use a certain amount of features i.e. irregularities plus the accelerations

to train a model and after that make predictions using a reduced amount of features i.e. only the

accelerations.

In order to bypass this issue, three methods were formulated:

1. Classifier: Build a single Classifier that is trained using the acceleration data and uses the

labels, created using the irregularities and the respective thresholds denominated by the

normative tables, as a target.

2. Regressor: Build a single Regressor that is trained using the acceleration data and uses the

irregularities as a target (eight inputs and four outputs). Then, the thresholds denominated

by the normative tables are applied and the predicted labels are obtained, using the predicted

irregularities.

3. Regressor + Classifier: Build two models - one Regressor and one Classifier. First, the

regressor is the same as before, it is trained using the acceleration data and uses the irregu-

larities as a target. The difference to the previous technique is that a classifier is now built

and trained using the predicted irregularities from the regressor concatenated with the previ-

ously used accelerations as an input and the theoretical labels as a target. This technique in

which knowledge learned from a task is re-used in order to boost performance on a related

task is known in ML as Transfer Learning [51].

These three different methods are represented in figures 4.2a, 4.2b, and 4.2c respectively.
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(a) Structure using Method 1 (b) Structure using Method 2 (c) Structure using Method 3

Figure 4.2: Comparison of different methods

4.3 Classifiers and Regressors tested

4.3.1 Support Vector Machines

Support Vector Machines represent a potent supervised learning algorithm commonly employed

for classification analyses [50]. They have drawn a lot of interest because of their solid theoretical

foundations and empirical successes across various domains, including fault detection.

At the heart of SVMs lies the principle of decision planes, which help create decision bound-

aries demarcating objects based on their class affiliations. One of the distinguishing features of

SVMs is their objective to locate an optimal hyperplane that maximizes the margin, which is the

distance between the decision boundary and the nearest data points, also known as support vectors

[5]. The pursuit of maximum margin is integral to the SVM’s design as a larger margin signifies

superior generalization performance, thus enhancing the model’s robustness against overfitting.

Linear SVMs, often utilized when the data is linearly separable, rely on a hyperplane to bisect

the data points into distinct classes. However, real-world data is often non-linear, making lin-

ear techniques inadequate. As such, SVMs exhibit their true effectiveness by introducing kernel

functions, such as the RBF, which project the data points into a higher-dimensional space. This

transformation enables the creation of non-linear decision boundaries, extending SVM’s applica-

bility to non-linear problems [43].

In comparison to other classification algorithms, SVMs present several notable advantages.

They possess the capability to handle high-dimensional data, an attribute vital in many real-world

applications with a multitude of features. Moreover, SVMs exhibit tolerance towards noise and

outliers, a trait that enhances their reliability in the presence of imperfect data [13]. Lastly, their
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ability to manage non-linear decision boundaries further cements their superiority as a versatile

and robust ML algorithm.

In the context of this thesis, SVMs were created using the ’scikit-learn’ library for Python.

Figure 4.3: Structure of a linear SVM [3]

4.3.2 Gradient Boosting Machines

Gradient Boosting Machines (GBM) have emerged as powerful and versatile ML algorithms for

both regression and classification tasks. They belong to the family of ensemble methods and are

renowned for their ability to combine weak learners into a strong predictive model. In this section,

we will focus on two prominent implementations of GBMs: LightGBM and XGBoost. These

frameworks have gained significant popularity due to their efficiency, scalability, and superior

predictive performance.

LightGBM, a gradient-boosting framework developed by Microsoft Research, stands out for

its efficiency and adaptability to large-scale datasets.

LightGBM introduces a novel tree construction algorithm called Gradient-based One-Side

Sampling (GOSS). This technique efficiently selects a subset of data instances with significant

gradients for building trees. As a result, it greatly reduces computational costs and improves the

speed of the training process [30].

Secondly, the framework adopts a histogram-based approach to store and manipulate feature

values during tree construction. By discretizing continuous features into bins, LightGBM effec-

tively reduces memory usage and enhances overall computational efficiency.

Thirdly, LightGBM supports parallel and distributed training, making it well-suited for han-

dling large datasets that may not fit into memory. It can efficiently utilize multiple CPU cores and

even scale across multiple machines, allowing for faster model training.
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Lastly, LightGBM offers a range of advanced features, including automatic handling of miss-

ing values, implementation of regularization techniques like L1 and L2 regularization, and the

ability to enable early stopping based on evaluation metrics. These features contribute to the

framework’s versatility and effectiveness in various ML tasks [30].

XGBoost, short for eXtreme Gradient Boosting, has become immensely popular in both aca-

demic and industrial circles since its inception by Tianqi Chen. It is a powerful gradient-boosting

framework with a host of features and optimizations, making it stand out in terms of performance.

Some of the notable aspects of XGBoost include a regularized learning objective function that

balances a loss function and regularization term, providing better control over model complexity

and preventing overfitting. Moreover, it employs a second-order gradient approximation, consid-

ering both first and second derivatives of the loss function, resulting in more accurate estimates of

optimal model parameters [12].

XGBoost incorporates a weighted quantile sketch algorithm for approximate tree construction,

significantly improving the efficiency of split search and reducing computational costs, particu-

larly for high-dimensional datasets. The framework also offers support for various regularization

techniques like L1 and L2 regularization, along with tree pruning to manage model complexity.

Additionally, it provides capabilities for early stopping, cross-validation, and model interpretation.

Another advantage of XGBoost is its extensive set of APIs and interfaces, making it com-

patible with multiple programming languages and frameworks. This flexibility enables seamless

integration into existing ML pipelines and systems.

In summary, LightGBM and XGBoost are two prominent implementations of gradient-boosting

machines that have revolutionized the field of Machine Learning. Their efficient algorithms, ad-

vanced optimizations, and support for parallel processing make them well-suited for handling

large-scale datasets. With their superior predictive performance and flexibility, LightGBM and

XGBoost have become indispensable tools for data scientists and ML practitioners seeking to

tackle complex regression and classification problems.

In the context of this thesis, LightGBM models were created using the LightGBM official

library for Python, and XGBoost models were also created using the official library for Python.

4.3.3 Random Forests

Random Forests have emerged as a powerful and versatile ML algorithm that has gained significant

popularity in various fields. Comprising an ensemble of decision trees, this method combines

the wisdom of the crowd by leveraging the collective knowledge of multiple individual models.

Random Forests exhibit remarkable flexibility, robustness, and excellent predictive performance,

making them a prominent choice for both classification and regression tasks [39].

RFs operate on the principle of ensemble learning, harnessing the strengths of multiple deci-

sion trees to form a more accurate and stable prediction model. Each decision tree in the ensemble

is constructed independently, allowing for diversity in the modeling process. Consequently, the

combination of multiple decision trees mitigates the limitations of individual trees and collectively

produces superior predictive performance.
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A key feature of Random Forests is the injection of randomness during both the training and

prediction phases. This randomness is introduced in two main ways: random sampling of training

instances and random feature selection. During the training phase, each tree is trained on a boot-

strap sample, which is created by randomly sampling the original dataset with replacement. This

sampling scheme introduces diversity in the training process and ensures that each tree has its own

unique perspective of the data. Moreover, at each node of the decision tree, only a random subset

of features is considered for splitting. By doing so, Random Forests reduce the correlation among

trees and enhance the overall diversity of the ensemble [7].

The construction of individual decision trees in a Random Forest follows the standard deci-

sion tree learning algorithm. At each node, the algorithm searches for the best split by evaluating

different candidate features and splitting points based on various criteria such as information gain,

Gini impurity, or mean squared error. This process is repeated recursively until a stopping crite-

rion, such as reaching a maximum depth or a minimum number of instances per leaf, is met. The

resulting decision trees form the foundation of the Random Forest ensemble.

To make predictions using a Random Forest, each decision tree in the ensemble independently

casts its vote or provides a predicted value. For classification tasks, the class with the majority

of votes is assigned as the final prediction. In regression tasks, the predicted values from all trees

are averaged to obtain the final prediction. This aggregation mechanism allows Random Forests

to capture complex patterns in the data and provide robust predictions that are less susceptible to

outliers or overfitting.

Random Forests offer several advantages that contribute to their wide-ranging applicability.

Firstly, they can handle high-dimensional data with a large number of features while maintain-

ing good predictive accuracy. Additionally, they are resistant to overfitting due to the ensemble

structure and the introduction of randomness. Moreover, Random Forests are capable of handling

missing values and outliers effectively [7].

In the context of this thesis, Random Forests were created using the ’sckikit-learn’ library for

Python.

4.3.4 Neural Networks

Neural networks, encompassing various architectures such as Multi-layer Perceptron (MLP), Con-

volutional Neural Networks, and Recurrent Neural Networks, have transformed the field of ML.

They have not only proven to be highly effective in solving complex classification problems but

have also demonstrated remarkable performance as regressors. This chapter explores the versatil-

ity of neural networks as both classifiers and regressors.

Artificial Neural Networks, also known as MLP classifiers, are frequently used to handle chal-

lenging classification tasks. MLP classifiers mimic the learning and prediction processes of inter-

connected neurons by simulating biological neural networks. The Perceptron, a synthetic neuron

that gives input features weights based on their relative importance, is at the core of an MLP clas-

sifier. The Perceptron generates an output by adding the weighted inputs and using an activation
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Figure 4.4: Structure of an RF [35]

function, such as sigmoid, hyperbolic tangent, or rectified linear unit (ReLU). The choice of activa-

tion function depends on the specific problem and the desired properties of the classifier [41]. The

feedforward architecture teaches it how to represent input data hierarchically. Training an MLP

classifier involves an iterative optimization process using the backpropagation algorithm, which

adjusts the perceptron’s weights based on prediction errors. Regularization techniques, such as

weight decay or dropout, help mitigate overfitting issues and enhance generalization. MLP clas-

sifiers excel at capturing non-linear relationships in high-dimensional datasets, accommodating

various types of input features, including numerical and categorical variables [24].

In addition to classification, Neural Networks have proven to be powerful regressors. Deep

learning techniques, including MLP architectures, CNNs, and RNNs, have gained prominence in

regression problems. Deep learning refers to training neural networks with multiple hidden layers,

enabling them to learn intricate patterns and representations from complex data. MLP architec-

tures are widely used for regression, capturing non-linear relationships between input features and

target outputs.

RNNs excel in capturing temporal dependencies and sequences, making them suitable for

regression tasks involving time-series data. RNNs are proficient at modeling sequences and using

historical data to forecast future values. The vanishing gradient problem and the need to capture

long-term dependencies in regression tasks led to the development of Long Short-Term Memory.

Sequence-to-sequence regression is a function that RNNs can perform when the input and output

are both sequences. RNNs can map input sequences to output sequences in a regression context

thanks to encoder-decoder architectures [55].

When dealing with multi-target regression problems such as the case at hand, it is a must that

the Regressor can predict multiple outputs simultaneously. The task of predicting multiple outputs
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requires Regressors capable of handling this complexity. Unfortunately, in such cases, the offer of

ML models becomes very limited as Neural Networks and Random Forests are the best options

that support multi-output by default [16].

In the context of this thesis, both ANNs and RNNs were created using the ’Keras’ API, built

on top of ’TensorFlow’, for Python.

Figure 4.5: Structure of an ANN [38]

4.4 Model Evaluation and Performance Metrics

In this section, we will discuss the evaluation of the Classifiers and Regressors developed for fault

identification in rails using AI. We will focus on important performance metrics and the confusion

matrix for classifiers and RMSE, R-squared, and MAE for regressors.

4.4.1 Classifier Evaluation

The evaluation of Classifiers is essential to determine their effectiveness in accurately identify-

ing faults in the rails [27]. The confusion matrix, as shown in table 4.2, is a powerful tool for

understanding the classifier’s performance.

Table 4.2: Confusion Matrix

Actual Class
Positive Negative

Predicted Class Positive True Positives (TP) False Positives (FP)
Negative False Negatives (FN) True Negatives (TN)

The key performance metrics used for classifier evaluation are:

• Accuracy: The overall correctness of the classifier’s predictions, calculated as the ratio of

the sum of true positives and true negatives to the total number of instances. It is computed
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as

Accuracy =
True Positives (TP)+True Negatives (TN)

True Positives (TP)+False Positives (FP)+True Negatives (TN)+False Negatives (FN)
(4.1)

• Recall (True Positive Rate): The proportion of actual fault instances that the classifier

correctly identified, computed as

Recall =
True Positives (TP)

True Positives (TP)+False Negatives (FN)
(4.2)

In the context of fault identification in rails, recall is of paramount importance as it ensures

that most actual faults are captured, minimizing the risk of missing critical issues.

• Precision: The proportion of predicted fault instances that are correct, given by

Precision =
True Positives (TP)

True Positives (TP)+False Positives (FP)
(4.3)

A high precision score indicates that the model is accurately identifying actual faults with

minimal false positives.

• Specificity (True Negative Rate): The proportion of correctly identified non-fault instances

out of all actual non-fault instances, given by

Specificity =
True Negatives (TN)

True Negatives (TN)+False Positives (FP)
(4.4)

In the context of fault identification, a high specificity is desirable to minimize the risk of

false alarms and unnecessary maintenance actions.

4.4.2 Regressor Evaluation

The evaluation of regressors is crucial to assess their ability to predict numerical values related to

the irregularities accurately [14]. The key metrics used for regressor evaluation are:

• RMSE (Root Mean Squared Error): Measures the average squared difference between

the predicted (ŷi) and actual (yi) values. A lower RMSE indicates a better fit of the model.

RMSE =

√
1
n

n

∑
i=1

(yi − ŷi)2 (4.5)
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Where:

n - the number of data points

yi - actual value for data point i

ŷi - predicted value for data point i

• R-squared (Coefficient of Determination): Quantifies the proportion of the variance in

the dependent variable (output) that is predictable from the independent variables (input). A

value close to 1 suggests that the model can explain a large portion of the variability.

R2 = 1− ∑
n
i=1(yi − ŷi)

2

∑
n
i=1(yi − ȳ)2 (4.6)

Where:

n - the number of data points

yi - actual value for data point i

ŷi - predicted value for data point i

ȳ - the mean (average) of the actual values

• MAE (Mean Absolute Error): Measures the average absolute difference between the pre-

dicted (ŷi) and actual (yi) numerical values. It provides an easily interpretable metric of

prediction accuracy.

MAE =
1
n

n

∑
i=1

|yi − ŷi| (4.7)

Where:

n - the number of data points

yi - actual value for data point i

ŷi - predicted value for data point i
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Chapter 5

Results and discussion

In this chapter, all the results obtained are presented.1 Diverse models were created and tested.

This chapter will give a clear understanding of the models and methods that work correctly and

also what deserves further research and enhancement.

5.1 Results

This section is divided into four subsections, one per each different method tested and one subsec-

tion regarding some early testing.

5.1.1 Early Considerations

Before creating concrete models some tests were carried out regarding only small sections of all

the concatenated datasets, in order to have an idea of the computational requirements of different

models and methods. Table 5.1 has a simple representation of most of the models created and

their difference in run times. In this first estimate, the support vector machines had "RBF" kernels,

the RFs, LightGBMs and XGBoosts all had 10 estimators, and the neural networks had 2 hidden

layers iterated over 10 epochs.

By looking at table 5.1 it is clear that LightGBM is by far the fastest model of the bunch. In

terms of computational requirements, it is a lot faster than every other model tested. It is also clear

that Support Vector Machines might not be the best option as it takes 1 hour and 20 minutes to

run on just 5% of the data. This means that if the SVM was ever to be run on 100% of the data, it

would take a really long time to train. Random Forests, XGBoost, and Neural Networks are more

computationally expensive than LightGBM. However, they all run in very respectable times and

will undergo further testing.

As discussed in Section 4.4, the performance metrics of utmost importance in this specific

context are accuracy, recall, and specificity. Accuracy provides a well-rounded assessment of the

overall model performance, making it a vital metric. Equally significant is recall, as it ensures the

1All of the results are available in the following Google Spread Sheet for consultation: https://docs.google.
com/spreadsheets/d/19FRU3COVT8NsxSN1q8XVs6MeEeRZuqHTaMkrAd647n4/edit?usp=sharing
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https://docs.google.com/spreadsheets/d/19FRU3COVT8NsxSN1q8XVs6MeEeRZuqHTaMkrAd647n4/edit?usp=sharing
https://docs.google.com/spreadsheets/d/19FRU3COVT8NsxSN1q8XVs6MeEeRZuqHTaMkrAd647n4/edit?usp=sharing
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Table 5.1: Comparison of models run-time

AI Models Sample Size [%] Run-Time [hh:mm:ss]
Support Vector Machine 1 8:00
Support Vector Machine 5 1:21:00

Random Forest 1 0:10
Random Forest 5 4:14
Random Forest 25 6:39

XGBoost 1 0:10
XGBoost 5 0:58
XGBoost 25 4:02

LightGBM 1 0:02
LightGBM 5 0:05
LightGBM 25 0:25
LightGBM 100 1:38

Neural Network 1 3:00
Neural Network 25 13:00

effective identification of actual faults, reducing the risk of overlooking critical issues. However,

specificity, representing the True Negative Rate, also holds great importance in minimizing false

alarms. Striking a fine balance between the True Positive Rate and the true negative rate becomes

the ultimate goal in this scenario. For instance, a model may exhibit high accuracy and True

Negative Rate but suffer from low recall. This leads the model to classify most unseen data as

non-fault, even when faults are present, undermining its primary objective of accurately predicting

fault occurrences.

5.1.2 Method 1: Classifier

Method 1 consists of building a Classifier that takes the acceleration values as inputs and is trained

using the theoretical labels as a target. These Classifiers output directly the predicted label (0/1)

for unseen data using only the eight acceleration values in a given point, as per 4.2.

The following results were all obtained by concatenating all the datasets into one and making

a train-test split of 90% and 10%. The first classifier tested was the Support Vector Machine with

an RBF kernel. Its results are represented in table 5.2.

Table 5.2: Results for Method 1 - SVM

Sample Size Accuracy Precision Recall (TPR) Specificity (TNR)
[%] [%] [%] [%] [%]

1 84.71 78.36 15.62 99.07
5 69.87 74.46 17.94 96.81

SVM requires a lot of computational power and its run times are significantly larger than other

models. Its results also show that they provide a high imbalance between TPR and TNR, meaning
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that they can’t distinguish well between the two labels and the extra computational requirements

that SVM requires are not worth it.

The second and third classifiers tested were the GBMs, LightGBM, and XGBoost. Its results

are represented in tables 5.3 and 5.4

Table 5.3: Results for Method 1 - LightGBm

Sample Size Accuracy Precision Recall (TPR) Specificity (TNR)
[%] [%] [%] [%] [%]

1 78.13 70.15 20.73 97.09
5 69.36 64.11 23.41 93.20

25 61.63 64.69 32.66 86.29
100 61.2 64.76 37.44 83.62

Table 5.4: Results for Method 1 - XGBoost

Sample Size Accuracy Precision Recall (TPR) Specificity (TNR)
[%] [%] [%] [%] [%]

1 78.16 65.69 25.11 95.67
5 69.64 63.93 25.51 92.53

25 62.8 65.02 32.21 87.14
100 62.26 65.14 37.17 84.45

The gradient-boosting machines showed an improvement in the balance between recall and

specificity. However, the recall value is still very low when compared to the specificity.

Next, Random Forests with 100 estimators were tested. Their results are shown in table 5.5

Table 5.5: Results for Method 1 - RF

Sample Size Accuracy Precision Recall (TPR) Specificity (TNR)
[%] [%] [%] [%] [%]

1 78.71 71.43 23.72 96.87
5 70.14 63.83 29.01 91.47

25 65.34 61.82 36.48 85.70
100 65.36 61.89 39.48 83.22

Random Forests performed slightly better than the gradient boosting machines, but have not

presented good enough results. Additionally, tests were also made using 50 and 200 estimators.

However, no major improvements happened.

Lastly, Artificial Neural Networks were also built. Different tests were executed, trying dif-

ferent numbers of hidden layers, different activation functions, and increasing and decreasing the

number of epochs and the learning rate. The best and most balanced result for a neural network

used ten epochs, a learning rate of 0.001 three fully connected hidden layers with ReLU activation

functions, and 64 neurons each. The model also has an Adaptive Moment Estimation (Adam)

optimizer. The last layer of the neural network had two neurons with a softmax activation function

to solve the classification problem. The results are represented in table 5.6.
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Table 5.6: Results for Method 1 - ANN

Sample Size Accuracy Precision Recall (TPR) Specificity (TNR)
[%] [%] [%] [%] [%]

1 79.01 67.95 29.23 95.45
5 70 65.85 25.29 93.20
25 65.33 62.38 35.03 85.76
100 65.13 60.74 41.30 81.58

Tests were also made using a Recurrent Neural Network with three LSTM layers to find if it

performs better. The results are in table 5.7.

Table 5.7: Results for Method 1 - RNN

Sample Size Accuracy Precision Recall (TPR) Specificity (TNR)
[%] [%] [%] [%] [%]

5 69.64 63.23 26.58 91.98
100 65.12 61.17 42.62 80.96

Observing tables 5.6 and 5.7 it’s possible to conclude that these neural networks performed on

the same level as Random Forests. RNNs performed just a bit better but they add a lot of complex-

ity and computational requirements so they do not compensate for the slightly better performance.

Overall, most classifiers suffered from the issue of having low recall percentages. Although

some have respectable values of accuracy, low recall means that the models are not classifying

accurately enough the positive instances. This outcome was forecast in section 4.1.4. Random

Forests, Artificial Neural Networks, and Recurrent Neural Networks showed the most promise

while gradient-boosting machines were not far behind while having the benefit of being a lot

faster. SVMs performed poorly and are very computationally expensive so they are not the right

answer for this method.

5.1.3 Method 2: Regressor

In this second method, as mentioned before, the goal is to predict the values of the irregularities

using the values of the accelerations as the starting point. Then, the predicted irregularity values

are checked against the normative tables, and the labels are obtained.

As highlighted previously, the choice of regressors, in this case, is very limited since only

Random Forests and Neural Networks possess the ability to predict multiple outputs by default.

Regressors such as Gradient Boosting Regressors or Support Vector Regressors do not natively

support multi-output regression.

For the following tests, the RF Regressor had 50 estimators and 30 estimators for the sample

size of 100% (because of RAM limitations). The Neural Networks have an input layer with eight

neurons (one for each of the acceleration features) and an output layer with four neurons (one for

each of the irregularity values). The model also has three fully connected hidden layers with a
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total of 64 neurons each, with ReLU activation functions. The learning rate was set to 0.001 and

an Adam optimizer was also used.

Table 5.8 shows the evaluation metrics for the regressors built.

Table 5.8: Evaluation of the Regressors

Model Sample Size [%] RMSE R-Squared MAE
RF 1 0.3319 0.8897 0.2303
RF 5 0.36199 0.8689 0.252
RF 25 0.365 0.8667 0.2698
RF 100 0.3731 0.8607 0.2856
NN 1 0.8077 0.3471 0.5413
NN 5 0.9228 0.1478 0.6441
NN 25 0.9502 0.0969 0.7186
NN 100 0.9476 0.1018 0.7465

The results of the previous table clearly show that Random Forests outperform neural networks

in this specific task. RFs have roughly three times better values for the RMSE and the MAE.

Additionally, they have a really high value of R-squared while NNs perform really poorly in the

R-squared metric. This means that RFs can explain a large portion of the variability of the data

while NNs may struggle.

The results for the Regressor plus classification with the thresholds are shown in table 5.9.

Table 5.9: Results for Method 2

Regressor Sample Size Accuracy Precision Recall (TPR) Specificity (TNR)
Model [%] [%] [%] [%] [%]

RF 1 26.37 25.09 99.02 2.38
RF 5 46.25 37.39 85.07 26.11
RF 25 51.01 44.26 83.38 29.19
RF 100 53.07 45.81 81.68 33.33
NN 1 24.82 24.82 100 0
NN 5 54.55 40.8 73.25 44.85
NN 25 55.01 46.44 76.52 40.50
NN 100 59.39 50.19 70.16 51.95

Observing table 5.9, although the overall accuracy of the models obtained was a bit smaller

when compared to the results of Method 1, Method 2 exhibits high recall for both RF and NN

regressors, which is a notable strength. This shows that the method is effective in identifying a

substantial amount of real faults. In safety-critical applications like identifying railway faults, a

high recall is essential because it makes sure that the majority of actual faults are found, reducing

the chance of missing critical issues. The analysis also reveals that the method’s performance is

influenced by the dataset size, as expected. Accuracy and specificity typically get better as the

sample size grows. With larger sample sizes, the recall does, however, slightly decline, which is a

trade-off to take into account. Throughout the evaluations, RF consistently outperforms NN as the

regressor in the recall metric. However, NN exhibits higher precision, accuracy, and specificity.
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5.1.4 Method 3: Regressor + Classifier

Method 2 showed an improvement over Method 1 which shows that the use of a Regressor helped

increase performance. However, a simple Regressor was susceptible to small oscillations in the

values of the predicted irregularities. As such, employing a Classifier that learns the classification

using the predicted irregularities could make the overall model perform better. With this method,

tests were made using three different sample sizes. The tables below show the results from all

these tests and conclusions are drawn after. The Regressors are the same as used in Method 2 and

the classifiers follow the same architecture as the one used in Method 1.

Table 5.10: Results for Method 3 - 5% sample size

Regressor Classifier Accuracy Precision Recall Specificity
Model Model [%] [%] (TPR) [%] (TNR) [%]

RF LightGBM 47.28 35.13 64.21 38.50
RF XGBoost 46.31 35 66.72 35.72
RF NN 45.54 34.56 66.52 34.66
RF RF 46.96 35.02 64.58 37.82
NN LightGBM 54.42 34.47 37.1 63.41
NN XGBoost 54.06 35.89 43.85 59.36
NN NN 57.42 38.71 42.28 65.27
NN RF 51.41 35.33 50.86 51.70

Table 5.11: Results for Method 3 - 25% sample size

Regressor Classifier Accuracy Precision Recall Specificity
Model Model [%] [%] (TPR) [%] (TNR) [%]

RF LightGBM 51.37 42.53 59.13 46.13
RF XGBoost 51.14 42.35 58.98 45.86
RF NN 49.58 41.62 62.61 40.79
RF RF 50.85 42.19 59.53 45.00
NN LightGBM 52.09 42.15 50.93 52.87
NN XGBoost 50.77 42.13 59.6 44.81
NN NN 52.21 42.7 54.58 50.62
NN RF 49.94 41.64 60.45 42.86

From tables 5.10, 5.11 and 5.12 it’s possible to take out some conclusions:

1. Impact of Sample Size on Performance: As expected, it’s possible to see that the overall

performance metrics tend to get better as the sample size rises from 5% to 100%. Only

recall doesn’t quite follow this trend. Larger sample sizes give the models access to more

data, which improves generalization and performance. However, the improvements are not

substantial, suggesting that the model might be approaching a level where performance does

not improve much, even with more data.

2. Regressor Performance: Across all sample sizes, the Regressor models generally show

similar performance when used in combination with different classifiers. There is no clear
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Table 5.12: Results for Method 3 - 100% sample size

Regressor Classifier Accuracy Precision Recall Specificity
Model Model [%] [%] (TPR) [%] (TNR) [%]

RF LightGBM 54.66 44.43 44.02 62
RF XGBoost 54.15 43.94 44.52 60.80
RF NN 53.34 43 43.84 59.90
RF RF 54.2 44.04 44.91 60.62
NN LightGBM 52.69 43.04 49.07 55.18
NN XGBoost 52.25 42.65 49.18 54.36
NN NN 53.13 43.35 48.22 56.51
NN RF 49.93 41.92 58.72 43.86

indication that one Regressor consistently outperforms the other in terms of accuracy, pre-

cision, recall, or specificity.

3. Classifier Performance: The Classifier models also demonstrate comparable performance

across different Regressors and sample sizes. Again, no single Classifier emerges as the

clear winner across all metrics and sample sizes.

4. Accuracy: The accuracy values are generally moderate, ranging from around 45% to 57%

for 5% sample size, 49% to 52% for 25% sample size, and 50% to 55% for 100% sample

size. These values indicate that the models are performing better than random guessing, but

there is room for improvement.

5. Precision: Precision measures the proportion of true positives among predicted positives

(faults). In most cases, the precision values are relatively low, ranging from 34% to 39% for

5% sample size, 41% to 43% for 25% sample size, and 42% to 44% for 100% sample size.

This means that when the models predict a fault, they often include false positives.

6. Recall (True Positive Rate, TPR): Recall values, representing the ability to capture actual

faults, vary significantly. For 5% sample size, the recall ranges from around 37% to 67%,

for 25% sample size, it ranges from 51% to 62%, and for 100% sample size, it ranges from

43% to 59%. This indicates that the models have difficulty capturing all the true faults, and

there is room for improvement in this area.

7. Specificity (True Negative Rate, TNR): Specificity values show the ability to correctly

identify non-faults. Across models and sample sizes, specificity oscillates a lot, ranging

from around 35% to 65% for 5% sample size, 40% to 53% for 25% sample size, and 43%

to 62% for 100% sample size. This suggests that the models perform relatively better in

identifying non-fault cases when there is access to more data.

8. Regressor and Classifier Pairing: Sometimes using the same model for the Regressor and

the Classifier (i.e. RF Regressor with RF Classifier or NN Regressor with NN Classifier)

improves performance just a little bit. This implies that when the two models are the same,
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they are probably learning complementary representations. In some situations, however,

using a different Regressor and Classifier model can result in better performance (for ex-

ample, RF Regressor with LightGBM Classifier, NN Regressor with XGBoost Classifier).

This indicates that different models might be capturing different aspects of the data that are

beneficial for the final classification.

9. Balance Between Specificity and Recall: As previously mentioned, in the context of this

problem, both specificity and recall are crucial metrics. According to the results, there

appears to be a trade-off between recall and specificity. Recall tends to be lower when

specificity is high, and vice versa. It’s critical to strike a balance between these two metrics

to minimize both the risk of false alarms and unnecessary maintenance actions and the risk

of missing critical issues. Focusing on models that achieve a good balance between these

metrics would be advantageous given the significance of recall and specificity in identifying

railway faults. For instance, LightGBM and XGBoost classifiers seem to perform well in

this regard when paired with the RF Regressor.

Following all these considerations, although not a clear winner, a conclusion can be made

that the pairing of a Random Forest Regressor and a GBM Classifier shows the most promise for

real-world applications. Another reason for this conclusion includes the fact that RF Regressors

are much less prone to overfitting when compared to Neural Networks. Additionally, RF regres-

sors are known for their interpretability compared to some other complex models like Neural

Networks. Combined with GBMs, which also provide some level of interpretability, this pairing

might be easier to understand and explain which could be a desirable aspect, especially in safety-

critical applications like railway fault identification. Another important aspect is efficiency. RF

and GBMs are both efficient algorithms, with LightGBM being particularly notable, especially

when compared to more complex models like Neural Networks. This efficiency can be advanta-

geous when dealing with large datasets or deploying the model in real-time environments. Finally,

the RF regressor paired with LightGBM, for example, has a very good balance between different

performance metrics, making it a practical option for real-world deployment. While other combi-

nations might excel in specific metrics, the overall balance and consistency of this pairing could

make it a more versatile and promising choice.

5.1.5 Additional Tests

For the purpose of extracting more conclusions, some additional tests were made. For this test,

instead of concatenating all the datasets into one, two splits were made. The first split includes

datasets 1, 2, 4, and 5 and the second split consists of datasets 3, 6, 7, and 8. The first split covers

datasets predominantly non-faulty, i.e. datasets high a very low number of faults while the second

split covers the datasets predominantly faulty, i.e. datasets with a higher number of faults. These

tests were made for both Method 2 and Method 3 and for the sample size of 25%. The results are

represented in tables 5.13 and 5.14. The results of Method 2 are in the row where the classifier

used is the threshold and the results of Method 3 are the remaining rows.
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Table 5.13: Results for the first split

Regressor Classifier Accuracy Precision Recall Specificity
Model Model [%] [%] (TPR) [%] (TNR) [%]

RF Thresholds 14.1 5.28 90.14 9.86
RF LightGBM 87.75 2.12 2.92 92.48
RF XGBoost 87.83 2.11 2.88 92.56
RF NN 85.86 2.48 4.38 90.40
RF RF 87.86 2.16 2.94 92.59
NN Thresholds 17.55 5.31 86.94 13.69
NN LightGBM 94.72 0 0 100
NN XGBoost 94.72 0 0 100
NN NN 94.42 2.23 0.13 99.68
NN RF 94.72 0 0 100

Table 5.14: Results for the second split

Regressor Classifier Accuracy Precision Recall Specificity
Model Model [%] [%] (TPR) [%] (TNR) [%]

RF Thresholds 66.19 68.75 92.69 8.88
RF LightGBM 59.71 68.39 76.39 23.63
RF XGBoost 60.34 68.37 87.42 21.79
RF NN 63.77 68.39 78.16 12.61
RF RF 60.39 68.39 78.23 21.83
NN Thresholds 66.11 68.94 91.79 10.58
NN LightGBM 67.54 68.38 97.73 2.25
NN XGBoost 66.97 68.29 96.5 3.10
NN NN 65.29 68.26 92.02 7.49
NN RF 64.16 68.44 88.3 11.94

The results for the first split, that have a very low number of faults, clearly show a bad perfor-

mance, especially using the NN Regressor. The results between Method 2 and 3 are the completely

opposite, only showing similar results in the precision metric. Method 2 shows a really high TPR

and low performance on the remaining metrics while Method 3 shows really high accuracy and

TNR. From these results, it’s possible to conclude that neither method works properly displaying

a huge disparity between metrics.

The outcomes for the second split, which have a higher number of faults but have more bal-

anced distributions between classes, indicate better performance. The results are much more bal-

anced than the ones on the first split, exhibiting moderate accuracy and precision, high recall,

and low specificity. Here, the results between Method 2 and 3 are very similar, unlike what was

achieved using the first split. However, it is still evident a high unbalance between the TPR and

the TNR.

From these results, it’s possible to conclude that the models perform a lot better in an environ-

ment where there are a lot of faults. The results from the first split could have also been interfered

with by the fact that these datasets are much more unbalanced than those of split 2. This difference
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between the splits can be observed in table 4.1. However, this discrepancy between classes in the

first split can be seen as a good thing because, in a real-world scenario, the most normal case is

to find that a given railway has a percentage of faulty sections under 1%. The models could work

better in the first split if the distribution of the classes was similar to the second split, but the testing

data would not be simulating a real-world scenario.

5.2 Discussion on the effectiveness and limitations of the proposed
system

Starting with Method 1, the results were very poor, indicating difficulty in classifying faults (low

recall). As previously forecast in section 4.1.4, the accelerations showed a very small correlation

with the theoretical labels, meaning that using the accelerations by themselves to directly predict

new labels of unseen data did not seem feasible. Such a situation has been proven by the results

of Method 1.

Moving on to Method 2, the results demonstrate some strengths in achieving high recall for

both RF and NN Regressors. This indicates that Method 2 is fairly good at capturing a significant

proportion of actual faults, minimizing the risk of missing critical issues. However, the main

limitation of Method 2 is the relatively low specificity. This means that the method might be prone

to generating more false alarms and unnecessary maintenance actions, which is a concern.

Lastly, Method 3 which used a Transfer Learning approach with Regressors feeding into Clas-

sifiers fell short of expectations. The results showed medium accuracy, precision, recall, and

specificity. Although the results were not particularly exciting, they did show a more balanced

ratio between the TPR and the TNR, which is a good indicator. This could mean that further re-

search and improvement on the models can make it succeed in its task. Especially, the pairings of

RF Regressor with LightGBM or XGBoost Classifiers exhibit competitive results, striking a good

balance between the TPR and the TNR. This ensures that a considerable number of actual faults

are captured while minimizing false alarms.

In spite of all these considerations, the overall performance of Method 2 can be considered

better than the performance of Method 3.
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Conclusions and Future Work

6.1 Summary of the research findings

In this section, a summary of the key research findings derived from the extensive investigation and

analysis conducted in this thesis is presented. The following discoveries represent the fundamental

outcomes that address the research objectives established at the outset of this study.

The main research objective aimed to build a working AI model that had the ability to predict

railway faults based solely on Acceleration data. For this purpose, three different methods were

developed and evaluated. One of the most significant findings was that Acceleration data is not

enough to directly classify and predict faults, as observed in the results section of the first Method

developed. This discovery meant that other ways of predicting the faults had to be implemented.

So, two more Methods were developed, that used the Accelerations to predict Irregularities which

is an indicator that is directly correlated with the existence of faults in the rails. These were called

Method 2 and Method 3.

Both Method 2 and 3 presented strengths and limitations. Each of these two methods offers

unique advantages, and their choice should be carefully considered based on the specific applica-

tion’s requirements. Method 2’s strengths lie in high recall and interpretability but may suffer from

lower specificity, leading to more false positives. Method 3 demonstrates balanced performance

with moderate accuracy.

In conclusion, Method 2 emerged as the most effective among the proposed methods due to

its high recall rate and proficient fault capture. However, it is essential to consider the trade-off

between recall and specificity in practical applications. Depending on the specific requirements

and tolerances of the system, either Method 2 or Method 3 with potential for improvement may be

the preferred choice.
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6.2 Limitations of the study and recommendations for future research

In this study, some limitations were encountered that impacted the scope and outcomes of the re-

search. Lack of computing power was a considerable restriction, especially when working with

100% of data. The use of Google Colab for building the models sometimes resulted in prolonged

processing times and insufficient RAM even though programs ran with access to a maximum

of 35.2 GB of RAM. For example, using 100% of the data, it was only possible to create RF

Regressors with 30 estimators as using more than that would consume all the RAM available

and shut down the program. These reasons prevented thorough testing of methods like k-fold

cross-validation which could have increased some parameters on the models. This method, which

divides the data into smaller groups for iterative training and testing, might have produced more

accurate assessments and enhanced model performance. Even with the use of accelerating hard-

ware like the GPUs Nvidia A100, Nvidia V100 or Nvidia T4 in Colab, sometimes the computing

power was an issue.

The study’s sole reliance on simulated data, and lack of any real-world data, was an additional

limitation. At first, real-world data was expected to be included, but obtaining it was not possible

for the time being. Since simulations can’t completely replicate the complexities and variations

present in real-world railway conditions, the models may not have performed as well as they could

have.

Despite these limitations, the study identified promising avenues for future research. One such

approach was the utilization of Regressors to predict the Irregularity indicators (Method 2 and 3).

Although the results were not optimal, fine-tuning and further improvements to these techniques

could enhance the model’s performance. Exploring alternative architectures or pre-trained models

may produce better outcomes. Additionally, techniques to reduce overfitting in the NN models like

Regularization or Dropout and the already mentioned k-fold cross-validation could all improve

performances.

Future research should also incorporate real-world data to increase the AI models’ applica-

bility in the real world. The models can develop a more thorough understanding of rail fault

prediction, capturing the complexity of real operational conditions, by combining simulated data

with actual railway data. In order to improve the research, there are also opportunities to include

different variables, approaches, and data sources. Incorporating weather information, such as

temperature, humidity, and precipitation, for example, could reveal information about how these

factors affect rail faults. To validate the findings, field studies and long-term data collection on

operational railway tracks are crucial. The accuracy and efficiency of the AI models should be

evaluated by deploying them in real-world railway systems and continuously gathering data there.

Addressing these limitations and pursuing these recommendations can significantly contribute

to enhancing the performance and practicality of AI-driven railway fault prediction systems in the

future.
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Graphs for Irregularities

A.1 Irregularities for Damaged Scenario 2

Figure A.1: Irregularities for Damaged Scenario 2
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A.2 Irregularities for Damaged Scenario 3

Figure A.2: Irregularities for Damaged Scenario 3

(m)

(m)

(m)

(m)

(V in Km/h)

(V in Km/h)

(V in Km/h)

(V in Km/h)



A.3 Irregularities for Damaged Scenario 4 53

A.3 Irregularities for Damaged Scenario 4

Figure A.3: Irregularities for Damaged Scenario 4
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54 Graphs for Irregularities

A.4 Irregularities for Damaged Scenario 5

Figure A.4: Irregularities for Damaged Scenario 5
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A.5 Irregularities for Damaged Scenario 6

Figure A.5: Irregularities for Damaged Scenario 6
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A.6 Irregularities for Damaged Scenario 7

Figure A.6: Irregularities for Damaged Scenario 7
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A.7 Irregularities for Damaged Scenario 8

Figure A.7: Irregularities for Damaged Scenario 8
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A.8 Irregularities for Damaged Scenario 9

Figure A.8: Irregularities for Damaged Scenario 9
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Appendix B

Graphs for Accelerations in Damaged
Scenario 1

B.1 Front Left Wheel Horizontal Acceleration - S2_y1

Figure B.1: Front Left Wheel Horizontal Acceleration
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B.2 Front Right Wheel Vertical Acceleration - S3_z1

Figure B.2: Front Right Wheel Vertical Acceleration
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B.3 Front Right Wheel Horizontal Acceleration - S3_y1

Figure B.3: Front Right Wheel Horizontal Acceleration
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B.4 Rear Left Wheel Vertical Acceleration - S4_z1

Figure B.4: Rear Left Wheel Vertical Acceleration
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B.5 Rear Left Wheel Horizontal Acceleration - S4_y1

Figure B.5: Rear Left Wheel Horizontal Acceleration
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B.6 Rear Right Wheel Vertical Acceleration - S1_z1

Figure B.6: Rear Right Wheel Vertical Acceleration

(m/s^2)

(Timestamps)



B.7 Rear Right Wheel Horizontal Acceleration - S1_y1 65

B.7 Rear Right Wheel Horizontal Acceleration - S1_y1

Figure B.7: Rear Right Wheel Horizontal Acceleration
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