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Abstract

State Estimation: A Digital Twin approach for an Automated Tape Laying

Process

by Jhonny de Sá Rodrigues

The pursuit of enhancing the automotive industry’s performance has driven the advance-

ment of composite materials manufacturing processes that are more efficient concerning time

and energy consumption. Those points aim towards an out-of-autoclave solution. A possi-

ble path to address such a requirement is using an Automated Tape Laying process with In

Situ consolidation. The main advantage of Automated Tape Laying with In Situ consolida-

tion is allowing the manufacture of a composite material-based structure on top of a mould,

conforming its final or nearly final shape.

The present thesis addresses the problem of an Automated Tape Laying process with

In Situ consolidation by understanding the temperature distribution along the composite

material where no sensors can be placed. This limitation has been identified as the process’s

main challenge. This thesis also focuses on the advantages of using the core concept derived

from the Industry 4.0 tendency, the Digital Twin, to understand the composite temperature

distribution and the challenges it rises along its implementation, as well as the development of

a state estimation strategy for addressing the consequences of using a complex and non-linear

system.

For the Automated Tape Laying process, are used Digital Twin’s methods to understand

the heat distribution, as well as their considerations and techniques to address the challenges

encountered, are reviewed. Based on the gathered information, it is proposed a 1.5 dimension

mathematical model representing the process, taking advantage of the larger dimensions of

the heating element when compared with the material width, allowing to simplify the energy

balance calculations. Also, analytical solutions gathered from the literature are used to obtain

a reliable response related to view factors. Each one of the elements from the Automated

Tape Laying assembly is analysed individually and mathematically described, including its

parameter’s variations with temperature, to compile the process Digital Twin. Attending

to the concept of the Digital Twin, the composite material had to be characterized from

a thermal point of view. This characterization required the use of standard procedures and

in-house developed procedures for thermal conductivity and thermal-optical characterization.

Attending to the problem of being impossible to place a sensor at the nip point of the

process, a state estimation technique is a proper approach. As the Digital Twin for the Au-

tomated Tape Laying processes solves a non-linear mathematical model, a state estimation
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technique is required to handle such non-linearity. Recent literature proposes using an op-

timization technique to lower the gap between what is being calculated and what has been

measured. A meta-heuristic algorithm based on swarm population was selected, the Arti-

ficial Bee Colony algorithm. This algorithm requires fewer hyper-parameters to be defined

compared to similar algorithms, and does not depend on the problem.

The approaches developed in this thesis, are validated using a real Automated Tape Laying

machine, available at INEGI’s laboratories. The Digital Twin approach and the posterior

integration with a state estimation strategy, were tested and validated using such equipment.

Keywords: Process Digital Twin, Non-linear State Estimation, Artificial Bee Colony,

Polymer Matrix Composites.



Resumo

State Estimation: A Digital Twin approach for an Automated Tape Laying

Process

by Jhonny de Sá Rodrigues

A procura pela melhoria do desempenho da indústria automóvel tem impulsionado o

avanço dos processos de fabrico de materiais compósitos que sejam mais eficientes em termos

de tempo e consumo de energia. Isso aponta para uma solução fora da autoclave e um posśıvel

caminho para atender a essa exigência é o uso de um processo de Automated Tape Laying

com consolidação In Situ. A principal vantagem do processo Automated Tape Laying com

consolidação In Situ é ser posśıvel o fabrico de uma estrutura de material compósito sobre

um molde, sendo que o material é depositado com uma forma muito mais próxima da sua

forma final.

A presente tese aborda o problema de um processo de Automated Tape Laying com con-

solidação In Situ, para compreender a distribuição de temperatura do material compósito

onde não é posśıvel colocar sensores, o que foi identificado como seu principal desafio. Esta

tese também se concentra nas vantagens do uso do conceito central derivado da tendência

da Indústria 4.0, o Digital Twin, e nos desafios que surgem ao longo de sua implementação,

bem como no desenvolvimento de uma estratégia de estimação de estados para abordar as

consequências do uso de um sistema complexo e não-linear.

Relativamente ao Digital Twin do processo, é realizada uma revisão aos métodos utiliza-

dos para compreender a distribuição de calor, bem como suas considerações e técnicas para

abordar os desafios encontrados. Com base nas informações reunidas, é proposto um modelo

matemático de 1.5 dimensões que representa o processo, aproveitando o facto de o elemento

de aquecimento ser consideravelmente maior quando comparado com a largura do material,

o que permite a simplificação dos cálculos de balanço de energia. Além disso, são utilizadas

soluções anaĺıticas da literatura para obter uma resposta confiável relacionada aos fatores de

visão. Cada um dos elementos do conjunto de Automated Tape Laying é analisado individual-

mente e descrito matematicamente, incluindo a variação dos seus parâmetros com a alteração

da temperatura, de forma a compilar o Digital Twin do processo. De acordo com o conceito

de Digital Twin, o material compósito teve que ser caracterizado do ponto de vista térmico.

Isso exigiu o uso de procedimentos padrão e procedimentos desenvolvidos internamente para

caracterização da condutividade térmica e das propriedades ópticas do material.

Face ao problema da impossibilidade de colocar um sensor no nip point do processo, uma

técnica de estimação de estados é uma abordagem adequada. Uma vez que o Digital Twin

v
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para os processos de Automated Tape Laying resolve um modelo matemático não linear, a

técnica de estimação de estados precisa lidar com essa não-linearidade. A literatura recente

propõe o uso de técnicas de otimização para reduzir a diferença entre o que é calculado e

o que é medido, assim, um algoritmo meta-heuŕıstico baseado em população de enxambre

foi selecionado, o algoritmo Artificial Bee Colony. Esse algoritmo requer que menos hiper-

parâmetros sejam definidos em comparação com outros algoritmos similares e não depende

da complexidade do problema.

As abordagens desenvolvidas nesta tese foram validadas utilizando uma máquina de Au-

tomated Tape Laying real, localizada nos laboratórios do INEGI. A abordagem de Digital

Twin e a integração posterior com a estratégia de estimação de estados foram testadas e

validadas utilizando esse equipamento.

Palavras chave: Process Digital Twin, Non-linear State Estimation, Artificial Bee

Colony, Polymer Matrix Composites.
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Chapter 1

Introduction

The present chapter introduces the control problem of composite material manufacturing pro-

cesses, specifically when using an Automated Tape Laying process. The relevance of defining

an appropriate modelling strategy, using a Digital Twin of the process, to support a model-

based control scheme is also discussed. The control scheme is focused on the manufactured

structure quality.

This chapter is organized as follows: section 1.1 provides a brief overview of the project

scope in which this thesis is developed and the fields of research involved, section 1.2 refers

to the problem statement to be developed along this work, section 1.3 provides the scientific

objectives, section 1.4 highlights contributions, and Section 1.5 gives an overall structure of

the thesis.

1



2 Introduction

1.1. Motivation and background

The need of the automotive industry to develop high quality structures for performance

applications promoted the search for new materials. Recently, the automotive industry has

identified advantages of using composite materials-based structures. The goal is to implement

structural reinforcements to replace sections of non-critical structures, typically manufactured

from metal, for structures manufactured using composite materials. The replacement reflects

in the overall weight reduction and enhancement of mechanical properties of the vehicle

structure.

This trend is made evident in a project proposed to the Horizon 2020 program and the

European Union funding for Research & Innovation, named Efficient Material Hybridization

by Unconventional Layup and Forming of Metals and Composites for Fabrication of Multi-

functional Structures project, LAY2FORM [1]. This project proposes the design and build of

a manufacturing platform to produce composite structures with embedded metal reinforce-

ments for the automotive industry. To manufacture these structures, the project proposes

the use of an Automated Tape Laying (ATL) process machine with in-situ consolidation.

The ATL process is here identified as a relevant industrial composite material manufacturing

process, not only due to its flexibility to work with thermoplastic-based composites but also

due to its adaptability to produce structures directly on top of a mould, avoiding the use of

autoclave-based processes, which requires a significant amount of time and energy.

The main difficulty of using an ATL process is replicating the manufactured structure

quality compared to autoclave-based processes, where its temperature could be precisely

controlled. The ATL machine then requires a suitable temperature control strategy. The

goal of the control strategy is to ensure the composite material reaches the required tem-

perature conditions at the nip point, which is the point where the heated incoming material

meets the mould or the substrate and consolidates the polymeric structure. Knowing the nip

point temperature also allows a detailed characterization of the composite material bond-

ing and consolidation levels, its matrix chemical degradation, and residual stresses by using

temperature-dependent models [2–6].

Knowing the nip point temperature represents a challenge for quality control due to the

impossibility of placing a temperature sensor at that location. To address this problem,

researchers have presented strategies based on a trial-and-error approach. They propose to

adjust the process parameters to manufacture structures samples, and then, perform mechan-

ical tests to correlate the combination of parameters with the quality of the produced sample.

The results of the mechanical tests are used to fine-tune a combination of the heating power

and process velocity until a set of appropriate process parameters is found and the structure

satisfies defined quality requirements [7–10].

In a different approach to deal with the same challenge, some authors proposed a strategy

involving the use of mathematical heating models, in 3D, 2D, and 1D configurations. The

goal of those models is to predict the thermal distribution along the composite material as a

function of the incident heating power and the process velocity [11–17]. Those mathematical
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models have been used to analyse the problem on a steady state regime, neglecting the

transient stage. On the other hand, those models assume constant thermal properties for the

composite material and the machine elements, relying only on the amount of energy sent by

the heating element, usually a laser beam, which affects not only the temperature distribution

along the composite material but the uncertainty of the temperature estimation.

Those control strategies are conceived as an open loop approach where, as no online

decision is made, then, no change in the actuation is performed to deal with material non-

linearities and their variations, process conditions and disturbances. Thereby, to guarantee

the quality of the composite material structure, it is relevant to close the control loop by

implementing a suitable control strategy capable of handling not only the impossibility of

placing a temperature sensor at the nip point, but also to be able of dealing with complex

heating and transport phenomena estimations, due to non-linearities and properties variations

over time.

To close the control loop for the ATL process, a model-based control seems to be an

adequate strategy [18–26]. Regardless of the selected model-based control strategy, it requires

developing a state estimator for the ATL process, which includes the complex heat transfer

phenomena involved and the non-linear properties of the machine assembly.

This work addresses the development of an ATL process model based on the concept of

Digital Twin (DT), that is a recent field of interest for industrial processes [27–30], which

goal is to mathematically replicate all the involved phenomena and dynamical interactions,

obtaining its digital representation. To create a DT for the ATL process involves a detailed

understanding of the thermal dynamics, and heat energy transfer, for all machine assembly

elements involved in the process. The developed DT is intended to represent the main process

model, acting as part of a state estimation strategy. On the other hand, the state estimator

requires a suitable optimization algorithm to handle not only the non-linearity of the DT but

measurement uncertainties and system constraints, leading to understand the temperature

dynamics at the nip point of the ATL process.

1.2. Problem Statement

Regarding the amount of available literature about ATL processes, limited research and study

are available on how infrared radiation affects composite material’s temperature. Similarly,

information about how the thermal properties of composite materials change along a range

of temperatures is scarce. In addition, due to the complex heat transfer phenomena of an

ATL process, researchers have neglected the study of the interaction among the elements

conforming an ATL process machine assembly, focusing on the application of a fixed amount

of thermal energy over the composite material and predicting the temperature distribution

in a permanent regime. This method has been applied to 3D, 2D and 1D models, with-

out including the effect of the surroundings, which influence the overall composite material

temperature and hence, the nip point temperature.

It is the scope of this research project to review and address the technical challenges
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associated with creating a DT for an ATL process, leading to satisfy the control requirement

of having an effective state estimation. The state estimator requires a detailed thermal

characterization of the composite material and the machine assembly components, to identify

how the ATL machine elements interact among themselves and with their surroundings, as

well as a generalized optimization technique, based on a zero-order approach, which gives

support to the state estimator for overcoming the uncertainties related to the measurements

of process variables and the characterized composite material properties.

Throughout this thesis, an ATL machine located at INEGI’s laboratories will be used.

This machine will determine the physical constraints of the actuators and establish the spatial

disposition of the elements comprising the assembly.

1.3. Scientific Objectives

With this project, the following scientific and technical aims are defined:

• The development and evaluation of a suitable modelling strategy to define a Digital

Twin for a composite material manufacturing process, Automated Tape Laying, which

allows predicting the temperature dynamics along the composite material.

• The development and evaluation of an optimization strategy, as support for a state

estimation methodology, suitable for handling non-linear systems, constraints, and un-

certainties derived from measurements and the process Digital Twin.

1.4. Contributions

Beyond the scientific objectives that have been fully achieved, the following methodological

contributions are also proposed:

• A 1.5-dimensional model for an Automated Tape Laying process, based on the Digital

Twin definition, capable of predicting the composite material temperature along its

length.

• An optimization methodology based on the Artificial Bee Colony algorithm, resulting

from the hybridization of a zero-order and a first-order methods, improving both the

exploration and exploitation phases of the original Artificial Bee Colony algorithm.

• The development of a methodology for measuring and modelling the thermal conduc-

tivity of a composite material as a function of its temperature.

• The development of a methodology for measuring and modelling the general hemispher-

ical thermal-optical properties of a composite material as function of its temperature.

1.5. Thesis Structure

This thesis is constituted by a total of six chapters. This first Chapter introduces the per-

formed scientific work. Chapter 2 summarizes the state-of-the-art on the topics relevant to

this thesis. The topics reviewed are the digitalization of the physical world as an implemen-
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tation of the Industry 4.0 tendency, where its base subject is the creation of processes Digital

Twins. This chapter also discusses different approaches to how researchers address and study

the thermal distribution of an Automated Tape Laying process. As a fundamental param-

eter for estimating thermal distribution is the material thermal conductivity, this chapter

also presents different approaches, both theoretical and practical, researchers have used to

estimate such parameters. As the main challenge in the Automated Tape Laying process is

concerning to know the temperature at the nip point, the main used estimation filters are dis-

cussed, mentioning the relevance of having a proper process model to provide information for

a control or supervision system to close the control loop. This chapter also discusses different

population-based optimization algorithms, that are used in highly non-linear systems.

Chapter 3 presents a detailed modelling and validation procedure for the proposed ATL

process DT, based on the modelling strategies identified for each machine assembly element.

The process model, assembly elements and spatial disposition, are based on the ATL machine

located at INEGI’s laboratories for processing thermoplastic-based composite materials, in

this case Polyamide 6, with reinforced uni-directional carbon fibres. The process DT is

developed using phenomenological equations and an energy balance for radiation exchange.

Also, are modelled all the elements involved and their interactions. The presented DT proved

to handle and replicate different dynamical responses for randomly imposed conditions. The

work described in this chapter has been published on the following journal article:

• Jhonny de Sá Rodrigues, Paulo Teixeira Gonçalves, Luis Pina, and Fernando Gomes de

Almeida. Modelling the Heating Process in the Transient and Steady State of

an In Situ Tape-Laying Machine Head. Journal of Manufacturing and Materials

Processing, 6(1):8, January 2022. ISSN 2504-4494. doi: 10.3390/jmmp6010008

and the following conference papers:

• J Rodrigues, F Silva, and J Santos. Automated in situ consolidation process

for pre-impregnated carbon fibers : a cyber physical approach. Materiales

Compuestos, 3(3):80–89, 2019. ISSN 2531-0739. URL https://revista.aemac.org/

• Jhonny de Sá Rodrigues and Paulo Teixeira. Model for an Automated Tape Laying

Process: Heat source Identification. In DCE21: Symposium on Mechanical En-

gineering: Book of Abstracts and Invited Lectures, pages 29–31. FEUP Edições, 2021.

ISBN 978-972-752-286-6

• Jhonny Rodrigues, Paulo Gonçalves, and Susana Sousa. Composite material ther-

mal characterization with conventonal and non-conventional tests. In 5th

Meeting of the Young Researchers of LAETA, Lisbon, May 2022. IDMEC, Instituto

Superior Técnico, Universidade de Lisboa. ISBN 978-989-53-5991-2. URL https:

//5ejil.tecnico.ulisboa.pt/papers/

Chapter 4 proposes a state estimation strategy for handling non-linear processes, that can

be useful for cases when the linearization approach is not feasible or is not computationally

https://revista.aemac.org/
https://5ejil.tecnico.ulisboa.pt/papers/
https://5ejil.tecnico.ulisboa.pt/papers/
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convenient. The algorithm uses the ATL process as a case of study, allowing to estimate the

temperature of the composite material at the nip point. Section 4.3 describes the original

Artificial Bee Colony optimization technique, while its modification and hybridization are

presented in Section 4.4. Section 4.5 presents the materials and methods used for validating

the proposed state estimation strategy and its results are presented in Section 4.6. The work

described in this chapter is intended to be published on the following journal article:

• Jhonny de Sá Rodrigues, Lúıs Pina, and Fernando Gomes de Almeida. State Esti-

mation using a Hybrid Artificial Bee Colony Algorithm for an Automated

Tape Laying Process. Applied Soft Computing Journal, 2022. (To be submitted)

and the following conference papers:

• Jhonny Rodrigues and Paulo Teixeira Gonçalves. Design of an Optimal Automated

Tape Laying Process Using Digital Twin and Artificial Bee Colony Algo-

rithms. In Composites Meet Sustainability – Proceedings of the 20th European Confer-

ence on Composite Materials, ECCM20, volume 2, pages 44–50, Lausanne, Switzerland,

July 2022. Ecole Polytechnique Fédérale de Lausanne. ISBN 978-2-9701614-0-0. doi:

doi.org/10.5075/epfl-298799 978-2-9701614-0-0

• Jhonny Rodrigues and Alejandro Goldar. Computational Use of an Artificial Bee

Colony approach for Model Predictive Control. In 41st Benelux Meetings on

Systems and Control, volume 1, pages 193–194, Brussels, July 2022. Université libre

de Bruxelles. URL https://beneluxmeeting.nl/2022/uploads/images/2022/boa_

BeneluxMeeting2022_Web_betaV12_withChairs.pdf

Chapter 5 discusses the results obtained in the previous chapters and the implications

of using detailed models for control techniques based on quality control. Finally, Chapter 6

summarizes the thesis conclusions and proposes future work to be developed enabling the

implementation of a suitable control strategy that takes into account constrains of the ATL

process.

Along the course of this thesis, some work has been done collaborating with other re-

searchers in the field of composite materials related to the design and optimization of struc-

tures and defects analysis at the micro-scale level, which is related to the subjects addressed

in this thesis and is reflected on the following conference papers:

• Pedro Fernandes, Rui Marques, Ricardo Pinto, Pedro Mimoso, Jhonny Rodrigues,

and Nuno Correia. Design and optimization of a self-deployable compos-

ite structure. Materiales Compuestos, 3(3):15–23, 2019. ISSN 2531-0739. URL

https://revista.aemag.org/

• Paulo Gonçalves, Albertino Arteiro, Nuno Rocha, and Jhonny Rodrigues. Numerical

analysis of cure induced stress in polymeric composite materials using a

https://beneluxmeeting.nl/2022/uploads/images/2022/boa_BeneluxMeeting2022_Web_betaV12_withChairs.pdf
https://beneluxmeeting.nl/2022/uploads/images/2022/boa_BeneluxMeeting2022_Web_betaV12_withChairs.pdf
https://revista.aemag.org/
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micromechanics approach. In 5th Meeting of the Young Researchers of LAETA,

Lisbon, May 2022. IDMEC, Instituto Superior Técnico, Universidade de Lisboa. ISBN

978-989-53-5991-2. URL https://5ejil.tecnico.ulisboa.pt/papers/

https://5ejil.tecnico.ulisboa.pt/papers/
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Chapter 2

State of the Art review

The present chapter presents a state-of-the-art review on the topics addressed in this thesis.

The introduction of the Digital Twin concept in industrial processes as a digital representa-

tion of the physical world, concept derived from the Cyber-Physical Systems approach, its

implementation in different industrial sectors, as well as the improvements achieved. Differ-

ent configurations for the Automated Tape Laying machine are also presented, and different

approaches for understanding the heat flow distribution. This distribution implies to per-

form material thermal characterizations, allowing to predict the dynamical response for the

elements involved. The use of state estimation techniques for handling linear and non-linear

estimation problems is presented. This chapter also presents an introduction of population

based optimization algorithms as a decision making strategy for maximization and minimiza-

tion problems.

This chapter is divided into seven sections. Section 2.1, introduces the concept of Cyber-

Physical Systems. Section 2.2, reviews the Digital Twin definition. Section 2.3 presents

different configurations for the Automated Tape Laying machine and common used mathe-

matical models. Section 2.4, briefly describes different techniques researchers have developed

to characterize composite materials from a thermal point of view. Section 2.5 shows common

state estimation strategies for linear and non-linear systems. Section 2.6 reviews population-

based optimization algorithms. Section 2.7 presents the final remarks for this chapter.

9



10 State of the Art review

2.1. Introduction

In terms of industrial manufacturing, technological advances have a relevant role by support-

ing the industrialization phenomena. No agreement stands on what constitutes an Industrial

Revolution but, the general point of view establishes that merging existing technologies with

current production processes to improve or create new manufacturing proceedings, becomes

a revolution when those changes become a global tendency, in that sense and according to

Vaidya et al. [30], and Liao et al. [40], three revolutions happened.

Those three revolutions took around two centuries, and they were the result of particular

needs for each period to improve manufacturing processes towards mass and quality produc-

tion. In what is defined as the first revolution, the introduction of water and steam-powered

machines at industrial facilities seems to be the crucial factor. For the second revolution,

the introduction and use of electrical-powered machines allowed a mass production approach

and, the third industrial revolution happened with the introduction of electronic-based com-

ponents for control systems and Information Technology (IT) [28, 30, 40, 41].

have been identified and presented in Table 2.1. Regardless the application of the CPS,

the core that enables the bridge between the digital and the real world is the concept of

Digital Twin.

Even though authors have not yet agreed on the milestone that marked the beginning

of the fourth industrial revolution, according to Jazdi [42], the most relevant change that

the majority of researchers agree with is the implementation of the Cyber-Physical Systems

(CPS) concept into the production process. This concept is intended to digitally replicate

a production process, to not only know its current state but, to simulate possible scenarios

and apply actions that could mitigate them [43]. Being the CPS the focus of attention, its

implementation represents a challenge in terms of technical and specialized knowledge [44–

47]. Some of those challenges have been identified and presented in Table 2.1. Regardless of

the application of the CPS, the core that enables the bridge between the digital and the real

world is the concept of Digital Twin.

2.2. Digital Twin

The concept of the Digital Twin (DT) has been around for a long time but, it was put to test

by the National Aeronautics and Space Administration (NASA) [54], claiming that a DT is

a multi-physics and multi-scale simulation that, supported in historical data, can reproduce

with high accuracy a process. As stated by Tao et al. [27] and, Tao and Zhang [55], this

simulation is intended to become a digital mirror of a physical system allowing it to perform

a wide range of simulations so, the main objective of the DT is to replicate the physical

operation process, to be analysed, predicted and optimized using advanced mathematical

techniques, during the design stage or even at the working phase, to ensure the best set of

operational parameters [28, 49, 50, 52, 56–58].

The concept of DT not only includes the digital representation of an object, but also

its integration with the dynamics of other objects in its surroundings [29, 59–61]. Such
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concept, has been applied in complex systems such as cooling towers. The aim was to

guarantee operational reliability, energy and resource efficiency as well as minimize the impact

on health and environment [62]. This DT allowed to create a decision-making algorithm for

analysis and performance prediction, monitoring the dynamic cooling tower system behaviour

and calculating key performance indicators related to its operational performance. The DT

allowed to lower the cooling tower water demand by 7% and the energy demand by 27%.

The DT concept has been applied not only to industrial processes, but also as virtual

sensors [63] and [64], to other non-industrial areas such as vehicle handling, guarantee the ac-

tivity of critical infrastructures, and for health care purposes. Table 2.2 summarizes examples

of those applications.

Table 2.2: DT applications in different fields

Application Aims Improvements Source

Industrial. Smart
Factory

Management and resources
handling. Robotics

Handle production turbu-
lences using real-time data
to optimize resources

[65–69]

Networked unmanned air
vehicles

Design of an appropriate
control strategy for guid-
ance system

System stability improve-
ment and uncertainties han-
dling

[70]

Services. Critical
infrastructure operation

Providing a constant power
source for critical infras-
tructure such as health and
defence centres

Model-based energy distri-
bution grid which controls
the power distribution to
priority locals

[61, 71]

Health care and
Medicine

Monitor the patient health
and alert about possible oc-
currences and treatments

Fast and accurate response
from the medical services

[72–75]

2.3. Automated Tape Laying Process

As the use of composite materials increases, the search for automated processes gains rele-

vance for guaranteeing production standards. Those processes need to guarantee uniformity,

minimize the amount of scrap material, and reduce time and energy consumption. Limitations

on production by traditional means such as hand lay-up, vacuum bagging, and in-autoclave

methods, tend not to be as efficient when the size and shape complexity of the structure

being produced increases, motivating the search for alternative processes such as Automated

Tape Laying (ATL).

This process requires a machine which is mainly composed of a heating source in order

to raise the composite temperature and a compaction mechanism for mechanically ensuring

the contact between the heated material and a substrate. The quality of the manufactured

structure is built by ensuring that all the laid composite layers have been welded among

themselves [76]. According to the works of Saenz-Castillo et al. [77], and Khan et al. [78],

the main parameters that affect the quality of the final structure in ATL processes are the

composite material temperature and the compaction roll pressure at the nip point, being
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temperature the most critical parameter.

Reaching the necessary composite temperature ensures a good bonding condition between

the structure layers [79, 80]. The exposure of the thermoplastic matrix to inadequate high

temperatures may cause the degradation of the material, as mentioned in the works of Yassin

and Hojjati [4], and Mart́ın et al. [5], decreasing the structure quality. Another consequence

of those high temperatures is the induction of residual thermal stresses [6, 15, 81]. On the

other hand, underheating the material may cause defects associated with void formation and

further structure delamination due to a bad bonding [78], turning the final structure defective

and unable to meet the required performance.

As the composite material matrix has a relevant role in structural integrity, its integrity

has been subject of study under the effects of heat transfer, Sonmez and Hahn [16], which

reinforces the heating process as the most critical stage. To control the temperature at the nip

point, authors have centred their study on the temperature distribution caused by the use of

different heat sources. The most common heat sources used in ATL process, are summarized

in Table 2.3.

Table 2.3: Types of heat sources for the ATL process

Heat source type Advantages Disadvantages References

Hot gas Easy to implement.
Relatively high
temperatures. Inexpensive.

High uncertainties with
respect to the heating power
delivery. High sensitivity to
disturbances. Can interfere
with other machine elements.

[17, 82–87]

Infra-red lamp Easy to implement. Easy to
change its state.
Inexpensive.

Lower power rates compared
to other sources. Relevant
heat losses to surroundings.

[88–90]

Laser-beam Capability of focusing the
heating power. Easy to
control delivered power.

Expensive implementation. [9, 77, 78, 88,
91–93]

The work of Kim et al. [17], studied the effects of different process parameters of using

a torch of hot gas to heat the incoming composite material. Figure 2.1 shows a general

schematic of the ATL process studied.

The authors modelled the heat transfer as a two-dimensional problem, assumed anisotropy

of the thermal conductivity, and the governing equation was defined as Equation 2.1 [94].

Also, the authors considered the variation of the thermal conductivity and the heat capacity

as a function of the temperature.

ρ c U
∂T

∂x
= ∇

(
K̄ · ∇T

)
, (2.1)

where ρ stands for the material density, c the specific heat and U the process velocity. The

challenge in this work was concerning the boundary conditions. The authors assumed the
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Process
direction

ω

R

Compaction roll
Incoming
material

Substrate

Gas Torch

Flow

Nip Point

Figure 2.1: General scheme of an ATL process using a hot gas torch as main
heating source.

heat-transfer coefficient value as a constant along the process for the gas torch, validating

later those values with mechanical tests. On the other hand, this type of heating process is

sensitive to external disturbances, requiring a controlled environmental conditions. A similar

work, also using a hot air torch, was performed by Khan et al. [78], the authors defined a

one-dimensional model that faced the same challenges related to the boundary conditions.

Even though the main goal of this work was the study of the effects of the process parameters

on void formations, the final correlation proceeds from an empirical approach.

The hot gas torch model studied by Khan et al. [86], and Pitchumani et al. [87], also

established a high dependency on the convection coefficient, computed using empirical cor-

relations, which is sensible to environmental conditions. The authors implied that for a

proper estimation of the heating energy delivered, measuring the flow of the gases and the

temperature of the ignition is relevant.

Another heat source for the ATL process and the most works are focused on, is laser-

beams [78, 91–93]. Those heat sources have the advantage of being controllable in terms of

power deliver towards a defined heating area, also in some cases, control of the emitted wave-

length is possible, which simplifies calculations in terms of boundary conditions regardless

the dimension of the heat equation used.

The use of a laser beam has two main approaches with respect to its use. The approach

described by Chinesta et al. [13], using a laser beam for an ATL process, proposes to heat the

substrate ahead of the compaction roll path. The authors used a three-dimensional model

to estimate the heat distribution between a previously laid composite material layer and the

newer laid layer. The goal of this approach is to generate enough heat to melt together

the two composite layers as the laser beam passes through, without increasing too much

the composite temperature to avoid damage. Figure 2.2a shows a general schematic of the

proposed ATL strategy, where the solid blue line between the substrate layers represents the

fused zone of the structure and the blue dashed line, represents the zone to be heated and

fused.

The authors focused the research on how to quantify the contact resistance between layers

as a function of temperature to ensure the matrix fusion. Using a trial and error approach, the
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Substrate layer 1

Substrate layer 2

Laser heat flux

Compaction roll

Process moving direction

(a)

Substrate layer 1

Substrate layer 2

Laser heat flux

Compaction roll
Hot side

Compaction roll
Cold side

Process moving direction

(b)

Figure 2.2: Laser-beam as heating element. (a) Strategy proposed by Chinesta
et al. [13]. (b) Strategy proposed by Barasinski et al. [95].

researchers could empirically correlate the numerical simulated data, and the used parameters

while producing structures, with its quality by performing mechanical delamination tests.

For the numerical simulations, the authors assumed constant properties for the composite

materials and for the heat losses due to convection effects. The work of Barasinski et al. [95],

uses a similar approach, considering constant parameters for the composite material but,

adding a second compaction roll to the cold side of the non-welded structure to improve the

thermal distribution.

The other approach when using laser beams as heat sources, is to heat simultaneously

the incoming composite material and the substrate, as close as possible to the nip point

location, as presented in Figure 2.3, in an attempt to achieve a heat distribution that ensures

the composite temperature when the incoming material enters in contact with the substrate

[12, 81, 92, 96].

Process
direction

ω

R

Compaction roll
Incoming
material

Nip PointSubstrate

Laser-beam

Figure 2.3: General schematic for the second laser-beam heating strategy

Another proposal for controlling the nip point temperature of the ATL process is reflected

in the work of Di Francesco et al. [11], where the authors created an empirical correlation

between the heater power and the process speed with the residual temperature, using a

thermal camera, measured after the compaction roll. The described empirical model included

the incidence angle in which the laser beam is pointed towards the zone where the incoming

composite material meets the substrate, as well as a parameter defined as “The visible nip
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point”. This parameter intends to compensate for a shadow effect, caused by the compaction

roll deformation, on the laser beam incidence upon the composite material.

The position of the heat source relative to the composite tape is one of the most rele-

vant parameters, as presented by Stokes-Griffin et al. [91], claiming that the heating process

depends on the optical reflectivity of the incident laser beam, which may reduce the absorp-

tivity of the composite material, due to surface irregularities. The work of Stokes-Griffin and

Compston [92], included those irregularities into the ATL process heat equation, by studying

the impact of pointing the laser-beam towards the incoming composite material, Figure 2.4a,

or towards the substrate, Figure 2.4b, with the goal of understanding how the reflections

caused by the surface irregularities and, fibres alignments, affected the overall temperature.

Process
direction

ω

R

Compaction roll
Incoming
material

Nip PointSubstrate

Laser-beam

(a)

Process
direction

ω

R

Compaction roll
Incoming
material

Nip PointSubstrate

Laser-beam

(b)

Figure 2.4: General schematic of the study of Stokes-Griffin and Compston
[92]. (a) Laser-beam pointed towards the incoming material. (b) Laser-beam
pointed towards the substrate.

In an attempt to control the heat distribution of the composite material in ATL process,

other studies, using laser beams as heat sources, study the temperature distribution by mea-

suring the temperature just before the nip point using thermal cameras [97], and analysing

the results for several laser-beam power values. The collected data allowed to reverse engi-

neer the mathematical model to understand the effects of the process parameters over the nip

point temperature. A similar approach was used by Barakat and Tannous [3], to study the

influence of the geometrical characteristics of the composite material on the overall heating

process when the machine has to follow a non-straight path.

A non-related study about the manufacturing of composite materials discusses the topic of

infra-red heat sources. It was carried out by [88, 98, 99]. This work series present a strategy to

model a radiation heat source, using infrared lamps, for a continuous paper drying process.

This work suggests that an energy balance between the process machine parts involved is

relevant to understand the overall heat distribution.

2.4. Material Thermal characterization

Composite material characterization allows engineers to simulate more accurately the inter-

action of the material with the elements for a specifc manufacturing process. In the case of

thermoplastic composites, the thermal characterization becomes relevant.

The first steps for predicting the thermal conductivity on composite materials are pre-



2.4. Material Thermal characterization 17

sented in the work of Progelhof et al. [100], where are summarized some of the most relevant

theoretical approaches for predicting an equivalent the thermal conductivity, based on Equa-

tion 2.2 and Equation 2.3.

ke = (1− ϕ) · kc + ϕ · kd (2.2)

1

ke
=

1− ϕ

kc
+

ϕ

kd
(2.3)

being ke the equivalent thermal conductivity of the composite material, kc the thermal con-

ductivity of the reinforcements, kd the thermal conductivity of the matrix and ϕ the matrix

proportion that is present into the composite.

The research states that for a specific combination of fibre and matrix, there is a correla-

tion that describes the equivalent thermal conductivity for such particular composite.

Another approach to estimate the thermal conductivity as a temperature-dependent prop-

erty, was proposed by Yang [101], where using a single temperature measurement, and two

well-known sources of heat, imposes a heat flux through a material and, by solving Equa-

tion 2.4, obtain a correlation between the material temperature and is thermal conductiv-

ity [94].

∂

∂x

[
k(T )

∂T

∂x

]
=

∂T

∂t
(2.4)

The work of Betta et al. [102], although not related to composite materials but applied

to the food industry, proposes an approach for measuring the thermal diffusivity of several

prepared types of foods, this implies its thermal conductivity, as food could be considered as

a composite material. The relevance of this work is to understand the process of conservation

minimizing the effects of fast, or slow, changes in temperature in quality control. The method

proposed by the authors is to solve, by finite differences, Equation 2.5, using a set of three,

equally separated ∆x temperature sensors.

T p+1
j − T p

j

∆t
= α ·

T p
j+1 − 2T p

j + T p
j−1

(∆x)2
, (2.5)

where the term α stands for the diffusivity term, that is function of the thermal conductivity

in the j direction. Equation 2.5 allows calculating the thermal conductivity as a function of

the temperature upj at each sampling time p.

A similar approach for determining the thermal conductivity of a thin ply of thermoplastic

composite was performed by Villière et al. [103]. Where the authors created a mould to place

a composite sample, in order to force the heat flux in one direction. The work used the same

approach of measuring at time intervals p, in order to solve the one-dimensional Equation 2.5.

One of the objectives of this work was to compare the error impact between measuring the

temperature of the composite at its surface and at a point inside the ply, concluding that

even there is a difference, it can be neglected.
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A more detailed study of the thermal conductivity of composite materials was performed

using finite elements simulations at a micro-scale level. Such is the work of Cong et al. [104],

where it was developed an empirical correlation estimating the thermal conductivity of the

composite material, as a function of its temperature, according to its fibre volume fraction.

The method proposes an analogy with electric circuits, where using probabilistic methods, it

simulates an array of connected resistors in series and parallel. The method implies that the

thermal conductivity for each component of the composite material is known.

A more theoretical approach for estimating an equivalent thermal conductivity of com-

posite materials can be found in literature, such as the M-G model Nan [105], the Fricke

model Fricke [106], the H-J model Benveniste [107], among others, which takes into account

not only uni-directional materials but, for woven made and for materials that use different

direction combinations [108–110]. Those models also take into account added particles to the

composite matrix to improve its overall thermal conductivity.

2.5. State estimation

In industrial processes is relevant to have enough information to ensure the control quality.

This information is achieved by reading as many physical variables as possible. However,

the measurement of those variables is not possible due to the cost it represents, the lack of

availability of the required sensor or simply because the location of the variable that should

be measured is physically unreachable. A strategy to deal with those restrictions has been

to develop estimation strategies, which have gained industrial relevance, allowing system

trajectory estimation, control, data merging and signal processing [111].

One of the most used state estimators is the Kalman Filter (KF) [112], being an optimal

recursive estimator of the state of a dynamic system. It has a simple and effective formulation

that has been implemented in areas such as econometric theory, as presented in the work

of Blundell et al. [113], and to the control theory for aerospace applications [114].

The KF, as a model-based algorithm, has been well implemented for linear applica-

tions [115–117], this means the state equation and the observation equations are analytically

defined and linear. For applications where the equation describing the system is not linear, it

has been developed the Extended Kalman Filter (EKF) [117–121], where the main idea is to

linearize the system, using the first-order term of a Taylor expansion to be able to implement

the procedure of a linear KF.

As systems become more complex, their mathematical model also tends to become more

complex, and even non-linear, which difficult the implementation of a traditional KF. The

alternative, the EKF, has been object of research, to lower the computational demand while

computing the solutions. The computational load of a KF has two main reasons: the num-

ber of mathematical operations to be executed at each sampling period, the nature of the

operations such as sum and matrix multiplications, and the most relevant of all, the matrix

inversion. Therefore, researchers have naturally tried to reduce the computing load by taking

advantage of some aspects of the matrices involved like symmetries or sparsity [111, 122].
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Other types of filters have been developed to handle non-linear systems, such as the Min-

imum Variance Estimator [123–126], the Least Square Filter [127]. Those methods, including

the KF and the EKF, consider the uncertainty in the obtained data, otherwise, the computed

estimates lose significance.

To avoid complex system linearization, some researchers proposed the use of Big Data

based models and interactive multiple-model strategies to improve the computational perfor-

mance of the state estimation process [128–130]. On the other hand, to avoid losing precision

while handling highly non-linear models, researchers tend to use numerical methods to com-

pute the system states, such is the case of the Moving Horizon Estimation algorithm [131–133].

This algorithm requires minimizing an objective function, which leads to implementing an

appropriate optimization technique capable of handling not only the non-linear mathematical

model but also their respective constraints [134–137].

Regardless of the selected state estimation method, the general objective is to provide

enough information to a control and supervision system about the required process variable,

to perform the proper control actions.

2.6. Population-based optimization

Optimization is a concept used in a wide range of applications such as economic sciences,

engineering, technology and industrial sectors, due to their pursuit of minimizing input values

and maximizing the outputs, frequently associated with quality [138].

Population-based algorithms have been used in the field of composite materials, like the

work of Rongrong et al. [139] that used Genetic Algorithms for material orientation for max-

imizing a structure performance by lowering its weight. A review from [140–142], confirmed

the efficiency of heuristic meta-methods such as Genetic Algorithms (GA), Simulated An-

nealing (AS), Particle Swarm Optimization (PSO) and Ant Colony Optimization (ACO),

with respect to gradient-based methods, that in spite of having a fast convergence, require a

significative high amount of simulations per iteration to compute all the required gradients

per variable involved, which can be very time-consuming according to the complexity of the

model [143].

Another population-based optimization algorithm is the Artificial Bee Colony (ABC).

First proposed by Karaboga [144], has been the main optimization algorithm of areas from

agriculture, as presented in the work of Kumar and Nagabhooshanam [145] to position and

operate agricultural vehicles, to the oil industry to determine the optimal position of well

placements in fracturing reservoirs as presented in the work of Nozohour-leilabady and Faze-

labdolabadi [146], to improve the work-flow at shop-floor level [147–149], to route planning

for a swarm of Unmanned Aerial Vehicles to avoid collisions [150].

As the original ABC algorithm depends on a random population for initialize and, ex-

plore the search domain, some authors have implemented variations to minimize the slow

convergence effect caused by the randomness [151–153]. The main goal of the original ABC

algorithm is to randomly explore the search domain, as a normal swarm of honeybees should
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do in nature. When a honeybee finds a source of food, it communicates that information

to the rest of the hive. With this information, a new swarm of honeybees goes to randomly

explore the food source surroundings in search of more or a better food source. The sur-

roundings of the ABC algorithm could be defined as constrained or unconstrained. The

constraints could represent physical limitations of systems, as already implemented in the

work of Vanchinathan and Selvaganesan [154], where the algorithm was included in a self

tunning strategy for a fractional order Proportional Integral Derivative (PID) controller.

2.7. Concluding remarks

As production systems have increased in complexity due to the implementation of the Cyber-

Physical Systems approach, using the concept of Digital Twin has proven to be advantageous

by digitally represent the physical world, allowing to better understand system dynamics lead-

ing to the possibility of design better control algorithms as stated by Sztipanovits et al. [70].

Those improved control algorithms require information about all the system states, which in

some complex cases those states cannot be measured directly, requiring the implementation

of a state estimation strategy.

For the ATL process, the most common control strategy researchers have used, for achiev-

ing a desired temperature at the nip point, is mostly based on performing trial and error tests

in an open loop configuration. The majority of authors in this field have focused their efforts

on numerical and experimental studies of the problem, fixing process parameter values, and

studying the steady state condition while neglecting the transient stage of the process. They

also neglected the effects from the surroundings and the disturbances the composite material

may introduce to the process due to variation in the amount of resin and fibre along its

length.

To implement a proper control strategy, it is required to close the control loop. The

control strategy implementation represents a challenge due to the impossibility of placing

a sensor at the required location. Nevertheless, it can be achieved by computing the heat

distribution along the composite material using a state estimation strategy.

For the state estimation strategy to be effective it requires a detailed process mathe-

matical model, in which the DT concept brings advantages to compute the dynamics of a

system. The ATL models share a similar phenomenological problem that is, understanding

the temperature response of the composite material during the heating and cooling process.

Defining the mathematical model for an ATL process highly depends on the heat source,

namely hot gas, infra-red lamp or laser beam. Regardless of the heat source type, all face

the same challenge which is understanding the heat transfer phenomena occurring, for the

hot gas heat source, is relevant to understand the convective phenomena and for the other

two sources, the radiation heat exchange is imposed.

On the other hand, for the DT to be effective to predict the composite material temper-

ature, the handled composite material requires a full thermal characterization as a function

of its temperature [17]. As stated by researchers [91, 97], a proper characterization of the
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composite material, as a function of temperature, improves the temperature estimation and

minimizes uncertainties.

It is required to know the composite material density as well as its specific heat as a func-

tion of temperature, which can be measured using standard methods such as ASTM D 792-

07 [155] and ASTM E 1269-99 [156] respectively.

Another required parameter to know about the composite material is its thermal conduc-

tivity as a function of its temperature. The main challenge for characterizing the thermal

conductivity of the composite material resides on guarantee two main aspects, first, the one-

dimensional heat flux and second, minimizing any external disturbances. The most common

method for determining the thermal conductivity in solids is the Flash method ASTM E 1461-

13 [157].

The state estimation problem requires using the best model of the system, and analysing

all the information gathered so far, coming from the available inputs and outputs from the

system. The used system model has to be submitted to a trade-off between reliability and

computational load.

The computational load depends on the complexity of the used model. So, a linear, or

linearisable solution cannot be obtained to be used as the state estimator, it is required to

implement a different approach, such as numerical simulations. The numerical simulation

must guarantee the stability of the prediction. This approach implies the use of an opti-

mization algorithm to minimize a convex cost function. For this scenario, a population-based

algorithm could be the best choice as the optimization technique for the state estimator.

The selected algorithm is intended to be efficient, from a computational point of view, while

looking for convergence improvement, as well as capable of handling the imposed constraints,

that could be time dependant [158, 159].
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Chapter 3

Automated Tape Laying Process

modelling: Digital Twin

This chapter presents a detailed modelling and validation procedure for the ATL process DT

based on the modelling strategies identified in Chapter 2 Section 2.3. The relevance for a

proper thermal characterization of all the elements involved in the machine assembly. The

understanding of how the heat flows according to the type of heating element involved and

the radiative response of the machine assembly.

This chapter is divided as follows, Section 3.1 introduces the relevance of developing a

detailed mathematical model for an ATL process. The ATL process is briefly described in

Section 3.2 then, the machine assembly is presented and their respective mathematical models

are described in detail from Section 3.3 through Section 3.7. Section 3.8 presents the energy

flux balance involving all the assembly elements described in the previous sections. As part of

the composite material modelling, Section 3.9 presents the characterization procedure for the

composite material, including an in-house designed procedure for characterising its thermal

conductivity and thermo-optical properties, based on the reviewed literature presented in

Section 2.4. Section 3.10 briefly describes the time integration scheme used, the converge

analysis performed and the variables measurement procedure. Section 3.11 describes the

Digital Twin assembly and validation process whose results are presented in Section 3.12.

Finally, in Section 3.13 are presented concluding remarks for this chapter.

23
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3.1. Introduction

The search for more efficient and automated manufacturing processes to manufacture com-

posite materials structures has identified the Automated Tape Laying (ATL) process with

in situ consolidation as an alternative for out-of-autoclave processes, contributing to reduced

material scrap and increasing the manufacturability of complex geometries by conforming

structures directly on top of a mould [3, 9, 77, 81]. The main challenge of using an ATL

machine is to measure the composite material temperature at the nip point, where no sensor

can be placed due to an overlapping between the composite material, the compaction ele-

ment and the mould. This chapter focuses on describing the strategy for developing a process

model, from the perspective of a Digital Twin (DT) definition, for an existing ATL machine

process. The physical machine is located at INEGI’s laboratory as part of the LAY2FORM

project [1]. The DT considers the heat source, the composite material, the compaction roll

and the surroundings as an enclosure, to predict the temperature distribution along the com-

posite material under different process conditions. The developed DT uses a 1.5-dimensional

mathematical model, as the material thickness is modelled with only one element in such

direction. The thermo-optical properties of the elements, as temperature dependant, were

considered within the infrared range, as well as the composite material thermal properties

variations, also as a function of temperature, to obtain an accurate description of the process

response.

3.2. Process Machine Description

The ATL machine assembly is composed mainly by an infrared lamp as a heating element,

an aluminium backplate as a radiation reflector element, and a consolidation roll for pressing

down the heated composite material against a mould. There are another required components

for the ATL machine assembly, which are numbered in Figure 3.1a as: (1) material feeder,

(2) material tensioner, (3) compaction roll, (4) heating element, (5) reflector, (6) primary

pyrometer, (7) nip point and (8) mould. The real assembly is presented in Figure 3.1b.

Figure 3.1b presents the layout of the machine head assembly. This assembly moves

horizontally to the x direction according to Figure 3.1a, parallel to the heated mould. The

material is fed vertically to the compaction roll and changes its orientation to horizontal

when the nip point is reached. This assembly configuration makes the material feed velocity

to match the machine head assembly velocity. The other assembly elements such as the

infrared lamp, the reflector, the compaction roll and the optical temperature sensor move

horizontally along with the machine head.

Figure 3.2 shows a schematic for the model of the ATL. The curved path that the com-

posite material is imposed to follow, as consequence of the compaction roll, is simplified to

a straight line, where yconvection corresponds to the region before reaching the roll, yroll cor-

responds to the curved path in contact with the roll with its equivalent length and ymould

corresponds to the region after the nip point.

Understanding the relative movements between the machine head components and the
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Figure 3.1: Machine head assembly. (a) (1) material feeder, (2) material ten-
sioner, (3) compaction roll, (4) heating element, (5) reflector, (6) primary py-
rometer, (7) nip point, (8) mould. (b) physical assembly.
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Figure 3.2: 1.5D model schematic

material is relevant as it determines the selection of an appropriate correlation to estimate

the convection coefficients.

The ATL model involves an open cavity radiation problem where the heat emitted by

the lamp and reflected by the reflector is used to increase the temperature of the entering

material tape before it reaches the nip point. Heat loss to the ambient by convection and

radiation also takes place and will be considered in the modelling.

Figure 3.2 shows three different zones of heat exchange over the material. The first one,

delimited by yconvection has radiation from the lamp at the right-hand side and convection to

the surrounding air at the left-hand side, which convection coefficient depends on air tempera-

ture, airflow velocity and direction. The second one, delimited by yroll involves heat exchange
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from radiation and convection at the right-hand side, and conduction to the compaction roll

at the left-hand side. The third zone, delimited by ymould involves only conduction to both

compaction roll and mould, at the left and right-hand sides respectively.

To study the component’s dynamics, it is required to analyse each one individually, to

obtain the governing equation and the corresponding finite differences schemes. Once all the

equations and schemes are defined, a model can be developed to understand the influence of

the assembly elements over the composite material, allowing to assemble the process DT.

The process involves two main phenomena, namely: the heating process to raise the

temperature of the incoming material, and the consolidation process itself. The focus is

given to the heating process of the incoming material because it is the most critical for

ensuring the structure quality [10, 13, 16, 80].

Both the reflector and the material will be modelled using a single element along its

thickness. For the reflector, as its main function is to redirect the heating energy towards

the material, it is not relevant to know the temperature distribution along its thickness. A

compensation factor is implemented for heat losses due to convection at the surface facing

the composite material and at the opposite surface. For the material, as its thickness is

significantly smaller than its length, the temperature gradient along its thickness is negligible.

On the other hand, even though the incoming radiation heat reaches the composite material

at its larger surface, coming from different sources, it is considered just as an input value in

terms of the mathematical model.

This consideration comes from an energy balance that takes into account the spatial

distribution of the assembly for computing the radiation distribution, whose intensity is

also affected by the alignment of the surfaces. As the radiation intensity has already been

considered, it allows to propose a 1.5D heat transfer model of the ATL machine head to

develop the process DT. The DT will serve to run process simulations, describing as detailed

as possible, all the heat transfer due to the interaction among the assembly elements, enabling

to implement a proper control strategy to ensure the quality of the manufactured structure.

3.3. Heating element

The used heating element for the ATL assembly is an infrared heater. The infrared heater

consists of a tungsten filament coil, heated by an electric current, that serves as the energy

emitter. This emitter is surrounded by a quartz glass envelope for protection from the

environment. This quartz glass also acts as an enclosure containing an inert gas to prevent

filament oxidation at high temperatures as well as small amounts of halogen to inhibit the

evaporation of tungsten via the halogen cycle.

To maintain the atmosphere inside the quartz envelope, the current is passed through a

pair of Molybdenum foil pads ensuring the gas chamber is sealed to the outside atmosphere,

this is done to ensure a proper service life. Figure 3.3 shows a schematic of the heating

element assembly.
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Lamp leads
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Figure 3.3: Heating element and its cross section

3.3.1 Heating element mathematical model

The heater element is composed of 3 main elements, namely: a tungsten filament shaped as

a cylindrical coil, an atmosphere filled with neon gas, and an enclosure made by a cylindrical

quartz envelope containing the neon gas atmosphere. A simplification of the lamp geometry

is presented in Figure 3.4 where a concentric arrangement of the components, as initially

proposed by Pettersson and Stenström [160] for a similar heating element of a paper drying

mechanism. Figure 3.4a presents a front view of the lamp model as the tungsten is modelled

as a solid cylinder of length lw and diameter dcoil as a simplification of its spiral construction,

as shown in Figure 3.4c, and the quartz envelope as a hollow cylinder of length lq, thickness

tq as presented in Figure 3.4a and external diameter dl, as shown in Figure 3.4b.

lw
lq

tq

(a)

dl+

(b)

dcoil df

(c)

Figure 3.4: Lamp model. (a) Lamp model front view. (b) Lamp model cross
section. (c) Filament model
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Tungsten filament

The tungsten filament is considered as a homogeneous cylindrical element with an internal

heat generation, the internal generation is given by the material electrical resistance which

is a function of its temperature Tf and the applied voltage. The cylindrical-shaped tungsten

exchanges heat with the neon by conduction and with the inner face of the quartz lamp by

radiation. No convection between the filament and the neon is considered because of the

low value for the Grashof number, as suggested by Pettersson and Stenström [160], which

indicates the conduction as the predominant phenomenon for this particular heat exchange

process. Then, the heat transfer model used for the tungsten filament is the energy balance

given in Equation 3.1 [94, 161],

mf cpf (Tf )
dTf

dt
= (Pel −Qr,f −Qc,n) , (3.1)

where:

mf : Filament mass, [kg]

Tf : Filament temperature, [K]

cpf (Tf ): Filament specific heat, temperature dependent,
[

J
kg·K

]
Pel: Electric power, [W]

Qr,f : Radiation heat, [W]

Qc,n: Conduction heat (Neon gas), [W]

The electric power delivered to the tungsten filament can be expressed using Equation 3.2,

as a function of the voltage applied and its resistance.

Pel =
U2
e

R (Tf )
, (3.2)

where Ue stands for the applied voltage to the filament, and R (Tf ) is the electrical resistance,

which is a function of the filament temperature, and can be expressed as a function of its

resistivity rf (Tf ), the filament length lf and the filament cross sectional area af , as shown

in Equation 3.3.

R (Tf ) = rf (TF )
lf (Tf )

af (Tf )
(3.3)

The thermal property for the tungsten filament, such as specific heat, is taken from

literature [160, 162, 163] and summarized in Equation 3.4 and Equation 3.5 for a tungsten

temperature between 298 K < Tw ≤ 1900 K and 1900 K < Tw ≤ 3680 K respectively.

cpw (Tw) =

[
23.9593 + 2.63968

(
Tw
10

)
+ 1.25775

(
Tw
10

)2 − 0.25364
(
Tw
10

)3 − 0.048407(
10
Tw

)2

]
183.84× 10−3

(3.4)
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cpw (Tw) =

[
−22.5764 + 90.2798

(
Tw
10

)
− 44.2715

(
Tw
10

)2
+ 7.1766

(
Tw
10

)3 − 24.0974

(Tw
10 )

2

]
183.84× 10−3

(3.5)

For the resistivity of the tungsten filament, Equation 3.6 [160], describes the correlation

between the tungsten filament temperature and its electrical resistivity.

rw (Tw) = −5.0134× 10−9 + 7.3070759× 10−11 · T 1.1796583
w (3.6)

Neon gas

As the neon gas has a low thermal capacitance compared with the tungsten filament and the

quartz envelope, the capacitance is hence neglected. Accordingly, the neon gas transfers heat

from the tungsten filament to the quartz envelope’s internal surface by conduction. Taking

advantage of the cylindrical configuration of the heating element, the heat conducted by the

neon can be approximated using the cylindrical solution for radial conduction expressed in

Equation 3.7, as suggested by Pettersson and Stenström [160] and Incropera et al. [94].

Qc,n = 2 · π · lq · kn (Tn) ·
(Tf − Tq)

ln
(

dL
dcoil

) , (3.7)

where:

Qc,n: Conduction heat (Neon gas), [W]

kn: Neon thermal conductivity, temperature dependent
[

W
m·K
]

Tn: Neon mean temperature
(
Tf+Tq

2

)
, [K]

Tq: Quartz lamp temperature, [K]

dL: Lamp diameter, [m]

dcoil: Filament coil diameter, [m]

lq: Lamp length, [m]

The neon gas thermal conductivity can be computed using Equation 3.8 for a temperature

range of 250 K < Tn < 2500 K [160].

kn (Tn) = −3.601821× 10−3 + 1.4290623× 10−3 · T 0.63362378
n (3.8)

Quartz glass envelope

The quartz glass envelope is considered to have a constant temperature Tq across its thickness

because of its small thickness compared with its length. The energy balance for the quartz

glass envelope is given in Equation 3.9 as suggested by Pettersson and Stenström [160].
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mq · cpq (Tq) ·
dTq

dt
= (Qr,f + qc,n −Qr,q − hqAq (Tq − T∞)) , (3.9)

where:

mq: Quartz glass envelope, [m]

cpq (Tq): Quartz glass specific heat,
[

J
J·K
]

Qr,f : Incoming radiation heat, [W]

Qr,q: Outgoing radiation heat, [W]

Qc,n: Conduction heat, [W]

hq: Convection coefficient,
[

W
m2·K

]
Aq: Quartz glass surface area,

[
m2
]

T∞: Environmental temperature, [K]

The physical characteristics of the heating element, which are required for the heating

element simulation, were measured and are reported in Table 3.1.

Table 3.1: Measurements for the heating element characteristics

Characteristic Measurement

Lamp length lq 189.02 mm ± 0.34 mm

Lamp diameter dl 10.01 mm ± 0.19 mm

Lamp resistance Rw (at 23 ◦C) 9.6 Ω ± 6.41 ×10−6 Ω

Filament diameter df 0.410 mm ± 0.004 mm

Filament coil diameter dcoil 2.890 mm ± 0.004 mm

Filament coil length lr 290.04 mm ± 0.37 mm

Filament mass mf 5.2019 g ± 0.0005 g

Quartz glass mass mq 13.8780 g ± 0.0005 g

The specific heat for the quartz glass can be computed from Equation 3.10 as suggested

by Pettersson [88] and by Pettersson and Stenström [160], as a function of the quartz glass

temperature in a range of 298 K < Tq < 2000 K.

cpq (Tq) =

[
55.98 + 15.4× 10−3 · Tq − 14.1×105

T 2
q

]
60.085× 10−3

(3.10)

The convection term in Equation 3.9, hq, is computed using the Morgan correlation

[94, 164], suitable for a long cylinder with free convection. The free convection phenomenon

is assumed due to the relative position of the heating element with respect to reflector element

inside the machine head assembly, the reflector blocks direct air to flow towards the heating

element while the machine head assembly is moving.

To estimate the convection coefficient hq, Churchill and Chu [165] establish a correlation

for the Rayleigh number and the average Nusselt number, Equation 3.11.
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Nuq =

0.60 +
0.387 ·Ra

1/6
q[

1 + (0.559/Prair (Tfilm))
9/16

]8/27


2

, (3.11)

where the Rayleigh number is computed using Equation 3.12.

Raq =
g · (1/Tfilm) · (Tq − T∞) · d3L

ν (Tfilm) · α (Tfilm)
, (3.12)

then, the average convection coefficient for free convection of a long cylinder is computed

using Equation 3.13.

hq =
Nuq · kair (Tfilm)

dL
(3.13)

The properties of the air for Equation 3.11, Equation 3.12 and Equation 3.13 such as Pr,

ν, α and kair, can be found in literature [94], and taken at atmospheric pressure and film

temperature Tfilm = 0.5 · (Tq + T∞). In Equation 3.12 the value of the gravity acceleration

is defined as g = 9.81 m/s2.

3.4. Reflector

The reflector is considered as a vertically oriented flat thin surface, with a homogeneous

thickness tr and width of Wr. The reflector is made from polished aluminium alloy 6061,

and its main objective is to reflect the incoming energy from the heating element towards the

composite material.

3.4.1 Reflector mathematical model

The reflector is modelled as a 1.5D finite volume problem along its width Wr, Figure 3.5.

Due to the convection effect, the reflector transfers heat to the ambient air at both surfaces

of length Wr. An energy balance over a reflector cell of volume Vr is given in Equation 3.14,

taking into account its surfaces Sr for heat exchange.

∂

∂t

∫
Vr

ρr·cpr(Tr)·Tr·dVr =

∫
∂Vr

kr(Tr)·(∇Tr · n̂)·dSr+

∫
∂Vr

q
′′
rad,r·dSr+

∫
∂Vr

q
′′
conv,r·dSr (3.14)

where:

ρr: Reflector material density,
[
kg
m3

]
Tr: Reflector temperature, [K]

cpr (Tr): Reflector specific heat, temperature dependent,
[

J
kg·K

]
kr (Tr): Reflector thermal conductivity, temperature dependent,

[
W

kg·K

]
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Figure 3.5: 1.5D finite volume discretization for the reflector model

q
′′
rad,r (Tr): Radiation heat,

[
W

m2·K
]

q
′′
conv,r (Tr, T∞): Convection heat,

[
W

m2·K
]

The aluminium properties, required in Equation 3.14, are well documented in the liter-

ature. For the case of the specific heat of the reflector, cpr(Tr), the expression is presented

in Equation 3.15 for a temperature range of 298 K < T < 933 K, which is documented in

[162, 166, 167]; the reflector thermal conductivity, kr(Tr), expressed in Equation 3.16 for a

temperature range of 250 K < T < 800 K is documented by Lide [168].

cpr(Tr) =
4.186 ·

(
4.94 + 2.96× 10−3 · Tr

)
26.98154

(3.15)

kr(Tr) = 186.0219 + 0.327088 · Tr − 6.069629× 10−4 · T 2
r + 3.101227× 10−7 · T 3

r (3.16)

A finite volume technique is used to discretize the reflector geometry as shown in Fig-

ure 3.5. The application of an energy balance to each reflector cell gives a cell equation,

Equation 3.17, for the unknown cell temperature.

Ṫr =(Ar)Tr−1 − (2Ar +Br,1 +Br,2)Tr + (Ar)Tr+1

+ (Br,1)T∞,1T∞,1 + (Rr,2)T∞,2 + (Cr) q
′′
rad,r (Tr)

(3.17)

which coefficients are defined as presented in Equation 3.18, Equation 3.19, Equation 3.20

and Equation 3.21.

Ar =
kr (Tr)

ρr · cpr (Tr) · L2
r

(3.18)



3.4. Reflector 33

Br,1 =
h1r

ρr · cpr (Tr) · tr
(3.19)

Br,2 =
h2r

ρr · cpr (Tr) · tr
(3.20)

Cr =
1

ρr · cpr (Tr) · tr
(3.21)

where:

r: Reflector cell number 0,1,2,. . . ,n

Lr: Length of the reflector cell, [m]

tr: Reflector thickness, [m]

T∞: Air temperature, [K]

h1r (Tr, T∞): Right hand side convection coefficient,
[

W
m2·K

]
h2r (Tr, T∞): Left hand side convection coefficient,

[
W

m2·K
]

The lateral conditions for the reflector are defined as adiabatic, Equation 3.22 and Equa-

tion 3.23, due to Wr ≫ tr, which makes the heat exchange in those surfaces negligible in

comparison with the heat exchange of the remaining surfaces.

dT

dy

∣∣∣∣
y=0

= 0 (3.22)

dT

dy

∣∣∣∣
y=Wr

= 0 (3.23)

Due to the horizontal movement of the machine head, the reflector is defined to have two

conditions of heat exchange by convection. The first convection condition occurs over the

surface opposed to the heating element, shown at the right-hand side in Figure 3.5 as h1r,

and the other convection condition occurs over the left-hand side surface shown as h2r in

Figure 3.5, which faces the heating element.

The movement of the machine head assembly is in the positive x direction while heating,

Figure 3.5 so, direct airflow is directed towards the right-hand side of the reflector. The

left-hand side of the reflector has no direct airflow.

For both cases, a proper correlation for computing the convection coefficient is required.

For the right-hand side, a correlation for direct airflow over a plane surface is proposed by

Hilpert [169], by computing a Reynolds number for a plate of length Wr, Equation 3.24,

to solve and empirical correlation between the Reynolds number and the Nusselt number,

Equation 3.25.

Rer1 =
U ·Wr

ν (Tfilm)
, (3.24)

where U is the movement velocity of the machine head assembly in the positive x direction
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Nur1 = 0.228 ·Re0.731Wr
· Pr

1/3
air (Tfilm) (3.25)

The average convection coefficient for the right-hand side surface of the reflector is com-

puted using Equation 3.26.

hr1 =
Nur1 · kair (Tfilm)

Wr
(3.26)

For the left-hand side, Churchill and Chu [165] proposed the correlation presented in

Equation 3.27, relating the Rayleigh number and the average Nusselt number for computing

the free convection coefficient for a plane vertical wall h2r

Nu2r =

0.825 +
0.387 ·Ra

1/6
2r[

1 + (0.492/Pr (Tfilm))
9/16

]8/27


2

, (3.27)

where the Rayleigh number is computed using Equation 3.28.

Ra2r =
g · (1/Tfilm) · (Tr − T∞) ·W 3

r

ν (Tfilm) · α (Tfilm)
(3.28)

Then, the average free convection coefficient for the left-hand side surface of the reflector

is computed using Equation 3.29,

h2r =
Nu2r · kair (Tfilm)

Wr
. (3.29)

3.5. Compaction Roll

The compaction roll is a hollow aluminium cylinder, with an internal flow of cooling fluid to

keep its temperature constant, and an outer layer of silicone rubber Silex GP60THT [170].

This outer layer acts as a non-adherent surface between the aluminium cylinder and the

composite material. The compaction roll is used to press the incoming material, once heated,

against the mould, or a substrate made from a previously laid composite material layer.

3.5.1 Compaction roll mathematical model

The modelling strategy used for simulating the heat exchange process between the compaction

roll and the composite material is to use a combination of a composite hollow cylinder with

2D radial conduction for the compaction roll internal fluid. The aluminium structure and

the rubber layer are modelled as 1D conduction plane wall approximation for the composite

material, as presented in Figure 3.6. This plane wall approximation is possible due to the

relation presented in Equation 3.30 where Droll is the compaction roll diameter without

the rubber layer, trubber is the thickness of the rubber layer and ∆x is the thickness of the
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composite material.

ln

[
(Droll/2) + trubber + ∆x

(Droll/2) + trubber

]
≈ 0 (3.30)

+

Tf

Ts1

Ts2

Ts3

Tm

1
hf ·r1

ln(r2/r1)
kAl

ln(r3/r2)
kSil

Lm/2
km

q′′roll
q′′roll

r1 r2

r3

Figure 3.6: Composite wall modelling strategy for the heat conduction balance
between the compaction roll and the material

The 1D model equation is obtained by making an analogy with a system of electrical resis-

tances connected in series, as presented in Figure 3.6 then, the term Rroll from Equation 3.31

is deduced as the sum of all the resistors, Equation 3.32, which considers the resistance from

the internal fluid of the compaction roll, the resistance of the cylinder, the resistance of the

rubber layer and the resistance of the composite material.

q′′roll =
(Tf − Tm)

Rroll
(3.31)

Rroll =
1

hf · r1
+

ln (r2/r1)

kAl
+

ln (r3/r2)

kSil
+

Lm/2

km
, (3.32)

where hf stands for the internal fluid convection coefficient, kAl, kSil and km are the coef-

ficient of thermal conduction of the cylinder, the rubber layer and the composite material

respectively, Lm is the thickness of the composite material, r1, r2, r3 and r4 are the radius

for each component of the compaction roll.

If a constant temperature is assumed for the internal fluid, Equation 3.32 can be simplified

to Equation 3.33.

Rroll =
ln (r2/r1)

kAl
+

ln (r3/r2)

kSil
+

Lm/2

km
(3.33)
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3.6. Mould

The mould is considered as a flat surface, made of aluminium, with a film of Polytetrafluo-

roethylene (PTFE) on top between the aluminium and the composite material acting as a

mould-releasing agent.

3.6.1 Mould mathematical model

The mathematical model to develop for the mould is based on the composite plane wall, which

main heat exchange phenomena is conduction through different material layers. Figure 3.7

represents the 1D composite wall scheme.

Material

PTFE

Aluminium
(Mould)

Lm

LPTFE

LMould

Tm

km

TPTFE
kPTFE

TMould
kMould

Tm

Ts1

Ts2

TMould

q′′roll

q′′Mould

Lm/2
km

LPTFE

kPTFE

LMould

kMould

Figure 3.7: Composite wall model for the 1D mould.

The energy balance between the composite material layer and the mould is presented in

Equation 3.34:

q′′Mould =
Tm − TMould

RMould
, (3.34)

where using a modelling strategy as a group of resistors connected in series, the term RMould

can be defined as in Equation 3.35:

RMould =
Lm/2

km
+

LPTFE

kPTFE
+

LMould

kMould
(3.35)

3.7. Composite Material

The Automated Tape Laying process presented in Figure 3.1a shows the composite material

being fed vertically towards the compaction roll. The composite material is formed by Uni-

directional carbon fibres with a Polyamide 6 (PA6) thermoplastic matrix from Toray Co.®.
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3.7.1 Composite Material mathematical model

As previously mentioned the entire machine assembly moves linearly at a velocity U towards

the x direction on top of a mould, Figure 3.1a. This movement causes the composite material

to exchange heat with its surroundings by convection, by radiation while being heated by the

heating element. Once the composite material reaches the compaction roll, the heat exchange

by conduction takes place.

Similarly to the reflector, section 3.4, the composite material is defined as a thin sheet

with a constant temperature across its thickness. As the composite material comes from the

material feeder, which in the machine assembly is placed away from the heating element, Fig-

ure 3.1, it is considered that the composite material is supplied at a constant temperature T0.

The energy balance for a cell volume Vm of the material tape is given in Equation 3.36.

∂

∂t

∫
Vm

ρm · cpm (Tm) · Tm · dVm =

∫
Vm

km (Tm) · (∇Tm · n̂) · dSm

−
∫
Vm

ρm · cpm (Tm) · Tm · (U · n̂) · dSm

+

∫
Vm

q′′rad,mdSm +

∫
Vm

q′′conv,mdSm +

∫
Vm

q′′cond,mdSm,

(3.36)

where:

ρm: Composite material density,
[
kg/m3

]
Tm: Composite material temperature, [K]

cpm (Tm): Composite material specific heat, temperature dependant,
[

J
kg·K

]
km (Tm): Composite material thermal conductivity, temperature dependent,

[
W
m·K
]

q′′rad,m (Tm): Radiation heat,
[
W/m2

]
q′′conv,m (Tm, T∞): Convection heat,

[
W/m2

]
q′′cond,m (Tm, Tmould): Conduction heat,

[
W/m2

]
A finite volume technique, as suggested by Schaefer et. al [93], is used to represent the

tape geometry, Figure 3.8, and the application of the energy balance to each tape cell gives

the cell equation, Equation 3.37, for the unknown temperature using the coefficients given

by Equation 3.38 through Equation 3.44.

Ṫm =
(
A|Z1,Z2,Z3

)
· Tm+1 +

(
A|Z1,Z2,Z3

+ B|Z1,Z2,Z3

)
· Tm−1

+
(
−2 A|Z1,Z2,Z3

− C1|Z1,Z2
− C2|Z1

− D1|Z2
− D2|Z3

)
· Tm

+ C1|Z1,Z2
· T∞ + C2|Z1

T∞ + D1|Z2
· Troll + D2|Z3

· Tmould

+ D3|Z1,Z2
· q′′rad

(3.37)
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Figure 3.8: The 1.5D material model.

A =
km (Tm)

ρm · cpm (Tm) ·∆y2
(3.38)

B =
U

∆y
(3.39)

C1 =
h2m

ρm · cpm (Tm) ·∆x
(3.40)

C2 =
h3m

ρm · cpm (Tm) ·∆x
(3.41)

D1 =
1

ρm · cpm (Tm) ·∆x ·Rroll
(3.42)

D2 =
1

ρm · cpm (Tm) ·∆x ·Rmould
(3.43)

D3 =
1

ρm · cpm (Tm) ·∆x
(3.44)

where:

m: Material cell number, 0, 1, 2, . . . , n.

Rmould: Composite wall resistance for heat conduction between the mould and the

composite material,
[
m2·K
W

]
.

Rroll: Composite wall resistance for heat conduction between the compaction roll and

the composite material,
[
m2·K
W

]
.

q′′rad: Net radiation from the surfaces involved in the heat exchange process,
[
W/m2

]
.

h2m: Convection coefficient for the composite material surface facing the heat element,[
W

m2·K
]
.

h3m: Convection coefficient for the composite material surface facing opposite the heat

element,
[

W
m2·K

]
.
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The terms from Equation 3.38 through Equation 3.44 are evaluated into Equation 3.37

taking into account each material section Zi as shown in Figure 3.8, allowing to obtain

the corresponding boundary conditions for the cell. After evaluating all the terms for all

the material cells, a system of differential equations is built to compute the new material

temperatures.

At section Z1 the material arrives at an initial temperature T0 = T∞ where convection

(C1, C2) and radiation (D3) are the main heat exchange phenomena. At this section the

convection, which relation is defined using the inside enclosure air properties (T∞, h2m), and

the radiation phenomena are added to the balance to complete the relation; the radiation term

comes from an energy balance further discussed in this chapter at Section 3.8.3. At section

Z2, the main heat exchange phenomena are radiation (D3), convection (C1) and conduction

(D1); at section Z3 the material is located between the compaction roll and the mould, this

means that conduction (D1, D2) is the main heat exchange phenomena occurring between

the composite material, the compaction roll and the mould simultaneously. For this model,

the temperature of the nip point is located at the material cell Tn, and the previously laid

material temperature is modelled assuming a constant value of Tmould. The terms Rroll and

Rmould were explained in Section 3.5 and Section 3.6 respectively.

The boundary condition related to the y axis at the first material cell is represented

using Equation 3.45, and the last material cell, along the same y axis, is represented using

Equation 3.46.

T |y=0 = T0 (3.45)

dT

dy

∣∣∣∣
y=n

= 0 (3.46)

The terms presented in Equation 3.40 and Equation 3.41 are related to convection between

the composite material and the ambient air. Due to the relative movement of the composite

material with the machine assembly, the convection phenomena is defined to be an external

flow in a quiescent state, the correlations for estimating the convection terms are presented

from Equation 3.47 trough Equation 3.49.

Rem =
U ·Wm

ν (Tfilm)
(3.47)

Num =
0.3387 ·Re

1/2
m · Prair (Tfilm)1/3[

1 +
(
0.0468/Prair (Tfilm)

)2/3]1/4 (3.48)

hm =
Num · kair (Tf ilm)

Wm
(3.49)
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3.8. Energy balance: Radiation

Radiation as heat transfer has been well studied when grey surfaces participate inside an

enclosure. The interaction has been described in several textbooks [94, 163, 171, 172]. To

model the enclosure, the general surface distribution to use is the configuration described

in Figure 3.2, where the reflector, the lamp and the material are involved and, to close the

enclosure, the dashed lines represent a hypothetical surface acting as the surroundings.

To simplify calculations, the radiation flux problem is modelled as a two-dimensional

system, allowing to calculate the heat flux per unit of area. Equation 3.17 and Equation 3.37

can be solved using the radiation heat input expressed in [W/m2]. It is worth mentioning

that the view factors for two-dimensional problems are well studied, and analytical equations

have been developed to simplify calculations [163, 171–174], these equations are discussed

further in this work.

Another enclosure present in the system is the case of the heating element, which is

composed, as described in Section 3.3, of a tungsten filament inside a quartz glass envelope.

In this enclosure, the filament exchanges heat, mostly in the form of radiation with the inner

surface of the quartz envelope. At the same time, part of this radiation is also exchanged with

the external glass surface due to the glass being a transparent media, transmissivity. This

characteristic is fundamental when defining the global Radiosity balance among the involved

surfaces for the general enclosure.

To calculate the radiation energy of a grey surface, first, the radiation energy for an

equivalent black body is calculated using the Planck’s Law, presented in Equation 3.50,

then a correcting factor, particular for each surface nature and temperature, is applied to

transform the black body radiation into a grey body radiation. Those correcting factors are

further discussed.

Eb =

∫ ∞

0

c1

λ5 ·
[
e(

c2
λ·T ) − 1

]dλ (3.50)

with:

c1 = 2 · π · h · c20 = 3.742× 108
[
W · µm4

m2

]
(3.51)

c2 =
h · c0
kb

= 1.439× 104 [µm ·K] (3.52)

where:

λ: Wavelength, [µm]

T : Absolute temperature of the black body, [K]

h: Universal Planck constant, 6.626× 10−34 [J · s]
kb: Boltzmann constant, 1.381× 10−23 [J/K]

c0: Speed of light in vacuum, 2.998× 108 [m/s]

The focus of the energy radiation is set upon the infrared domain of the spectrum, narrow-

ing the calculation region between λ1 and λ2, 0.4 µm and 20 µm respectively, then, the total

energy for a black body is obtained using Equation 3.53 from Planck’s Law, Equation 3.50.
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Eλ,b =

∫ λ2

λ1

c1

λ5 ·
[
e(

c2
λ·T ) − 1

]dλ (3.53)

As the energy calculation depends on the wavelength, and the integration is required

along a finite band of wavelengths, the numerical solution is achieved by evaluating the first

10 terms of the infinite series presented in Equation 3.54, where σ stands for the Stefan-

Boltzmann Constant, 5.670 × 10−8
[

W
m2·K4

]
. By dividing the studied wavelength interval

into 20 equally distributed evaluation domains it is possible to obtain a good approximation

while improving the calculation time in comparison with numerical integration routines as

suggested by Howell et al. [171].

Eb(T ) =σ · T 4

[
15

π4

( ∞∑
n=1

e−n·ξ2

n

(
ξ32 +

3ξ22
n

+
6ξ2
n2

+
6

n3

)

−
∞∑
n=1

e−n·ξ2

n

(
ξ32 +

3ξ22
n

+
6ξ2
n2

+
6

n3

))] (3.54)

with:

ξ2 =
h · c0

kb · λ2 · T
(3.55)

ξ1 =
h · c0

kb · λ1 · T
(3.56)

3.8.1 Radiative fluxes

To define the radiative balance, an identification of the surfaces involved is presented in

Figure 3.9, as well as the Radiosity, Ji, and Irradiation, Gi, notation for each surface with

its respective indices.

Material ReflectorLamp

Black Body
Surroundings

1

2
3

45

6

J1
G1

J2 G2

J3
G3

J4

G4

J5

G5

J6G6

Figure 3.9: Surface identification. (1) Tungsten filament surface. (2) Internal
quartz glass surface. (3) External quarts glass surface. (4) Reflector surface.
(5) Material surface. (6) Equivalent surroundings surface
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The boundary condition labelled as 6 is defined as a black body representing a virtual

surface that closes the enclosure. This allows to determine the net radiating heat transfer

with Equation 3.57 using the relation given in Equation 3.58 for each surface.

q
′′
i = Ji −Gi, (3.57)

Jλ,i = rλ,i ·Gi + τλ,i ·Gλ,i + ελ,i · σ · T 4
i (3.58)

The first step is consider the radiosity for each surface, giving the set of relations presented

from Equation 3.59 through Equation 3.64:

Jλ,1 = rλ,1 ·Gλ,1 + ελ,1 · Eλ,1 (3.59)

Jλ,2 = rλ,2 ·Gλ,2 + τλ,3 ·Gλ,3 + ελ,2 · Eλ,2 (3.60)

Jλ,3 = rλ,3 ·Gλ,2 + τλ,2 ·Gλ,2 + ελ,3 · Eλ,3 (3.61)

Jλ,4 = rλ,4 ·Gλ,4 + ελ,4 · Eλ,4 (3.62)

Jλ,5 = rλ,5 ·Gλ,5 + ελ,5 · Eλ,5 (3.63)

Jλ,6 = rλ,6 ·Gλ,6 + ελ,6 · Eλ,6, (3.64)

as suggested by Pettersson and Stenström [160] and by Lampinen et al. [173]. In generic

matrix form, for n involved surfaces, the relation is given by Equation 3.65:

[Jλ,j ]n×1 = [r]n×n [Gλ,j ]n×1 + [τ ]n×n [Gλ,j ]n×1 + [ε]n×n [Eλ,j ]n×1 , (3.65)

where relations from Equation 3.60 and Equation 3.61, which are related to the quartz en-

velope, contemplates the transmission τλ,i between both inner and outer surfaces due to the

glass being a semitransparent medium. The term rλ,i refers to the reflectivity of the body

and the term ελ,i refers to the emissivity; all surfaces are considered diffuse grey bodies. The

correlation given in Equation 3.64 refers to the surroundings, considered as a black body,

acting as a heat sink as the temperature is known and kept constant over time. According

to specialized literature,[160, 163, 171, 175], it is defined rλ,6 = 0.

The second step is to consider the irradiation balance on the different surfaces by using

Equation 3.66:

Ai ·Gλ,i =

n∑
j=1

[Aj · Jλ,j · Fj−i] , (3.66)

where Fj−i is the view factor from surface j to surface i, Ai and Aj are the areas of surfaces

i and j respectively.

From the view factor reciprocity property, presented in Equation 3.67, the expression

from Equation 3.66 can be written as in Equation 3.68, or in its compact form as presented

in Equation 3.69.
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Ai · Fi−j = Aj · Fj−i (3.67)

Ai ·Gλ,i = Ai · Jλ,1 · Fi−1 +Ai · Jλ,2 · Fi−2 +Ai · Jλ,i · Fi−i + · · ·+Ai · Jλ,n · Fi−n (3.68)

Gλ,i =
n∑

j=1

Jλ,j · Fi−j (3.69)

From a computational point of view, Equation 3.69 can be written as presented in Equa-

tion 3.70 for n surfaces.

[Gλ,i]n×1 = [F ]n×n [Jλ,j ]n×1 (3.70)

To solve this equation system, Equation 3.65 and Equation 3.70 are combined, leading to

Equation 3.71 enabling the irradiation computation.

[Gλ,i]n×1 =
(
[I]n×n − [F ]n×n

(
[r]n×n + [τ ]n×1

))−1
[F ]n×n [ε]n×n [Eλ,i]n×1 (3.71)

Then, the results obtained using Equation 3.71 are used in Equation 3.65 to calculate the

Radiosity Jλ,i. This allows the computation of the net radiative flux, leaving each involved

surface per unit area defined as in Equation 3.57, which are the boundary conditions needed

to solve the lamp, Equation 3.1, Equation 3.7 and Equation 3.9, the reflector Equation 3.14

and the material Equation 3.36 temperatures.

3.8.2 View factors

The view factors used in Equation 3.59 through Equation 3.64 are taken from specialized

literature [88, 163, 171, 172, 176], as well as the enclosure view factor, Equation 3.72, and

the reciprocity relation, Equation 3.67.

n∑
j=1

Fi−j = 1 (3.72)

As mentioned before, the lamp is modelled as a solid tungsten cylinder inside a quartz

glass envelope (enclosure), thus, the view factor for infinitely long concentric cylinders can

be expressed as Equation 3.73, Equation 3.74 and Equation 3.75, which indices refer to the

notation shown in Figure 3.9.

F1−2 = 1 (3.73)

F2−1 =
dcoil
dl

(3.74)

F2−2 = 1− F2−1 (3.75)
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The view factor from an infinitely long cylinder to an infinitely long rectangle can be

obtained using the scheme presented in Figure 3.10a. The case presented in Figure 3.10b is

a particular case when of the view factor from Figure 3.10a when b1 = b/2.

r
θ

b b2
b1

a

(a)

r

α α

b

a

(b)

Figure 3.10: View factor between a cylindrical surface and a plane surface.
(a) Rectangle not aligned with the cylinder vertical center line. (b) Rectangle
symmetrically aligned with the cylinder vertical center line.

The relation to calculate the different view factor values for the case between the lamp

and the reflector, and the lamp and each material cell are expressed in Equation 3.76 and

Equation 3.77 respectively, where the subscript cyl. refers to the outer lamp surface labelled

as “3” in Figure 3.9, the subscript rect. refers to the reflector labelled as “4” and, the material

labelled as “5” in the same figure.

Fcyl.−rect. =
1

2 · π

(
tan−1 b1

a
− tan−1 b2

a

)
(3.76)

Frect.−cyl. =
r

b

(
tan−1 b1

a
− tan−1 b2

a

)
(3.77)

The view factors between two planar surfaces, in the 2D case, can be expressed using

the Hottel’s cross string method [172]. Figure 3.11 shows the different components of this

method. The values L1, L2, L3, L4, L5 and L6 are lengths, being L1 and L2 the surfaces‘

involved in the view factor and the remaining values distances between the edges of the

surfaces, in this case, the cells of the finite volume method.

The view factor using the Hottel’s method is expressed as in Equation 3.78 for the case

FL1−L2 and in Equation 3.79 for the case FL2−L1 .

F1−2 =
(L5 + L6)− (L3 + L4)

2 · L1
(3.78)

F2−1 =
(L5 + L6)− (L3 + L4)

2 · L2
(3.79)
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L2

L1

L5

L6L3

L4

Figure 3.11: Two dimensional planar geometry. Hottel’s method

3.8.3 Optical properties

The optical properties required by the system of equations, presented in Equation 3.65,

for each surface type, are wavelength-dependent. For general surfaces, the relation among

its optical properties is expressed by Equation 3.80, and for the case of opaque surfaces

which have no transmissivity τ = 0, the relation among its optical properties is expressed by

Equation 3.81 [94, 167].

r + α+ τ = 1 (3.80)

ε ≊ α = 1− r (3.81)

To estimate the thermal-optical properties of the opaque, metallic surfaces involved in

the machine assembly, the Maxwell electromagnetic wave theory gives the emissivity value

as presented in Equation 3.82, that when used in Equation 3.81 leads to the reflectivity.

εn,λ =
4 · no

n2
o + k2o + 1 + 2 · no

, (3.82)

where no and ko are given by Equation 3.83 and Equation 3.84 respectively:

n2
o =

1

2

√( ϵ

ϵ0

)2

+

(
λ

ri · 2 · c0 · ϵ0

)2

+
ϵ

ϵ0

 (3.83)

k2o =
1

2

√( ϵ

ϵ0

)2

+

(
λ

ri · 2 · c0 · ϵ0

)2

− ϵ

ϵ0

 (3.84)

with:

ϵ/ϵ0: Relative material i permitivity.

ϵ0: Vacuum permitivity [F ·m−1].

ri: Resistivity of element i, [Ω · m], for the tungsten filament the resistivity value is

given by Equation 3.6, for reflector the resistivity is given by Equation 3.85 [168, 177].
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rr = −1.1961× 10−8+1.5272× 10−10 ·Tr − 9.4257× 10−14 ·T 2
r +7.2288× 10−17 ·T 3

r (3.85)

For the tungsten filament the value of the relative permitivity is ϵ/ϵ0 = 1.000068 and for

the reflector ϵ/ϵ0 = 1.00000065 according to Edwards and Steer [178].

The optical properties of the quartz glass envelope are gathered from specialized literature

on the study of infrared dryers as from the work of Lampinen et al. [173], and from the work

of Wentink and Planet [179], where the required values are reported.

The emissivity value used in Equation 3.64 is ελ = 1 as surroundings are considered as

black bodies [94].

The optical properties related to the composite material are discussed further in this

chapter in Section 3.9.4.

3.9. Composite Material characterization

As a case of study for the ATL process, the employed material is a carbon fibre reinforced

Polyamide 6 (PA6) tape from Toray® with the commercial denomination Cetex TC910®, it

is 50 mm width, 0.16 mm thickness, and has a fibre content of 60% [180].

3.9.1 Heat capacity

Equation 3.36, requires the material heat capacity as a function of temperature, cpm(Tm).

An experimental procedure was performed according to norm ASTM E 1269-9901 [156] to

three material samples, which weights are reported is Table 3.2. The test apparatus used was

a TA Instruments Q20, which characteristics are shown in Table 3.3.

Table 3.2: Composite material test specimens for the Differential Scanning
Calorimetry experimental procedure.

Specimen number Weight

1 17.2 mg ± 0.21 mg

2 13.1 mg ± 0.22 mg

3 10.1 mg ± 0.22 mg

The results of the experimental tests for the three composite material samples are shown

in Figure 3.12a, Figure 3.12b and Figure 3.12c for a temperature range of 300 K < T < 508 K.

Figure 3.12d shows the average specific heat of the three tested specimens, along the

temperature range of 300 K < T < 508 K, indicating an approximate melting temperature

of 495 K (221.85 ◦C).

3.9.2 Density

Another parameter required for the composite material model Equation 3.36 is the material

density. The material density is measured according to the ASTM D 792-07 standard [155].
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Table 3.3: Test apparatus characteristics for the Differential Scanning
Calorimetry.

Characteristic Value

Temperature range -180 ◦C to 725 ◦C

Temperature accuracy ± 0.1 ◦C

Calorimetric reproducibility ± 1%

Calorimetric precision ± 0.1 %

Dynamic measurement range ± 350 mW

Baseline reproducibility < 0.04 mW

Sensitivity 1.0 µW

The results of measuring 10 composite material samples are presented in Table 3.4.

Table 3.4: Composite material test specimens for the density measurements
experimental procedure.

Specimen Weight (dry) [g] Weight (in water) [g] Density [g/cm3]

1 2.125 0.541 1.338

2 1.684 0.483 1.398

3 1.516 0.405 1.361

4 1.964 0.586 1.421

5 1.558 0.361 1.298

6 1.992 0.491 1.324

7 1.826 0.480 1.357

8 2.160 0.523 1.319

9 1.553 0.367 1.309

10 1.625 0.449 1.382

Mean 1.800 0.469 1.350

STD 0.246 0.074 0.040

3.9.3 Thermal conductivity

The thermal conductivity is another parameter required for solving Equation 3.36. This

composite material parameter is temperature dependent. The most common procedure to

determine this parameter is using the flash method described in the ASTM E1461-13 [157]

standard, which requires the preparation of a specimen of 10-25 mm in diameter. As the

required thermal conductivity parameter for the model is parallel to the alignment of the

fibres, in an Uni-directional composite material, it arises a problem related to the cost of

producing the specimens according to the standard.

To address the problem, an in-house procedure is designed to determine the thermal

conductivity property as a function of temperature, based on theoretical and practical works

proposed by Zhai et al. [109], Villière et al. [103], Betta et al. [102] and Yang [101]. The in-
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Figure 3.12: Test results for the Differential Scanning Calorimetry test. (a)
Specimen 1. (b) Specimen 2. (c) Specimen 3. (d) Mean value for Specimens
1, 2 and 3.

house procedure aims to calculate the thermal conductivity along one direction. It consists on

simultaneously measuring the temperature variation over time at three aligned and equally

separated locations. Figure 3.13 shows a general disposition of three temperature sensors.

The test specimen is designed to be narrow, compared with its length, minimizing the effect

of 2-dimensional thermal conduction. The specimen is heated at one end and left free at the

opposite end.

The test uses a finite difference approach, Equation 3.86, to use the three measured

temperatures, at a sampling time p, to compute a thermal conductivity as a function of

temperature.

km(T p
i ) =

(
T p+1
i − T p

i

∆t

)
·
(

ρm · cp(T p
i ) ·∆x2

T p
i+1 − 2 · T p

i+1 + T p
i−1

)
(3.86)

The heating element, shown in Figure 3.13, is an aluminium plate with an attached

electrical resistance, being the main objective to effectively distribute heat to the composite

material specimen due to the mass difference.
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Heater

Ti−1

Ti

Ti+1

∆x

∆x

Figure 3.13: Temperature sensors location along the test specimen.

The temperature sensors used are type-T thermocouples, which temperature range covers

from -270.0 ◦C to 370.0 ◦C with an accuracy of ±1.0◦C according to a standard tolerance

class as indicated by ASTM E230 standard [181] and specialized literature Holmsten et al.

[182], Kee et al. [183]. This thermocouple type is suitable for the test considering the melting

point of the composite material matrix is around 220 ◦C according to the results presented

in Figure 3.12d. The output signal from the type-T thermocouple is measured by a NI-9211

data acquisition card.

To minimize interferences due to heat exchanges by external radiation sources and con-

vection, the test is performed inside a vacuum chamber. The vacuum chamber is capable

of reaching internal pressures lower than 1.0 × 10−3 mbar. Figure 3.14 shows the general

assembly, that will be placed inside the vacuum chamber, of a composite material specimen

mounted on an aluminium structure, with three thermocouples for the thermal conductiv-

ity calculation, the heating element and a fourth thermocouple for monitoring the heating

element temperature. This last thermocouple is placed for safety reasons.

The test specimens’ geometrical characteristics are presented in Table 3.5. The procedure

is performed using a 1000 W electrical heater connected to a 60 V direct current power source.

The thermocouples’ separation is defined as ∆x = 5 mm. Once the vacuum chamber is closed,

and the interior temperature stabilizes as a result of the generated vacuum, the test starts

until a target temperature is reached. Figure 3.15a, Figure 3.15b and Figure 3.15c shows the

results of the temperature evolution of one hour test for the three tested specimens.

Table 3.5: Test specimens for the in house thermal conductivity test

Specimen Length [mm] Width [mm] Thickness [mm]

1 100.21 4.98 0.14
2 100.35 5.07 0.14
3 100.19 5.11 0.15
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Figure 3.14: In house thermal conductivity test. General view of the test
assembly.

Using the data collected from the composite material specific heat test, Figure 3.12d,

the thermal conductivity is computed using Equation 3.86, resulting in the data shown in

Figure 3.15d.
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Figure 3.15: Results of the temperature measurements for the three thermal
tests based on the in house designed test for thermal conductivity determina-
tion. (a) specimen 1. (b) specimen 2. (c) specimen 3. (d) computed thermal
values.
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3.9.4 Thermal optical properties

To obtain the emissivity, εm(Tm), and reflectivity, rm(Tm) of the composite material as a

function of temperature, an in-house test was designed based on the procedure indicated by

pyrometer manufacturers to determine the emissivity of the object being measured [184]. The

procedure states that the pyrometer emissivity value has to be set manually until it matches

the value measured by a contact sensor located at the same target object.

The in-house test consists of heating the composite material sample, inside a closed en-

closure preventing interferences due to convection and radiation from external sources, and

measuring its temperature using two types of sensors. The composite material sample is a

single layer of the PA6 tape. The composite material is placed on top of a aluminium flat

plate, which mass is greater than the composite material sample to ensure a better heat

distribution. The aluminium plate is heated using an electrical resistance connected to a

regulated 60 V direct current power source. The sample surface temperature is measured

simultaneously using a set of three T-type thermocouples and a pyrometer from Optris®,

model CS LT [184] which characteristics are presented in Table 3.6, with an attached focus

lens that can be used to adjust the measured area, as shown in Figure 3.16.

Table 3.6: Optris® pyrometer model CS LT technical specifications

Specification Value

Temperature range -50 ◦C to 1030 ◦C
Spectral range 8 to 14 µm
System accuracy at 23 ± 5 ◦C ± 1.5%
Repeatibility at 23 ± 5 ◦C ± 0.75%

The pyrometer is configured to read the target object as a black body, ε = 1. The sample is

heated until it reaches the required temperature. The collected data is used in Equation 3.87

and Equation 3.88 to compute an emissivity and reflectivity value as a function of temperature

respectively.

εreal(Tmaterial) =
εoptical · T 4

optical − T 4
enclosure

T 4
material − T 4

enclosure

(3.87)

rreal = 1.0− εreal (3.88)

where:

εoptical: emissivity value defined at the pyrometer.

Toptical: temperature reported by the pyrometer with ϵoptical = 1, [K].

Tenclosure: enclosure walls temperature, [K]

Tmaterial: mean temperature measured by the thermocouples, [K].

ϵreal: corrected emissivity value.
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(a) (b)

Figure 3.16: Test apparatus for the in house designed test to determine optical
properties as function of temperature. (a) general view of the composite, the
pyrometer and the enclosure. (b) closed view of the placement of the thermo-
couples and the pyrometer distance from the objective for a measuring area of
5 mm diameter.

The results of testing three composite material samples are presented in Figure 3.17a,

Figure 3.17b and Figure 3.17c, which shows the emissivity and reflectivity values based on

the composite surface temperature.

3.10. Methods

3.10.1 Time Integration Scheme

The mathematical model involves a set of non-linear ordinary differential equations (ODE) for

the temperature time derivative of the different components, namely the tungsten filament,

Equation 3.1, the quartz lamp, Equation 3.9, the reflector cell temperature, Equation 3.17,

and the material cell temperature, Equation 3.37. To solve this ODE system, the initial

conditions are set to be at ambient temperature for all the components. The implicit solver

Radau IIA is selected from the Scientific Python library as proposed by Hairer and Wanner

[185], to avoid time-step limitations due to equation stiffness.

The ODE equation system is structured in an array-like way as an explicit function of

the given trial temperature suitable for the external solver. To evaluate the ODE system,

the following steps are performed:

Step 1. Set the given trial temperature.

Step 2. Evaluate all material properties at the trial temperature.

Step 3. Solve the radiation heat flux system for the trial temperature.

Step 4. Evaluate the ODE system array with the temperature derivatives.

Step 5. Update the trial temperatures for all the elements involved in the system.

Step 6. Repeat from step 2 for the next time step.
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Figure 3.17: Results of the tests for emissivity and reflectivity. (a) specimen 1.
(b) specimen 2. (c) specimen 3. (d) mean value.

The model solver consists of two parts, the first one being the calculation of the net

radiation flux using the current temperature as a reference to determine all the properties

required. The second part consists of implementing the result of the net radiation flux as an

input to predict the process component temperature at the next time step. Finally, the new

temperatures are used to calculate a new net heat flux then, the cycle repeats until a defined

stop time. The relative error tolerance for the solver is set to 10−4 and the absolute error

tolerance to 10−6.

3.10.2 Convergence Analysis

A convergence analysis is performed to define a proper cell size for the material simulation

to lower the required computational resource consumption using the lowest mesh size. Mesh

sizes from 11 cells up to 239 cells were tested for the material. The mesh for the reflector

was defined using the same cell size used for the material, regardless of the number of cells,

to preserve stability during computation. Taking into account the temperature percentage

variation using three selected points as a reference namely, the first cell at which the material

has its first interaction with the heat exchange process, the middle cell along the length of
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the material and, the last cell of the material. The mesh size is selected based on the lowest

number of cells giving a temperature variation under 0.5% concerning a mesh size of 239

cells. The number of cells defined using odd values is intended to guarantee a central cell

along the mesh at the same position regardless of the mesh size.

3.10.3 Measures and Instrumentation

To measure the process parameters and the variables needed to feed the mathematical model,

two types of data acquisition cards from National Instruments were used. A NI 9234 for

voltage measurements and a NI 9211 for temperature measurements. The NI 9234 data

acquisition card allows high sampling rates, making it adequate for measuring the 50 Hz

frequency mains voltage that feeds the heating element.

Electrical power

To compute the electrical power delivered to the heating element, the applied voltage and

the current consumption must be measured. A ferrite voltage transformer is used to step

down the mains voltage sine wave to a safer range for the data acquisition card, as well as

to provide galvanic isolation for the measurement equipment. For the current measurement,

a non-invasive current transformer is placed around one of the lines powering the heating

element. The output of this transformer is a voltage signal, read by the same data acquisition

card reading the mains voltage signal. The measurement strategy used for the voltage and

current is presented in Figure 3.18.

Voltage
transformer

Heating
element

Phase angle
Solid state
relay

R1

R2

R3
ADC

Current
transformer

ADC

Rref

Figure 3.18: Voltage and current measurement strategy for electrical power
consumption calculation.

Temperatures

To measure the temperatures involved, a set of T-type thermocouples are placed at the

following locations: the compaction roll fluid inlet and outlet, on the top surface of the

mould and another at the top of the machine assembly to measure the ambient temperature.

The composite material temperature is measured using a pyrometer model PyroNFC K from

CALEX [186], which specifications are presented in Table 3.7, facing the composite material
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at a point “h” above the centre line of the compaction roll, as presented in Figure 3.19. The

output of the pyrometer is a thermocouple-like signal that can be read by the same data

acquisition card, NI 9211, as the other thermocouples.

Table 3.7: Calex® PyroNFC K pyrometer technical specifications

Specification Value

Temperature range 0 ◦C to 1000 ◦C
Spectral range 8 to 14 µm
Accuracy ±1.5% of reading
Repeatability ±1.5% of reading

Sx

Sy

h

1

23

45

6

Rr

Rc

Figure 3.19: Composite material temperature measurement scheme. (1) Py-
rometer PyroNFC-K. (2) Incoming composite material. (3) Compaction roll.
(4) Compaction roll axis; fluid inlet/outlet ports. (5) Inlet fluid temperature
sensor; outlet temperature sensor located at the other end of the axis. (6) Mould
temperature sensor.

Process speed

The last parameter to measure is the process speed. This value is obtained directly as a

voltage signal from the analogue output of the servo motor driver OMROM R88D-KN08H-

ECT controlling the process. This value is read by the NI 9234 data acquisition card.

3.11. Process model validation

The experimental validation is performed in two parts. The first part consists of validating

the temperature dynamics of the material at the measuring point, as shown in Figure 3.19,

using a constant set of parameters: process speed, compaction roll temperature, and mould

temperature, and imposing changes in the voltage applied to the heating element. This

voltage variation is conducted using a solid state relay that, taking advantage of a phase

angle strategy to reduce the delivered root mean square voltage, controls the electrical power

delivered to the heating element.
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The compaction roll temperature and the mould temperature are kept constant because

any change to their respective reference generates a slow response in comparison with changes

in the reference for the voltage delivered to the heating element.

The process speed is kept constant throughout the experiment because the driver control-

ling the servo motor only has signal outputs to monitor its value. Any change in the defined

speed value implies stopping the process and changing it manually over the drivers’ software.

To see the influence of the speed upon the process, two sets of tests were carried out with

different speed values, as presented in Table 3.8.

Table 3.8: Values for the process parameters.

Parameter Set 1 Set 2

Compaction roll temperature 55 ◦C 55 ◦C

Mould temperature 22 ◦C 22 ◦C

Process speed 5 mm/s 15 mm/s

To understand the machine parameters’ influence on the operation of the ATL, regarding

the consolidation temperature of the material tape at the nip point, the proposed test cases

presented in Table 3.9 will be simulated.

Table 3.9: Values for the process simulation.

Simulation Parameters Value

1

Compaction roll temperature 55 ◦C

Mould temperature 22 ◦C

Speed 5 mm/s

Voltage 100 V

Voltage 150 V

Voltage 200 V

2

Compaction roll temperature 55 ◦C

Mould temperature 22 ◦C

Voltage 150 V

Speed 5 mm/s

Speed 10 mm/s

Speed 15 mm/s

3.12. Results

3.12.1 Mesh Convergence

The results obtained for the convergence analysis are shown in Figure 3.20, for a speed value

of 5 mm/s in Figure 3.20a, and for a speed value of 15 mm/s in Figure 3.20b, both with a

simulation time of 30 seconds and, the same process conditions of initial temperature and

electrical power delivered to the heating element, as well as compaction roll, mould, and
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ambient temperature.
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Figure 3.20: Temperature error as a function of the mesh size for the material.
(a) speed value 5 mm/s. (b) speed value 15 mm/s.

The data presented in Figure 3.20a show that, for a process speed of 5 mm/s, the material

temperature value, at the selected locations, tends to stabilize with a relative error below 0.5%

for mesh sizes above 47 cells, and for the case of a process speed of 15 mm/s, the error below

0.5% is achieved with a mesh size above 35 cells. From these results, the selected mesh

size is 51 cells, corresponding to the scenario presented in Figure 3.20a, with a cell size of

∆y = 2.87 mm.

The reflector cell size is fixed to have the same size as the material, although the reflector

mesh size should have less influence.

3.12.2 Process model Validation

To compare the dynamic response of the ATL machine with the predicted response of the

proposed numerical model, different tests in which parameters were defined according to the

values presented in Table 3.8 as Set 1 and Set 2. Multiple random changes in the voltage

supplied to the heating element were performed.
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The results for the parameters Set 1 are presented in Figures 3.21 and 3.22, and for Set 2

in Figures 3.23 and 3.24. This was carried out to simulate a possible control action over the

heating element and to analyse the transient response of the ATL machine and the composite

material.
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Figure 3.21: Results of Power consumption and temperature variation at the
measuring point according to parameter Set 1 from Table 3.8. (a) test 1, elec-
trical power. (b) test 1, composite temperature response. (c) test 2, electrical
power. (d) test 2, composite temperature response.

First, the predicted power consumption agrees with the experimentally measured re-

sponse, as shown in Figure 3.21a and Figure 3.21c. This means that the proposed model is

capable of predicting the overall energy flow of the system, which is a desirable result because

it is based on energy conservation laws.

Comparing the measured temperature with the predicted temperature at the correspond-

ing “machine measurement point”, it is verified that the proposed model can predict the

heating and cooling dynamics of the system, as shown in Figure 3.21b and Figure 3.21d, us-

ing the process speed value, compaction roll temperature, and mould temperature presented

in Table 3.8 as Set 1.

The prediction of the material temperature was adjusted by defining a compensation

factor for the convection coefficient of the heating element of 5.5, Equation 3.13, and a com-
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pensation factor of 2.5 for the convection coefficient of the material, Equation 3.49, to adjust

the convection correlations and approximations related to geometry and relative movement

[94].

Additionally, the corresponding measurements for the compaction roll temperatures,

mould temperature, and process speed for test Set 1 are shown in Figure 3.22a and Fig-

ure 3.22b.
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Figure 3.22: Inlet and outlet compaction roll temperatures and speed mea-
surements for two test runs, Set 1 from Table 3.8. (a) first test, referring to
Figure 3.21a and Figure 3.21b. (b) second test, referring to Figure 3.21c and
Figure 3.21d.

The test and simulation results for the process parameters presented in Table 3.8 as Set 2

are presented in Figure 3.23, showing the predicted and measured power consumption for the

heating element, Figure 3.23a and Figure 3.23c, and predicted and measured temperature for

the material at the measuring point, Figure 3.23b and Figure 3.23d.

The model used to predict the composite material temperature at the machine measuring

point shown in Figure 3.23b and Figure 3.23d includes the same compensation factors in the

convection coefficient for the heating element as well as in the material convection coefficient,

showing an acceptable geometrical and relative movement compensation for those values.

The corresponding measurements for the compaction roll temperature, mould tempera-

ture, and process speed, for this set of tests, are shown in Figure 3.24.

Comparing the measured temperatures at the same machine measuring point for both

process speeds, it is noticed that when defining a machine speed of 15 mm/s, temperatures

at this point are lower than the temperatures at the same point when tests are performed

with a machine speed of 5 mm/s, showing the influence of the transport phenomena on the

temperature evolution over time.

It can be seen that the compaction roll inlet and outlet temperatures are similar in both

tests. This fact, added to an internal fluid flow through the compaction roll of 40 l/min

produced by a temperature control unit Tool-Temp 137BP, indicates that the internal flow

is sufficient to guarantee a constant temperature along the compaction roll, validating the
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Figure 3.23: Results of power consumption and temperature variation at the
measuring point according to parameter Set 2 from Table 3.8. (a) Test 1,
electrical power. (b) Test 1, composite temperature response. (c) Test 2,
electrical power. (d)Test 2, composite temperature response.

proposed model assumption of constant temperature given in Section 3.5. So, the need

of estimating an overall convection coefficient for the compaction roll internal fluid flow is

avoided.

Sensitivity Analysis

The results obtained for the simulations described in Table 3.9 are presented in Figure 3.25 for

the simulation in which the speed of the process is kept constant, 5 mm/s, and in Figure 3.26

for the simulation in which the voltage applied to the heating element is kept constant,

150 V. For both simulations, a nip point temperature is estimated to understand the heat

propagation as a function of the applied voltage variation and the set speed variation.

For the case presented in Figure 3.25, the simulated temperature at the nip point presents

a delay with respect to the temperature at the measured point as expected. This is affected

by ambient losses and, heat that is transferred to the compaction roll and the substrate by

conduction. Despite of the delay, the value of the simulated temperature at the nip point
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Figure 3.24: Inlet and outlet compaction roll temperatures and speed mea-
surements for two test runs, Set 2 from Table 3.8. (a) First test, referring to
Figure 3.23a and Figure 3.23b. (b) Second test, referring to Figure 3.23c and
Figure 3.23d.
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Figure 3.25: Results obtained for the simulations according to the first simula-
tion proposed in Table 3.9. Constant process speed 5 mm/s.

increases as the applied voltage to the heating element is incremented, behaviour that is

expected due to the heat losses by convection are strongly dependent on the process speed,

that in this case is made constant.

Figure 3.26 also shows a delay in the estimated temperature at the nip point as expected.

The main difference, is the amount of time for such delay, meaning that the process speed

has a relevant influence over the nip point temperature as its value increases. This effect

can be noticed for the simulated speed of 10 mm/s, when after the nip point temperature
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Figure 3.26: Results obtained for the simulations according to the second sim-
ulation proposed in Table 3.9.

starts to rise, it almost matches the temperature of the measuring point and, for the case of

a speed of 15 mm/s, the temperature experiences an initial delay and rapidly reaches higher

values with respect to the measuring point. This behaviour demonstrates the high sensitivity

of the system to the feed speed, meaning that the transport phenomena dominate over the

conduction and convection losses.

3.13. Concluding remarks

The energy balance model proposed for the heating element can replicate the dynamics of its

electrical energy consumption, taking into account its components’ properties and geometrical

parameters. It is also capable of predicting the outgoing energy flux towards the material

being processed, causing the temperature to rise along the material length.

Due to the temperature measurements in both inlet and outlet of the compaction roll, it

can be modelled assuming isothermal conditions along its internal fluid section, by ensuring

a sufficient fluid flow, causing a temperature gradient along the compaction roll thickness.

This assumption simplifies the heat transfer model for this element.

The proposed 1.5D heat transfer model for the ATL machine head can be used to simulate

the temperature distribution along the processed material and its dynamics upon changes in

the heating element input voltage and process speed, predicting the temperature along the

heating zone domain. This feature is desirable for computational efficiency, by not having

to calculate a 3-dimensional composite material temperature distribution when the heating

element is wider than the composite material width. It is also worth mentioning that the

thickness of the pre-impregnated composite material makes possible its simulation with only
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one element in that direction. On the other hand, the proposed DT in this work takes into

account the effect of the radiation fluxes, which implies solving the inverse of a matrix at

each calculation iteration that, for models with a significant amount of elements, can be

computationally expensive.

The most relevant parameters that influence the machine behaviour are the input voltage

of the heating element, which increases the temperature of the processed composite material

by directly heating its surface using radiation, and the process speed, which influences the

material temperature through the transport effects.

With this model, which takes into account the thermal and optical properties of the

materials involved and their changes with temperature, a DT of the process can be formulated,

allowing to develop and implement model-based control strategies, that could use the available

actuation elements of the process to control the nip point temperature.

The process DT, conceived as a detailed process model, can be used for selecting the

best machine elements by evaluating their capabilities. This applies to the heat source, the

required process speed, and the mould temperature. This study can be performed as a func-

tion of the composite material being processed in order to guarantee the quality requirements

of the final structure. Thus, the study of those effects on an already-built machine can be

avoided by minimizing the design time and maximizing economic benefits.

This model not only allows estimating the composite temperature at the measuring point

but, an entire temperature profile along the heating zone. This characteristic could be further

used by a model-based control strategy as a supervisory function due to maximum restriction

at any of the ATL process machine components specially upon the composite material.
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Chapter 4

State Estimation

This chapter presents an overview of different methods used for solving the state estimation

problem for linear and non-linear systems. It is included in the concept of the Digital Twin as

the main process model for highly detailed and complex processes. This chapter also proposes

a state estimation strategy, for the ATL process Digital Twin, using an optimization algorithm

based on the hybridization of a zero-order and a first-order technique.

This chapter is organized as follows: Section 4.1 introduces the concept of Digital Twin

into the state estimation problem. An overview of commonly used algorithms for linear and

non-linear systems is described in Section 4.2. The original zero-order optimization technique

is described in Section 4.3 and its hybridization is referred to in Section 4.4. Section 4.5

presents the case of study in which the proposed hybrid optimization method is used. The

results are presented in Section 4.6 and finally, the concluding remarks are presented in

Section 4.7.

65
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4.1. Introduction

The Automated Tape Laying (ATL) process is an out-of-autoclave composite material man-

ufacturing process, requiring lower energy and time consumption to produce a composite

structure compared with autoclave processes. ATL contributes to minimizing the scrap ma-

terial and maximizing the quality of the produced structure by ensuring repeatability.

The ATL process requires the implementation of a proper control technique, allowing

to achieve the desired composite material temperature. The implemented control technique

requires knowing the temperature of the composite material structure at a specific location,

allowing it to compute a decision and perform the corresponding actions. The required

temperature location cannot be measured directly, so a state estimator is required to estimate

the temperature at the desired location. An example of this implementation was developed

in the work of Ali and Zafiriou [187], where the researchers used this strategy to estimate

states inside a chemical reactor, where states could not be directly measurable, allowing to

implement a Model Predictive Controller (MPC) to compute the optimal control action at

each sampling time.

According to how the dynamical response of a system is mathematically defined, linear

or non-linear, some state estimation methods have been developed. For linear systems, some

of the most popular methodologies are the Kalman Filter and the Luenberger observer,

where the equations representing the dynamical responses are used to determine the system

states, and using the available state measurements, correct those estimations. For non-

linear systems, a commonly used strategy is the Extended Kalman Filter (EKF), which uses

a linearized system representation, or a combination of linear representations, allowing to

apply the methodologies developed for linear systems.

Another strategy to solve the state estimation problem for linear systems, non-linear

systems, or any combination of them [188, 189], involves the use of optimization algorithms

to solve a convex objective function [190–192]. The strategy can be defined in two forms, Full

Information Estimation (FIE) and Moving Horizon Estimation (MHE). The main difference

is that the former includes all measurements in the optimization problem while the second

method, only includes a finite number of recent measurements.

With the appearance of the Industry 4.0 tendency, the concept of Digital Twin (DT) has

been introduced, which involves the use of highly detailed process models to digitally represent

a system, including the component’s interactions among each other and its surroundings [52].

This type of system model can be deduced from physical correlations or from a considerable

amount of gathered data measured from the process, as suggested by Jin et al. [128]. The

concept of DT has been used by Shang et al. [193] to be included in a state estimation

methodology, for further control of an irrigation system, estimating different states such

as temperature and moisture, taking into account weather forecasts and their respective

uncertainties.

The work of Jiang et al. [63] and González et al. [64], also take advantage of the DT

concept for state estimation purposes, by using it for what has been denominated as Soft
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Sensors, Virtual Sensors, Software sensors, Soft sensing or Physical/Hardware-based sensors.

The use of this type of sensor is justified for processes where it may be neither economic nor

beneficial to install physical sensors beyond requirement because calibration and maintenance

will lead to unnecessary workload and cost. The work of González et al. [64] describes a

vertical transportation system by a DT, and uses a EKF to estimate its states. The use of

a DT for state estimation has also been included in state estimation strategies using a MHE

methodology [131–133].

As industrial processes increase their complexity, their mathematical representation also

increases in complexity, motivated by the requirement of having detailed information about

the interactions among the elements involved, resulting in more complex DT models, which

difficult the application of the former state estimation methods. This tendency has led to

the development of other types of state estimation methods, which are based on system

simulations and heuristic algorithms applied to a convex cost function [194]. The work

of Conejo et al. [195] and Tungadio et al. [194], used a Particle Swarm Optimization (PSO)

algorithm to optimize a cost function derived from the state estimation problem of unavail-

able measurements in a power grid distribution centre. Another heuristic method, Genetic

Algorithms (GA), has also been used to solve the state estimation problem in power sys-

tems [135, 137, 196–198].

A recent popular choice for optimization technique is the Artificial Bee Colony (ABC),

first proposed by Karaboga [144], where the search for food sources of a honeybee hive is

mimicked. The search mainly consists of two parts: the exploration of the search domain

and the exploitation of the proposed solutions.

The ABC optimization technique has been used, in its original form, for filtering strategies

as proposed by Kaba and Kiyak [159] and Raghav et al. [199]. Other authors have used the

original ABC for advanced control techniques [150, 200], maximizing problems such as the

Direction-Of-Arrival in sonar technologies, as proposed by Zhang et al. [201], for parameter

identification in systems where parameters are not constant, and no information is available

in literature related to such parameters as in the work of Oliva et al. [202].

The original ABC technique has been adapted by different authors to adjust the method

to specific problems. Omkar et al. [203] proposed a Vector Evaluated Artificial Bee Colony

(VEABC) for multi-objective design optimization in composite materials, where correlations

of failure criteria are used in the exploitation phase to determine how those honeybees are

defined. Another modification was proposed by Gao et al. [153], where the Powell’s method

is used in localized search enhancing the exploitation phase but, despite the increase in speed

towards the solution, it won’t prevent the oscillation effect around the optimal solution.

The work of Hu et al. [136] describes an ABC modification for the exploration phase for

defining initial solutions in a hyper-chaotic system and a simulated annealing algorithm for

the exploitation phase.

Other authors used another modification of the original ABC technique for solving har-

monic estimation problems. This modification involves using the original ABC technique for

the first part, the exploration phase, and for the second part, the exploitation phase, using the
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least square algorithm, as presented in the work of Biswas et al. [204]. Another modification

of the original ABC technique is to implement a multi-hive approach, as suggested by Arslan

and Ozturk [205], where the authors assigned a decision tree structure per hive, and all the

results are evaluated in the exploitation phase to define a new structure and to continue the

search.

This chapter presents a modification to the original ABC technique, where a new strat-

egy for defining the different types of honeybees at the exploration and exploitation phase

is presented and, taking advantage of a first-order minimization algorithm, improves the ex-

ploitation of the selected solution, improving the convergence and minimizing the oscillation

effect around the optimal solution. This modification is implemented as part of a discrete-time

state estimation algorithm. The state estimation algorithm is used in an ATL manufacturing

process, whose goal is to estimate the temperature distribution along the composite material,

with most interest at a location where a temperature sensor cannot be placed. The algorithm

uses the information gathered from a temperature sensor located in a more convenient loca-

tion and the information gathered from sensors measuring the input signals at each sampling

time.

4.2. State Estimation of Dynamical Systems

The state estimation problem consists of determining the states of a system, at present

instant, from all the available information on the inputs and outputs of the system. State

estimation emphasizes the fact that data is incomplete, uncertain or noisy and so, the values

obtained for the states of the system will not be exact. The state estimation results are usually

used to control a system so, the stability of the entire control loop has to be guaranteed when

the state estimator is coupled to a controller. Estimating a state, or a set of states, with a

significant error with respect to the real values, may destabilize the control scheme.

There are two approaches for dealing with the state estimation problem, the stochastic

and the deterministic approach. The stochastic approach explicitly considers the uncertainty

of the data, enabling a quantitative description of the uncertainty of the computed estimates.

The most widely used methods for state estimation considering a stochastic approach are

the Kalman Filter [112], the minimum variance estimator [123, 124] and the least-squares

filter [127]. On the other hand, the deterministic approach disregards the uncertainty of the

data when computing the estimates, considering it implicitly as the uncertainty in the data

does not have a great influence on the obtained values.

4.2.1 Linear estimation

The state estimation problem for linear systems has been widely studied. Some of the most

popular estimation strategies developed are the Kalman Filter (KF), being an efficient solu-

tion of the Least-Squares estimator, and the Luenberger observer.
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Kalman Filter

The Kalman filter [112] is derived from the Bayesian approach, providing true conditional

state estimate in a linear Gaussian setting. It can be defined as the optimal estimator in a

least-squares sense since it minimizes the Mean-Sum-Squared-Error of the state estimation

error. Consider the discrete-time system presented in Equation 4.1 and Equation 4.2.

x (k) = A x(k − 1) +B u(k) + w(k) (4.1)

y(k) = C x(k) +D u(k) + v(k), (4.2)

where k is the discrete time, x(k) ∈ Rs is the state of the system, u(k) ∈ Rn is the known

input, w(k) ∈ Rn is the input disturbance, y(k) is the output, v(k) is the measurement noise,

all at the k-th time. A, B, C, and D are real matrices with appropriate dimensions that

define the dynamics of the system.

When the system is linear and both the input disturbances and measurement noises are

Gaussian, E [w] = E [v] = 0, and mutually uncorrelated, w(k) ∼ N (0, Q) and v(k) ∼ N (0, R),

it leads to a recursive filter. The KF predicts the states at the k-th time-instant and corrects

these estimations at the k + 1-th time instant when obtaining the feedback from the noisy

output measurements. Therefore, the KF algorithm comprises two steps: a time update

based on equations, and a measurement-based update.

The time update projects forward, in time, the current states x̂(k|k) and the error covari-

ance estimates, P(k|k), to obtain a-priori estimates for the next time step. The measurement-

based update includes the new measurements into the a-priori estimates to obtain improved

a-postepriori estimates according to an observer gain, Kobs(k+1|k). The time update is also

known as the predictor equations, while the measurement update is known as the correc-

tor. This 2-step process is summarized in Algorithm 1, and the block diagram presented in

Figure 4.1.
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Figure 4.1: Linear Kalman Filter block diagram.
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Algorithm 1 Estimation algorithm of a linear Kalman Filter

Estimate at the k-th time instant:
1: x̂ (k + 1|k) = A x (k|k) +B u (k|k) (4.3)

2: P (k + 1|k) = A P (k|k) A+Q (4.4)

Correct at the k + 1-th time instant:
3: Kobs (k + 1|k + 1) = P (k + 1|k) CT

(
C P (k + 1|k) CT

)−1
+R (4.5)

4: x̂ (k + 1|k + 1) = x̂ (k + 1|k) + Kobs (k + 1|k + 1) (y (k + 1)− C x̂ (k + 1|k)) (4.6)

5: P (k + 1|k + 1) = P (k + 1|k)−Kobs (k + 1|k + 1) C P (k + 1|k) (4.7)

where:
x̂(0) = x̂0
P(0) = P0

E[(w − 0) (w − 0)T ] = Q
E[(v − 0) (v − 0)T ] = R

Luenberger observer

The Luenberger observer has a relatively simple design that can be applied as a general

estimation technique [127, 206–208]. As well as the Kalman filter, the Luenberger observer

objective is to correct the estimation made by the model with the feedback from the measured

signal. The Luenberger observer uses a time-invariant gain vector L that can be chosen to

place the eigenvalues of the observer state estimation matrix at a specified location in the

unit circle. This observer framework is deterministic but, if uncertainties are considered small

and their variation being around zero, their effects can be neglected and the observer can

provide reasonable results when tracking the state of the stochastic system. A general block

diagram of the Luenberger observer is presented in Figure 4.2.
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y(k)

A,[BL] C
x̂(k)
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+

−
ŷ(k)

e(k)

Dynamical process
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Figure 4.2: Luenberger observer block diagram.

Based on Figure 4.2, let’s assume a process model presented in Equation 4.8 and Equa-

tion 4.9. The correction of the state observer, which involves the state estimation and the

real state value coming from the feedback measurement is presented in Equation 4.10.
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x (k + 1) = A x(k) +B u(k) (4.8)

y(k) = C x(k) (4.9)

x̂(k + 1) = Ax̂(k) +Bu(k) + L [y(k)− ŷ(k)] (4.10)

From Figure 4.2, the error between the estimate and the real value, can be defined as in

Equation 4.11.

e(k + 1) = x(k + 1)− x̂(k + 1) (4.11)

e(k + 1) = Ax(k) +Bu(k)−Ax̂(k)−Bu(k)− L [y(k)− Cx̂(k)] (4.12)

e(k + 1) = Ax(k)−Ax̂(k)− LCx(k) + LCx̂(k) (4.13)

e(k + 1) = [A− LC]x(k)− [A− LC] x̂(k) (4.14)

e(k + 1) = [A− LC] e(k) (4.15)

This result allows, if the pair (A,C) is observable, to place the eigenvalues of [A− LC]

at a convenient location turning it into a stable Hurwitz system then, the state estimation

error tends to zero as time tends to infinity e(k) −→ 0 as t −→ ∞ [209].

4.2.2 Non-linear estimation

The non-linear estimation methods are heavily dependent on the system model considered,

where the linear methods cannot be applied. Researchers have proposed different strategies

whose goal is to implement the developed linear theory, by using a linearized process model,

use a combination of linear models or use a full simulation of the non-linear model in order

to compare their results with measured data. A brief introduction to some of the most used

methods is given below.

Approximation, non-linear methods

The most used methods for this group are the Extended Kalman Filter (EKF) and the Second

Order Filter (SOF) [210], which require a continuous and differentiable dynamical function.

The EKF method, uses the Taylor series approximation, considering the first-order term and

neglecting the higher-order terms, allowing to apply the KF linear techniques, while the SOF

method, takes into account the second order term of the Taylor expansion, requiring more

computational time but giving a more precise result [211].

Multiple model methods

This method consists of combining a set of filters, namely the KF, the EKF or the SOF,

and a hypothesis testing algorithm that weights the estimates from each filter to generate a

global state estimate [129]. A widely used technique is the Takagi-Sugeno which predicts the
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states of the system using different models with the same number of dimensions. Recently

the work of Orjuela et al. [212], proposed a decoupled multiple model technique where the

different models could have different dimensions.

Numerical simulation methods

There are basically two types of numerical simulation methods for state estimation of non-

linear systems, the Sequential Monte Carlo [213–216], and the Point-Mass method [217, 218].

The main difference between those two methods is while in the first, the state estimation

is governed by the concentration of particles at a specific region, the second method uses

piecewise linear functions.

Moving Horizon Estimation

This methodology bases its estimation on a finite cluster of past measured data, and cur-

rent measurements, to solve the state estimation problem. To minimize the computational

cost of minimizing the objective function, a forgetting term is defined so that the most re-

cent measured data can have a most relevant influence over old data, as stated in the work

of Hernández Rodŕıguez et al. [131]. The objective function could also include a penalty term

for the change in those measurements. The stability is ensured if the system is incrementally

observable, and its robustness is achieved by using a sufficiently long horizon, as stated in the

work of Allan and Rawlings [189]. More recently, Zou et al. [132] proposed an alteration of

the original MHE method for cases where some inputs are not available or incomplete, con-

sisting of a two-step strategy, the first step estimates the best parameters for the estimator

under certain assumptions related to the physical problem and, the second step, consists on

evaluating the convergence of the MHE method using those estimated parameters.

4.3. Artificial Bee Colony

The original Artificial Bee Colony (ABC) algorithm is a zero-order optimization technique

first proposed by Karaboga [144, 219], which mimics the behaviour of a honeybee swarm

looking for food sources. Once a food source is found, the honeybees communicate their

respective information to the hive. The food source information is related to a quality eval-

uation of each food source. With this information, other honeybees can decide which food

source to explore in search of better food sources in its surroundings.

The ABC algorithm is a method with basically two phases: exploration and exploitation.

The exploration phase covers a wide range of possible solutions, which maximizes the prob-

abilities of finding the global minimum. The other phase, exploitation, is based on exploring

the found solution’s surroundings.

From a mathematical point of view, food sources are intended to represent solutions for

the optimization problem, and the source quality is related to the fitness function, allowing

to select the most appropriate solution by optimizing an objective function.
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The solutions may be defined by one or more parameters, referred to as “dimensions” for

the ABC algorithm. The algorithm proposes that the solutions for the problem are initialized

by defining a set of honeybees, whose dimension values are randomly selected from a search

domain. The search domain can be constrained or unconstrained.

The problem is then evaluated using the initialized honeybees, the information from each

food source evaluation is processed and the best food sources are selected. Once the best

food sources have been selected, another set of honeybees is initialized and sent to explore

their surroundings. These new honeybees are also initialized using a random function which

defines their dimensions.

The new honeybees will evaluate their respective solutions and will retrieve their infor-

mation to the hive. At the hive, the solutions are analysed to find improvements and to

evaluate convergence conditions. If the convergence conditions are satisfied, the algorithm

stops. Otherwise, a new set of honeybees is created around the best food source found so far

and the cycle repeats until convergence conditions are satisfied.

4.3.1 Honeybee types

The ABC algorithm defines three types of honeybees namely: Employed bee, Onlooker bee

and Scout bee, each with a specific function within the algorithm.

Employed bees

The Employed bees are the first population of solutions, xij , that the ABC algorithm uses to

initialize the search. The Employed bees population are initialized by using Equation 4.16.

xij = xjmin + ωi (xjmax − xjmin) , (4.16)

where index i represents the i -th solution of the problem, with i = {1, 2, 3, . . . , SN}, being
SN the total number of food sources. The index j represents the j-th dimension of the i-th

solution, j = {1, 2, 3, . . . , D} being D the total number of dimensions which define the entire

solution vector and, ωi is a constant whose value is randomly chosen between 0 and 1.

The Employed bees evaluate their respective food source, problem solution, and then the

information about each food source evaluation is used to determine their respective fitness,

that for a minimization problem is computed by Equation 4.17.

fiti =

 1
1+f(xi)

f(xi) ≥ 0

1 + |f(xi)| f(xi) < 0
(4.17)

The fitness of each solution found by the Employed bees are used in Equation 4.18, this

equation determines the probability of a solution to be selected for solving the problem,

allowing to select the solution, or solutions, with the highest probability. This process is

called greedy selection.
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pi =
fiti∑SN
i=1 fitn

(4.18)

Onlooker bees

After a solution or set of solutions are selected, another type of honeybees is defined, called

Onlooker bees, vij , whose dimensions are selected using Equation 4.19. The Onlooker bees’

main objective is to explore the surroundings of the selected Employed bees’ solution in search

of an improvement for the optimization problem.

vij = xjmin + λi (xij − xkj) , (4.19)

where i and k are the i-th and k-thOnlooker solution respectively, taken from all the Employed

bees xij , and computed with respect to the same dimension j. The index condition that needs

to be satisfied while defining the Onlooker bees is k ̸= i. λi is a constant whose value is chosen

between -1 and 1.

Scout bees

Parallel to the Onlooker bees definition, the non-selected Employed bees are replaced with

a set of a third type of bee, called the Scout bees. The Scout bees are defined using Equa-

tion 4.16 and sent to explore for new solutions along the search domain while the former

Employed bees solutions are kept in memory as failed attempts.

After evaluating the Onlooker bees and Scout bees, their respective fitness is calculated

using Equation 4.17, and convergence conditions are evaluated. The convergence conditions

can be established based on the Karush–Kuhn–Tucker (KKT) conditions for convex opti-

mization [220], or any other convergence condition which satisfies the particular problem

requirements. If the convergence conditions are met, the algorithm stops. Otherwise, a new

set of Onlooker bees is defined, as well as another set of Scout bees replacing the non-selected

bees when the probability condition is applied, and the process repeats until the convergence

conditions are satisfied. A representation of the ABC algorithm is shown in Algorithm 2.

4.4. Hybrid Artificial Bee Colony Algorithm

The hybrid Artificial Bee Colony (hABC) algorithm is based on the original ABC algorithm,

being a stochastic search for a near-optimal solution by defining a set of initial solutions and,

based on the problem result obtained after evaluation, making a decision on which direction

to continue the search.

Let’s assume a process where the dynamic relation and observation relation are defined

by Equation 4.20 and Equation 4.21 respectively. The process has n states variables and m

inputs.
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Algorithm 2 Artificial Bee Colony algorithm

1: Initiate the Employed bees population xij , i = {1, 2, . . . , SN} using Equation 4.16
2: Evaluate the population f(xi)
3: cycle = 1
4: repeat
5: Produce a population of Onlooker bees using Equation 4.19
6: Calculate the probability values pi for the solutions xi using Equation 4.18
7: Apply a greedy selection for the Employed bees to select the best Employed bee
8: Produce new solutions vi, Onlooker bees, from the selected Employed bee using Equation 4.19
9: Generate a new population of Scout bees using Equation 4.16

10: Evaluate the new created Onlooker and Scout bee population
11: Apply the greedy selection for the Onlooker and the Scout bees
12: Memorize the best solution achieved so far
13: cycle = cycle + 1
14: until convergence condition or cycle = max iteration

ẋ = f (x, u) (4.20)

y = g (x, u) (4.21)

Let’s also assume that for a sampling period Ts, all the inputs can be measured M times

at a sampling rate Rs.

The objective of the proposed algorithm is to minimize a convex cost function J , Equa-

tion 4.22, subjected to constraints related to all the input variables and the available outputs,

Equation 4.23 and Equation 4.24 respectively.

J = [∆U ] [Q] [∆U ]T + [∆Y ] [W ] [∆Y ]T (4.22)

s.t.

u−m ≤ ūm ≤ u+m (4.23)

y−n ≤ ȳn ≤ y+n (4.24)

where [∆U ] is a vector of dimension m containing the difference between the measured input

values and the values proposed by the hABC algorithm, and [∆Y ] is a vector of dimension

n containing the difference between the measured output variables value and the calculated

values by solving the problem using the solution proposed by the hABC algorithm. The

matrices [Q] and [W ] are diagonal weight matrices for the input variables and the output

variables respectively. u−m and u+m are the lower and upper limits respectively for the m-th

input, and y−n and y+n are the lower and upper limits respectively for the n-th measurement.

hABC Employed bees

The Employed bees are defined by performing a measurement for all the input variables to

determine a central point composed by all the dimensions of the problem. Assuming the

hypothesis that the measurements can be represented as a normal Gaussian distribution, the
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central value for each dimension is the mean of each dimension measurement.

To define the constraints around the mean of each dimension, Equation 4.23, the concept

of the confidence interval is used. The confidence interval is defined with an α level of confi-

dence for the measurements of each dimension, leading to Equation 4.25 and Equation 4.26

for the upper and lower limits, respectively.

u+m = ūm + α ·
√

σm
M

, (4.25)

u−m = ūm − α ·
√

σm
M

, (4.26)

where ūm stands for the mean of the input m of length M , and σm stands for the input m

variance. The value of α is determined based on the probability density function of a normal

distribution.

Once the confidence intervals are defined for each measured input, those dimensions are

divided into d divisions equally spaced by ∆um. The total number of Employed bees is

the number of dimension divisions to the power of total dimensions, SN = dm. For the

measurable output variables, Equation 4.25 and Equation 4.26 are also used to calculate the

confidence interval.

For example, if the problem from Equation 4.20 and Equation 4.21 has two dimensions

on the input side, u1 and u2, and it is determined to use the same number of divisions for

each dimension, 5, the number and definition of Employed bees, in a grid-like pattern, should

look as presented in Figure 4.3, giving a total number of bees of SN = 52 = 25.
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ū2
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∆u2
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∆u1 ∆u1 ∆u1 ∆u1

Figure 4.3: Employed bees grid-like distribution for a two-dimensional input
problem. Black circle as central initial value (mean). Gray circles as the dis-
tributed solutions based on Equation 4.25 and Equation 4.26
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ū2

u−2

u+2
∆u2

∆u2

∆u2

∆u2

∆u1 ∆u1 ∆u1 ∆u1

(a)
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Figure 4.4: (a) Selected Employed bee, white circle, and its descent direction
for each dimension. (b) Onlooker bees defined, in a grid-like pattern, between
the selected Employed bee and the central Employed

The Employed bees are then evaluated using Equation 4.20, Equation 4.21 and Equa-

tion 4.22, and their respective fitness are calculated using Equation 4.17. Using the Employed

bees fitness their respective probabilities are calculated using Equation 4.18. Then, the best

Employed bee is selected.

hABC Onlooker bees

The Onlooker bees are the next set of bees to be defined according to the ABC algorithm from

Section 4.3.1. The goal of the Onlooker bees is to explore the surroundings of the selected

Employed bee. The hABC proposal for the Onlooker bees definition is to understand where

to send the Onlooker bees to explore to reduce the search domain and then minimize the

number of failed evaluations. This definition is dependent on computing the descent direction

from the selected Employed bee using Equation 4.27.

g = −
[
∂f(x, u)

∂u1

∂f(x, u)

∂u2

∂f(x, u)

∂u3
· · · ∂f(x, u)

∂um−1

∂f(x, u)

∂um

]T
(4.27)

Once the descent direction is computed, a set of SN Onlooker bees are defined towards the

descent directions for each problem dimension in a grid-like pattern similar to the definition

of the Employed bees. Figure 4.4a shows the descent direction per dimension calculated at

the selected Employed bee for a two-dimensional input problem.

The bounds for each direction are defined between the value of the selected Employed bee

and the value of the central Employed bee, then the resulting length is divided. Following

the same example, the two dimensions are divided into 5 parts each. The Onlooker bees are

then distributed in a grid-like pattern, evenly spaced, as presented in Figure 4.4b.

If any of the descent directions are pointing away from the central Employed bee, as shown
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in Figure 4.5a, to define the Onlooker the search domain for such dimension is taken from the

distance between the selected Employed bee and the dimension bound in which the descent

direction is pointing towards. Figure 4.5 shows a case in which both descent directions are

pointing away from the central Employed bee, then the Onlooker bees are defined using the

bounds of each dimension, as shown in Figure 4.5b.
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Figure 4.5: (a) Selected Employed bee and its descent direction for each di-
mension. (b) Onlooker bees defined as a grid-like pattern between the selected
Employed bee and the bounds of each dimension

Once the Onlooker bees have been defined, the result of the problem is obtained from

evaluating Equation 4.20, Equation 4.21 and Equation 4.22. Their respective fitness and

probabilities are calculated according to Equation 4.17 and Equation 4.18, respectively. The

best bee is selected based on the highest probability.

At this stage, the convergence condition is evaluated based on the convex cost function,

Equation 4.22. If the convergence conditions are satisfied, the algorithm stops, otherwise the

gradient towards the descent direction is calculated at the selected Onlooker bee.

The search continues with a new set of Onlooker bees, defined in a grid-like pattern

towards the descent direction computed at the selected Onlooker bee, dividing each dimension

into 5 parts. The newly created Onlooker bees are evaluated, and their respective fitness and

probability are calculated to evaluate the convergence conditions until these are satisfied.

Figure 4.6 presents the state estimator structure using the proposed optimization algo-

rithm, where the error between the measured and the predicted output is evaluated into the

Optimizing algorithm as well as the constraints related to the degrees of freedom of the input

variables and the output variables, to compute an input value û that minimizes such error.

The proposed hABC does not contemplate the use of any form of Scout bees, as their

original goal is to replace the non-selected Employed bees which were defined randomly.
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Figure 4.6: Block diagram of the proposed hABC estimation loop

4.5. Materials and Methods

4.5.1 Manufacturing process

The manufacturing process that will serve as a case of study is the ATL process presented

in Chapter 3. For this case of study, an additional temperature sensor is placed, facing the

composite material to validate the temperature distribution at two different locations. The

method is described below.

4.5.2 Material

The ATL process uses a carbon fibre reinforced Polyamide 6 tape from Toray® with the

commercial denomination Cetex TC910®, it is 50 mm wide, 0.16 mm thick, and has a fibre

content of 60% [221]. A complete thermal characterization of the composite material can be

found in Section 3.9.

4.5.3 Measurements and instrumentation

To measure the process input variables needed to feed the mathematical model, the strategy

used is the same as described in Chapter 3, Section 3.10.3.

For the output variables, in this case, the composite material temperature, both are

measured at two different locations as presented in Figure 4.7a. The upper location mea-

surements, Figure 4.7a (6a), are performed using a primary pyrometer, PyroNFC K from

CALEX®, facing the composite material at a point above the centre line of the compaction

roll. This measurement characteristic was referred to in Chapter 3, Section 3.10.3.

The lower location measurements, Figure 4.7a (6b), are performed with another pyrome-

ter, placed facing the composite material, under the centre line of the compaction roll and is
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defined as the secondary pyrometer. The secondary pyrometer is an Optris® model CS LT

with serial communication. The secondary pyrometer was selected to fit the narrow space

between the machine assembly and the process mould, as shown in Figure 4.7b, to avoid

suffering from mechanical damages and to not interfere with the process.
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Figure 4.7: (a) ATL machine assembly spatial disposition scheme for: (1)
Material unwind mechanism. (2) Material Guide. (3) Compaction roll. (4)
Heating element. (5) Reflector. (6a) Primary Pyrometer. (6b) Secondary
Pyrometer. (7) Nip Point. (8) Mould. (b) Secondary Sensor assembly

The tests for the hABC algorithm are performed by measuring the process speed, the

voltage and current applied to the heating element, the ambient temperature, the mould

temperature, the compaction roll temperature and the composite material temperature, at

two different locations according to Figure 4.7a.

4.5.4 Methods

The hABC algorithm computes both the state variables and the output variable of the com-

posite material, based on information gathered from measuring the voltage of the heating

element, the process speed, the compaction roll temperature, the mould temperature and,

using the primary pyrometer, compares the composite material temperature with the com-

puted output variable. The secondary pyrometer measurements, Figure 4.7b, are not used in

the hABC algorithm. This measurement is used only to compare the real composite material

temperature with the estimation made by the hABC algorithm at a different location. The

hABC algorithm is defined to have a sampling period of 2 seconds.

As stated in the Sensitivity analysis from Chapter 3 Section 3.12.2, the heating element

voltage and the process speed are the inputs with the most significative impact over the

composite material model dynamics, being the process speed the most influential of both

inputs because it is directly coupled with the composite material.

The heating element voltage and the process speed are used by the hABC algorithm as

degrees of freedom. Those degrees of freedom are used to define two of the dimensions for the

different types of bees. The remaining dimensions, such as the compaction roll, mould and

surrounding temperatures, are defined using their respective mean sampled values. Those
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three last dimension definitions are made due to limitations of their respective real actuation

mechanisms to change their states, having slower dynamics when compared to the dynamics

of the voltage change at the heating element and the speed change at the servo driver thus,

having a slower influence upon the composite material change in temperature.

The tests for the hABC algorithm are performed using different operating conditions,

making emphasis on the process speed, by defining the machine controller with a fixed value

for the voltage of the heating element and a fixed value for the process speed for the entire

process. Those values are presented in Table 4.1.

Table 4.1: Values for the hABC Test

Test Voltage [V] Speed [mm/s]

1 115.0 5.50
2 130.0 6.00
3 120.0 11.00
4 140.0 20.00

Figure 4.8 shows a block diagram for the hABC algorithm applied to the ATL process,

where G(k) computes the heat flow among the involved process elements based on the input

variables, as mentioned in Section 3.8.1, B(k) and A(k) are time variable matrices related to

the reflector and composite material as mentioned in Section 3.4 and Section 3.7 respectively.

The matrix C(k) gives the information from the primary pyrometer, Figure 4.7. The time

integration strategy is described in Section 4.5.5.
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+
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u∗(k) y(k) +
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+
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G(k) B(k)
q
′′
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x̂(k + 1)
C(k)x̂(k)

+

hABC

û(k) ŷ(k)

Figure 4.8: Block diagram of the proposed hABC algorithm applied to the ATL
process

4.5.5 Time Integration Scheme

The mathematical model involves a set of non-linear ordinary differential equations (ODE)

for the temperature time derivative of the different components involved in the machine

assembly, as presented in Section 3.3 trough Section 3.7 and, for the energy balance presented

in Section 3.8. To solve this ODE system, the initial condition is set to be the ambient
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temperature for all the components. The implicit solver Radau IIA [185] is selected from the

Scientific Python library to avoid time-step limitations due to equation stiffness.

4.6. Results

To compare the estimations made by the original model and the estimations made by the

hABC algorithm, different tests results are presented in Figure 4.9 through Figure 4.15. The

test results are measurements made by the primary and secondary pyrometers, as well as the

computed estimations made by the original process model and the hABC algorithm at the

two measuring locations. The operation conditions for each test were described in Table 4.1.

Figure 4.9 presents the composite material temperatures related to test 1 from Table 4.1.

For the primary pyrometer, the original process model can predict a composite temperature

with an error of up to 6% during the transient stage and up to 3% for the steady-state stage.

The hABC algorithm was capable of reducing the error in both stages under 1%, by adjusting

the process model inputs related to the heating element voltage and the process speed. The

temperature estimations made by the hABC algorithm located at the secondary pyrometer

present an average error of 2% during the transient stage, and an average error of 1% at the

steady state stage.
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Figure 4.9: Results of Temperature prediction made using the main process
model and the estimations made by the hABC algorithm, for the first test from
Table 4.1

The adjustments to the heating element voltage and the process speed made by the

hABC algorithm are presented in Figure 4.10a and Figure 4.10b respectively. The algo-

rithm increases the voltage input and decreases the input speed, inside the search limits, to

compensate for the underestimation of the original process model.

Figure 4.11 shows the temperature results for the second test described in Table 4.1. For

this test, the reference voltage of the heating element was increased as well as the process

speed, which induced a different dynamical response at the primary pyrometer location, as

well as the secondary pyrometer location in comparison with test 1. For this test, the error

with respect to measurements for the original process model estimation has an average of 6%

along the entire process, while the estimation made by the hABC algorithm is 1% on average.
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Figure 4.10: Test 1 results. (a) Heating element voltage. (b) Process speed

For the location of the secondary pyrometer, a similar behaviour is obtained with respect to

the results of the test 1. The temperature estimation computed for this location has an error

under 1%.
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Figure 4.11: Results of Temperature prediction made using the main process
model and the estimations made by the hABC algorithm, for the second test
from Table 4.1

Similarly to test 1, the hABC algorithm defines a higher voltage input and a lower value

for the process speed along the transient stage, Figure 4.12a and Figure 4.12b respectively,

to compensate for the rapid increase in temperature along the transient stage.

At the steady state stage, the hABC algorithm oscillates the voltage input around a value,

Figure 4.10a and Figure 4.12a, meaning that the algorithm is compensating minor deviations

in temperature caused by perturbations on the readings or in the composite material struc-

ture, by adjusting the least sensitive input for the process model. This sensitivity is defined

when the algorithm computes the descent direction at the selected solution.

The third test results for the temperature are presented in Figure 4.13, where it can be

seen that, at the primary pyrometer location, the original process model has an estimation

error above 15% along the transient stage, while the hABC algorithm minimizes the error
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Figure 4.12: Test 2 results. (a) Heating element voltage. (b) Process speed

below 1% by computing a combination of higher input voltage and lower process speed with

respect to the measurements, as presented in Figure 4.14a and Figure 4.14b, respectively.
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Figure 4.13: Results of Temperature prediction made using the main process
model and the estimations made by the hABC algorithm, for the third test
from Table 4.1

For the secondary pyrometer location, the hABC algorithm estimates a temperature clos-

est to the measured temperature. It minimizes the transport effect computed by the original

process model estimation at the same location by decreasing the input process speed, which

goes accordingly with the effect presented at the primary pyrometer location.

The results related to the temperature at the primary and secondary pyrometer locations

of the fourth test are presented in Figure 4.15. This test involved a higher process speed

compared with tests 1, 2 and 3. This higher process speed produces a faster increment in

temperature at the primary pyrometer location. This temperature is lower compared with

the other three tests due to the increment in speed, which is handled by the original process

model with an error over 10% at the transient stage, and an average of 6% after 30 seconds

of process. As expected, the hABC minimizes the estimation error at the primary pyrometer

location, under 2%, by adjusting the input values related to the heating element voltage and
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Figure 4.14: Test 3 results. (a) Heating element voltage. (b) Process speed

the process speed.
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Figure 4.15: Results of Temperature prediction made using the main process
model and the estimations made by the hABC algorithm, for the fourth test
from Table 4.1
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Figure 4.16: Test 4 results. (a) Heating element voltage. (b) Process speed



86 State Estimation

Data presented in Figure 4.9 and Figure 4.11 shows that the original process model has

lower estimation error than the data presented in Figure 4.13 and Figure 4.15. Neverthe-

less, the hABC algorithm is capable of converging to a solution that approximates the real

measurement of the composite material during the transient and steady-state phase.

The presence of an error in the estimation made by the hABC algorithm is due to how

the possible solutions are defined. As presented in Figure 4.4, the hABC algorithm searches

for the optimal solution located between a set of values. If the optimal solution is located

between two proposed solutions but near one of them, the algorithm will always select the

closest defined solution. This selected solution is compared with the previously selected

solution that minimized the problem to check convergence. If convergence is reached using

solutions near the optimal solution, it means that a near-optimal solution has been reached.

4.7. Concluding remarks

The original ABC algorithm, as a zero-order method for minimization, postulates a random

search by defining independent solutions. Even though this search can be computationally ex-

pensive for the time spent computing solutions away from the optimal solution, the proposed

modification is suitable for minimizing the probability of stepping into a local minimum,

during the exploration phase, by defining a coarse search in a structured pattern. The ex-

ploitation phase is improved by transforming the random search to an organized search, by

defining a search direction using part of a first-order method. The objective of this first-order

method is to lower the number of evaluations by minimizing the oscillation effect occurring

in other hybridizations as mentioned by Gao et al. [153], and typical of the original ABC

algorithm due to the random search.

The initial computational iterations performed by the hABC algorithm are made up of a

first search domain exploration, computation of the descent direction, and a first exploitation

of the descent direction. A second exploitation towards a new descent direction is performed

only if the solution can be further improved. The steps required for the hABC algorithm to

reach a near-optimal solution are significantly fewer than the steps required for the original

ABC algorithm to reach a similar solution, due to the removal of the random exploration

characteristic of the original ABC algorithm.

In contrast with the original ABC method, the proposed hABC algorithm does not define

Scout bees to replace the non-selected solutions, as the objective function is always convex

and during the exploration phase, the entire search domain is evaluated by defining a coarse

grid, avoiding selecting a local minimum solution. The grid defined during the exploration

phase can be refined using parallel programming algorithms, which take advantage of the mul-

tiprocessing capability of modern processor units. The non-selected solutions are completely

discarded when the search direction is defined by forcing solution exploitation towards such

direction, improving the solution exploitation compared with the original ABC algorithm.

The hABC algorithm used to minimize the estimation error produced by the presented

process DT modified two of its inputs, inside a statistical confidence interval, to achieve a
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near-optimal estimation. The error at the reference location was minimized with respect to

the error in the estimation made by the original process model, as well as the error at the

secondary location. On the other hand, the error at the secondary location produced by the

hABC algorithm presents a greater error value compared with the primary location. This

error is due to uncertainties associated with the process DT and the fact that the hABC

algorithm is only adjusting two inputs and none of the process parameters.

Even though the second location measurements were not taken into account for the hABC

algorithm to compute the near-optimal solution, its estimation had an acceptable maximum

error of 1.72%, meaning that the hABC algorithm can be used as an estimator in processes

with only one measurement location, lowering the overall machine cost by placing a single

sensor and facilitating the machine design by not having to locate such sensor near the point

of interest.

As the process model not only depends on the input values to estimate the different

temperatures, but also on defining other parameters such as material properties and heat

transfer phenomena, which are modelled with constant values or using empirical correlations,

the hABC algorithm could be expanded to include those unknown parameters, or physical

phenomena, as degrees of freedom as other authors have made by modifying of the original

ABC algorithm like in the works of Oliva et al. [202] and Hu et al. [136].

For the case in which the hABC algorithm is intended to be used with unknown parame-

ters, the challenge resides in how to define a proper set of physically-justified constraints for

each problem dimension, in which those added degrees of freedom could fluctuate. An alter-

native is to define a value for the discretization of the search domain that allows to explore

a significant range of the particular dimension around the value given as the first guess.

The proposed hABC requires the definition of the same hyper-parameters as the original

ABC algorithm, such as the number of working honeybees per type, the maximum number

of iterations per minimization process and the convergence conditions. This is an advantage

facing other modifications of the original ABC algorithm, which makes it more simple to

implement.
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Chapter 5

Discussion

The present chapter discusses the most relevant aspects mentioned along this thesis. This

chapter is organized as follows: Section 5.1 discusses the impact of the Industry 4.0 concept

by digitally representing physical processes, Section 5.2 discusses the application of the DT

approach to an ATL process, Section 5.3 highlights the most relevant aspects of the ABC

optimization algorithm and finally, Section 5.4 makes reference to quality control as the goal

for model-based control strategies.

89
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5.1. On the State of the Art for Digital Twins

Through the state-of-the-art review, it was possible to identify that Cyber-Physical Systems

are commonly used in industry for a better understanding of the complexity of systems as

briefly summarized in Table 2.1, as well as to be included into advanced decision making

algorithms, improving the overall performance as briefly presented in Table 2.2. The CPS

has been successfully implemented in different areas non-related to engineering, meaning the

system model could be of any nature. As identified in Section 2.2, the DT implementation

for replicating the physical world into the digital world requires detailed knowledge of the

former as well as the necessary mathematical tools.

The use of DT, allowed to prepare action strategies based on simulations, as in the field

of health care and medicine, by identifying the best response facing an emergency. Allowed

control of floor-level production by forecasting the management actions required in response

to supply chain and machine availabilities. Those aspects indicate that the use of a DT for a

manufacturing process could be accurate to better understand the behaviour of the process.

As the literature on the implementation of the DT concept in composite materials manu-

facturing is scarce, the idea of using the DT as a virtual sensor system, as stated in Section 2.2

and in Section 4.1, in the ATL process brings the advantage of reducing installation costs and

being a non-invasive measuring strategy while processing. This last aspect is fundamental

not only for allowing a decision-making system to know the temperature distribution along

the composite material, as presented in Section 4.5.4 and Section 4.6, but also for not causing

structural defects affecting the mechanical performance of the manufactured structure.

5.2. On the Automated Tape Laying model

The ATL as a good replacement for out-of-autoclave composite material production has been

the object of study for several researchers as mentioned in Section 2.3, including the challenges

this kind of production process arises. The most relevant, as identified by all researchers, is

the problem of knowing the temperature distribution along the composite material.

Structures made from composite materials are a good replacement for traditional materi-

als, such as steel, increasing structural performance while lowering the overall weight. On the

other hand, due to the dimensional scale of composite raw materials during processing being

smaller compared with the dimensions of a typical temperature sensor, implementing any

kind of contact sensor will not only bring an added cost to the production process but, will

represent a defect for the structure, making the use on non-contact sensors the best option,

as already presented in Section 3.10.3 and later in Section 4.5.3.

For those reasons, and the nature of the ATL process that requires a pressing mechanism

to consolidate the composite on top of a mould, it results impossible to place a sensor at

the nip point, which is the location with the most important temperature to be controlled

during the process. Based on the information gathered in Section 2.3, it was possible to

understand that it was required to individually describe, from a mathematical point of view,

all the machine assembly elements involved in the heating process.
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For the mathematical model to reproduce the physical world as accurately as possible, a

detailed characterization of the composite material was performed. The composite material

density and its specific heat as a function of temperature did not represent a challenge due

to the availability of normalized testing machines at INEGI’s laboratories for such material

parameters.

Although literature defines standard procedures for measuring other thermal properties

of composite materials, characterising the thermal conductivity represented a challenge, due

to the high cost and time-consuming process of creating the required testing samples for

the most used procedure, the flash method, specifically for the thermal conductivity along

the direction of the fibres. To overcome this challenge, it was designed the test procedure

presented in Section 3.9.3, based on the fundamental equation for one-dimensional thermal

conductivity, presented in Equation 3.86, and other similar works, also found in literature,

that addressed a similar challenge. The proposed procedure resulted in a faster and cheaper

alternative for measuring one-dimensional thermal conductivity for composite materials in

the form of thin plies.

The other challenge to overcome while thermally characterising the composite material

was referred to its thermo-optical properties as a function of temperature. This challenge was

addressed by using a commercial pyrometer and an array of commercial thermocouples as

stated in the calibration procedures for pyrometer manufacturers. This procedure discarded

the requirement for using a black body furnace, which is used in a normalized test, or to

use a calibrated laser beam, which procedure consists of measuring the laser beam refraction

intensity through a pyramidal crystal as proposed by Okada et al. [222]. The proposed pro-

cedure allowed for a faster and cheaper method for estimating the thermo-optical properties

of the composite material.

Once the individual machine elements were mathematically described and the thermal

characterization was performed, it allowed the compilation of two mathematical systems, the

first one, as described in Section 3.8, is used for understanding the energy balance due to

each machine assembly element temperature and the second, as described from Section 3.3

through Section 3.7, is used to understand the heat distribution along the composite material

as the result of the energy balance previously computed. Those mathematical models allowed

the creation of a process Digital Twin, which is used in Chapter 4 as a case study for the

state estimation strategy.

As mentioned in Section 3.10.1, the suggested method for solving the DT mathematical

model is based on Radau II for stiff systems to maximize the time step used by the solving

method. Solving the mathematical system by implementing an explicit method consumes a

significant amount of computational effort by having to define a smaller time increment to

ensure stability.

Another aspect that slows down the algorithm is that the first phase, the energy balance,

implies solving the inverse of a matrix, which is an expensive task from a computational

point of view. As the matrix to invert is time-dependent, it has to be numerically calculated

as requested by the Radau II method. To overcome this aspect, a convergence analysis was
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performed to determine the lowest number of elements that describes the system that gives

the less variation when compared with the same system with a significant amount of elements,

as presented in Section 3.10.2.

5.3. On the State estimation

The state estimation, as a solution for understanding the dynamics of non-measurable vari-

ables and parameters, seemed to be a good strategy for the ATL problem of temperature

measurement at the nip point. According to the information reviewed in Section 2.5, the

most popular approach is the Kalman Filter. This approach has two main characteristics,

the first being an optimal solution based on recursivity and, the second characteristic is that

it works for linear systems. As the DT developed for the ATL process is not a linear model,

it is difficult to implement the Kalman filter as a solution for the state estimation problem.

A strategy studied by other authors, suggests that a linearization could be used, around

the operation point, to be able to use the Kalman Filter approach, the Extended Kalman

Filter, as long as the error around the operation point could be tolerated. If a significant

error is not tolerated, researchers proposed applying the linearization approach with a higher

frequency. This is not always feasible due to computational limitations so, alternative meth-

ods have been studied. Neither of those methods could be applied due to the model’s high

non-linearity, as mentioned in Section 5.2, for being a model that has to solve two different

algorithms to achieve a prediction.

The requirement for a mathematical representation of the system was addressed in Chap-

ter 3, and the requirement of an optimization method is addressed in Chapter 4 based on dif-

ferent methods reviewed in Section 2.6. The ABC method seemed to be the most appropriate

due to its easy implementation in different engineering areas, having fewer hyper-parameters

to define when compared with other stochastic methods like PSO and GA, and not depending

on the nature of the problem it has to solve.

As the ABC algorithm does not depend on the nature of the problem and the estimation

algorithm proposed is based on numerical simulation, the estimation process has the ad-

vantage of being parallelizable, which exploits the characteristics of modern multiprocessing

programming languages and processors, speeding up the convergence to a solution.

Defining a detailed mathematical model for the ATL manufacturing process using the

Digital Twin concept simplifies using the fewer hyper-parameters of the original ABC method.

This simplification is related to the problem constraints for the search domain, where taking

a representative amount of samples per each measurable variable can be defined using a basic

statistical process as proposed in Section 4.4, a sufficient range per dimension to minimize

the convex cost function, and finally estimating the required states.

As the hABC algorithm proposes a mesh refinement as the calculations go forward during

the exploitation phase and, if a reasonable tolerance for the convergence conditions for the

cost function is given, the proposed hABC state estimation algorithm reaches a near-optimal

solution despite numerically computing the descent direction, which in the case of the ATL
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process is correct due to the capability of the actuator for fine adjusting their respective

actuation action. This near-optimal solution can be improved by defining a greater num-

ber of Employed honeybees during the exploration phase and Onlooker honeybees during

the exploitation phase. This advantage becomes more significant when using programming

parallelization methods.

Even though the proposed approach for the state estimation strategy is based on numerical

simulation, the hybridization of the original ABC algorithm with a descent method, was

possible and successfully validated, as shown in Section 4.6. Those results enable a model-

based control strategy implementation for the ATL process.

5.4. On the control strategy for quality control

Having achieved the design of a proper DT for the ATL process, and validated a state es-

timator, it is now possible to implement a model-based control strategy for the composites

manufacturing process based on quality control. As mentioned by some researchers as Par-

levliet et al. [6], Sonmez et al. [15], Narnhofer et al. [10] and Comer et al. [81], the quality of

a composite material structure is highly related to the process temperature, as the overex-

posure could cause matrix damage and the underexposure could cause lack of bonding and

delamination.

The developed state estimator in this thesis seems to be a good option to be combined in

a model-based control strategy, such as the Model Predictive Control, to not only guarantee

the desired temperature but to minimize the final structure defects caused by an improper

actuation, as the ATL process dynamics are susceptible to variations to the process input

variables, especially to the processing speed more than any other input as already stated in

Section 3.12.2.

The developed DT process presented in Chapter 3, and then used for the hABC-based

state estimation algorithm as shown in Chapter 4, computes not only the temperature at

the same location as the feedback temperature sensor, defined as Primary Pyrometer in

Section 3.10.3 and Section 4.5.3 to compare the estimated value with the real measured value

but, computes the temperature profile along the composite material.

Computing this temperature profile allows the implementation of constraints for the

model-based control algorithm related to the composite material being processed, specifically

with the maximum temperature the composite material can be exposed to avoid damage

and the minimum temperature the composite material requires in order to achieve a proper

bonding, by providing sufficient information for computing the most accurate actions then,

minimizing the final structure defects.

Computing the temperature profile using the proposed state estimation algorithm allows

for simplifying the ATL machine assembly, enabling the positioning of a pyrometer in a more

practical place, and minimizing its exposure to direct heat from the heating element and its

interference with the production process.
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Chapter 6

Concluding remarks and Future

Work

The present chapter concludes this thesis with some final remarks on the concepts of Industry

4.0 with state estimation problems for composite materials manufacturing processes. The

present thesis raised some pertinent questions, and interesting future research topics are

also proposed. This chapter is organized as follows: Section 6.1 concludes the presented

developments with some final remarks and highlights contributions. Section 6.2 presents a

discussion on future research topics.
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6.1. Concluding remarks

The research developed with this thesis focused on solving a requirement for a composite

material manufacturing process to be controlled aiming to guarantee the quality of the man-

ufactured structure. The solution to this problem involved the use of concepts proper of the

Industry 4.0 tendency, specifically the Digital Twin, presented in Chapter 3, in addition to a

state estimation strategy founded on a population-based optimization algorithm, that is in-

dependent of the mathematical problem to solve and can handle complex non-linear systems,

as presented along Chapter 4.

6.1.1 Digital Twin

The employment of the Digital Twin concept in the ATL process required a detailed charac-

terization of the machine assembly elements which resulted in the following achievements:

• To develop a characterization procedure, based on fundamental equations and special-

ized literature, to determine the one-dimensional thermal conductivity for a single-ply

composite material using a vacuum chamber and monitoring the temperature dynamics

along time at three specific locations.

• To implement a characterization procedure for obtaining the thermo-optical properties

of an opaque composite material as a function of temperature.

Once the elements were characterized, the mathematical model could be assembled. Using

a combination of analytical and numerical solutions, it was possible to define the following:

• The 1.5-dimensional mathematical model, consisting of a two-part algorithm, is capable

of reproducing the dynamics of the heat distribution for an ATL process model. The di-

mensionality of the model allows for consuming less computational resources compared

with a three-dimensional model.

• The produced Digital Twin can be integrated into a design methodology based on

an optimization algorithm for understanding the process requirements based on the

product.

The main concern while solving the mathematical model of a Digital Twin, is to guarantee

the stability of the solution, which was achieved through the use of a solver for stiff systems

of equations, the Radau II method.

6.1.2 State estimation

State estimation for stochastic systems is possible due to the use of meta-heuristic optimiza-

tion methods as the proposed hybrid Artificial Bee Colony, presented in Chapter 4. As the

method is independent of the problem, the following objectives were achieved:
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• The hABC algorithm can handle complex non-linear systems, as the DT for the ATL

process presented in Chapter 3.

• The proposed hABC algorithm takes advantage of the sampling frequency of each vari-

able sensor to define the search bounds for the exploration phase of the algorithm,

avoiding the method for selecting variable values with no physical sense for the system.

The use of bounded input variables allows the definition of the following feature for the

hABC algorithm:

• The use of the system inputs as degrees of freedom for state estimation, allowed to

minimize a cost function using the output variable measured, which results in reducing

the state estimation error.

Another main concern of optimization algorithms for dealing with local minimums was

achieved while defining the hABC algorithm search method:

• The proposed hABC method allows to deal with local minima by performing a coarse

search along the entire search domain, using a convex cost function and defining the

search bounds based on the measures performed by the sensors. This guarantees the

convergence to the global minimum, or a near-global minimum if a coarse tolerance is

given, as was the case for the ATL DT.

From a computational point of view, the proposed hABC algorithm can take advantage

of modern computational systems:

• The proposed hABC algorithm allows the use of parallel computing, as all the in-

volved solutions do not interact or depend on each other, increasing the efficiency of

the method.

Finally, once the ATL process DT is combined with the proposed hABC algorithm, it

enables its implementation on model-based control strategies, allowing the following:

• To satisfy the requirement of the model-based control strategy for knowing the nip point

temperature, using the integration of the developed process DT with the proposed state

estimation strategy.

• As the state estimation strategy was validated, it is possible to place a temperature

sensor at a more convenient location along the machine, ensuring to provide information

to the control strategy about the temperature distribution of the composite material.

• Knowing the temperature profile, allows the implementation of constraints to the con-

trol strategy in order to guarantee the quality of the manufactured structure, by min-

imizing the damage to the composite material matrix and preventing poor bonding

conditions.
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The proposed hABC algorithm takes advantage of a constrained search domain to produce

a solution which is to minimize a convex cost function. In the case of having an unconstrained

search domain for a particular dimension, the challenge is to determine a proper interval in

which those degrees of freedom could fluctuate while making physical sense. An alternative

is to define a wide search domain for the exploration phase around a value given as the first

guess.

6.2. Future work

For the case of study, the number of degrees of freedom was set to two but, the algorithm

could be extended for more. In that sense, and attending the work of Basit et al. [223], those

extra degrees of freedom could be unknown variables. The challenge resides in how to define

a proper set of physically-justified constraints for each degree of freedom. Each case has to

be individually studied according to the physical phenomena occurring.

A challenge that is present in every complex system, is the inversion of the process dy-

namics matrix, as mentioned in Section 3.8, required in the ATL DT for the energy balance

calculation, which represents a significant computational load. An interesting area of study

could be related to finding a surrogate model, that does not require the inverse of a matrix,

such as neural networks or another type of machine learning algorithm, to solve the energy

balance problem.

To enhance the developed DT, some other phenomena could be included in the model

for quality control and supervision, for example to understand the bonding conditions as

exposed on the work of Nasreen et al. [224] and Liu et al. [225] or even taking track of the

thermal history of the composite material structure to better understand the degradation of

the matrix as being exposed to a constant heating and cooling process, as mentioned in the

work of Mart́ın et al. [5].

From a systems control perspective, the state estimation algorithm allows the implemen-

tation of a model-based control strategy, as it has been successfully implemented in the work

of Goldar et al. [226] with a Model Predictive Control. As the control strategy for an ATL

process could be multi-objective, and to facilitate the integration of the constraints into the

algorithm, it is proposed the study those constraints making use of Gaussian functions for

two main reasons: the first, is that the general convexity of the cost function is kept and

the second reason, is that as the Gaussian function can be inverted, meaning that it can be

used for addressing the optimization problem where some variables should be away from any

particular value and variables that should be closed to a particular value.
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[44] Hervé Panetto, Benoit Iung, Dmitry Ivanov, Georg Weichhart, and Xiaofan Wang.

Challenges for the cyber-physical manufacturing enterprises of the future.

Annual Reviews in Control, 2019. ISSN 13675788. doi: 10.1016/j.arcontrol.2019.02.002.

https://beneluxmeeting.nl/2022/uploads/images/2022/boa_BeneluxMeeting2022_Web_betaV12_withChairs.pdf
https://beneluxmeeting.nl/2022/uploads/images/2022/boa_BeneluxMeeting2022_Web_betaV12_withChairs.pdf
https://revista.aemag.org/
https://5ejil.tecnico.ulisboa.pt/papers/


104 References

[45] Benjamin Schleich, Nabil Anwer, Luc Mathieu, and Sandro Wartzack. Shaping the

digital twin for design and production engineering. CIRP Annals - Manufac-

turing Technology, 66(1):141–144, January 2017. ISSN 17260604. doi: 10.1016/j.cirp.

2017.04.040.

[46] Felipe Baena, Alvaro Guarin, Julian Mora, Joel Sauza, and Sebastian Retat. Learning

Factory: The Path to Industry 4.0. Procedia Manufacturing, 9:73–80, January

2017. ISSN 2351-9789. doi: 10.1016/j.promfg.2017.04.022.

[47] Thomas H.-J. Uhlemann, Christian Lehmann, and Rolf Steinhilper. The Digital

Twin: Realizing the Cyber-Physical Production System for Industry 4.0.

In Procedia CIRP, volume 61, pages 335–340. Elsevier, January 2017. doi: 10.1016/j.

procir.2016.11.152.

[48] S. Waschull, J. A. C. C. C. Bokhorst, E. Molleman, and J. C. Wortmann. Work

design in future industrial production: Transforming towards cyber-physical

systems. Computers and Industrial Engineering, pages 1–11, 2019. ISSN 03608352.

doi: 10.1016/j.cie.2019.01.053. URL https://doi.org/10.1016/j.cie.2019.01.053.

Publisher: Elsevier.

[49] Rainer Stark, Carina Fresemann, and Kai Lindow. Development and operation of

Digital Twins for technical systems and services. CIRP Annals, 68(1):129–132,

January 2019. ISSN 17260604. doi: 10.1016/j.cirp.2019.04.024.

[50] Florian Biesinger, Davis Meike, Benedikt Kraß, and Michael Weyrich. A digital twin

for production planning based on cyber-physical systems: A Case Study for

a Cyber-Physical System-Based Creation of a Digital Twin. In Procedia CIRP,

volume 79, pages 355–360, 2019. doi: 10.1016/j.procir.2019.02.087. ISSN: 22128271.

[51] Enrique Ruiz Zuniga, Matias Urenda Moris, and Anna Syberfeldt. Integrating

simulation-based optimization, lean, and the concepts of industry 4.0. In

Proceedings - Winter Simulation Conference, volume 17, pages 3828–3839, 2018. ISBN

978-1-5386-3428-8. doi: 10.1109/WSC.2017.8248094. ISSN: 08917736 Issue: 376 2.

[52] Qinglin Qi, Fei Tao, Ying Zuo, and Dongming Zhao. Digital Twin Service towards

Smart Manufacturing. In Procedia CIRP, volume 72, pages 237–242. Elsevier, Jan-

uary 2018. doi: 10.1016/j.procir.2018.03.103.

[53] Paulo Leitão, Armando Walter Colombo, and Stamatis Karnouskos. Industrial au-

tomation based on cyber-physical systems technologies: Prototype imple-

mentations and challenges. Computers in Industry, 81:11–25, September 2016. ISSN

01663615. doi: 10.1016/j.compind.2015.08.004. Publisher: Elsevier.

[54] Mike Shafto, Mike Conroy, Rich Doyle, Ed Glaessgen, Chris Kemp, Jacqueline

LeMoigne, Lui Wang, and a. Modeling , Simulation , Information Technol-

ogy & Processing Roadmap, 2012. URL https://www.nasa.gov/sites/default/

files/501321main_TA11-ID_rev4_NRC-wTASR.pdf. Accessed on 2020-04-15.

https://doi.org/10.1016/j.cie.2019.01.053
https://www.nasa.gov/sites/default/files/501321main_TA11-ID_rev4_NRC-wTASR.pdf
https://www.nasa.gov/sites/default/files/501321main_TA11-ID_rev4_NRC-wTASR.pdf


References 105

[55] Fei Tao and Meng Zhang. Digital Twin Shop-Floor: A New Shop-Floor

Paradigm Towards Smart Manufacturing. IEEE Access, 5:20418–20427, 2017.

ISSN 2169-3536. doi: 10.1109/ACCESS.2017.2756069.

[56] Marco Macchi, Irene Roda, Elisa Negri, and Luca Fumagalli. Exploring the role

of Digital Twin for Asset Lifecycle Management. IFAC-PapersOnLine, 51(11):

790–795, January 2018. ISSN 24058963. doi: 10.1016/j.ifacol.2018.08.415.

[57] Jiewu Leng, Hao Zhang, Douxi Yan, Qiang Liu, Xin Chen, and Ding Zhang. Digital

twin-driven manufacturing cyber-physical system for parallel controlling of

smart workshop. Journal of Ambient Intelligence and Humanized Computing, 10(3):

1155–1166, 2019. ISSN 18685145. doi: 10.1007/s12652-018-0881-5. ISBN: 0123456789

Publisher: Springer Berlin Heidelberg.

[58] Michael Grieves and John Vickers. Digital Twin: Mitigating Unpredictable,

Undesirable Emergent Behavior in Complex Systems. In Franz-Josef Kahlen,

Shannon Flumerfelt, and Anabela Alves, editors, Transdisciplinary Perspectives on

Complex Systems: New Findings and Approaches, pages 85–113. Springer International

Publishing, Cham, 2017. ISBN 978-3-319-38756-7. doi: 10.1007/978-3-319-38756-7 4.

[59] Iris Graessler and Alexander Poehler. Intelligent control of an assembly station

by integration of a digital twin for employees into the decentralized control

system. In Procedia Manufacturing, volume 24, pages 185–189. Elsevier, January 2018.

doi: 10.1016/j.promfg.2018.06.041. ISSN: 23519789.

[60] Jiri Tupa, Jan Simota, and Frantisek Steiner. Aspects of Risk Management Im-

plementation for Industry 4.0. Procedia Manufacturing, 11:1223–1230, January

2017. ISSN 23519789. doi: 10.1016/j.promfg.2017.07.248. Publisher: Elsevier.

[61] Volkan Gunes, Steffen Peter, Tony Givargis, and Frank Vahid. A survey on concepts,

applications, and challenges in cyber-physical systems. KSII Transactions on

Internet and Information Systems, 8(12):4242–4268, 2014. ISSN 22881468. doi: 10.

3837/tiis.2014.12.001.

[62] Christine Schulze, Sebastian Thiede, Bastian Thiede, Denis Kurle, Stefan Blume, and

Christoph Herrmann. Cooling tower management in manufacturing companies:

A cyber-physical system approach. Journal of Cleaner Production, 211:428–441,

2019. ISSN 09596526. doi: 10.1016/j.jclepro.2018.11.184.

[63] Yuchen Jiang, Shen Yin, Jingwei Dong, and Okyay Kaynak. A Review on Soft

Sensors for Monitoring, Control, and Optimization of Industrial Processes.

IEEE Sensors Journal, 21(11):12868–12881, June 2021. ISSN 1558-1748. doi: 10.1109/

JSEN.2020.3033153. Conference Name: IEEE Sensors Journal.
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