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Background: Artificial intelligence is a revolutionary technology that promises to assist clinicians in improving 

patient care. In radiology, deep learning (DL) is widely used in clinical decision aids due to its ability to analyze 

complex patterns and images. It allows for rapid, enhanced data, and imaging analysis, from diagnosis to outcome 

prediction. The purpose of this study was to evaluate the current literature and clinical utilization of DL in spine 

imaging. 

Methods: This study is a scoping review and utilized the Preferred Reporting Items for Systematic Reviews and 

Meta-Analyses (PRISMA) methodology to review the scientific literature from 2012 to 2021. A search in PubMed, 

Web of Science, Embased, and IEEE Xplore databases with syntax specific for DL and medical imaging in spine 

care applications was conducted to collect all original publications on the subject. Specific data was extracted 

from the available literature, including algorithm application, algorithms tested, database type and size, algorithm 

training method, and outcome of interest. 

Results: A total of 365 studies (total sample of 232,394 patients) were included and grouped into 4 general 

applications: diagnostic tools, clinical decision support tools, automated clinical/instrumentation assessment, and 

clinical outcome prediction. Notable disparities exist in the selected algorithms and the training across multiple 

disparate databases. The most frequently used algorithms were U-Net and ResNet. A DL model was developed 

and validated in 92% of included studies, while a pre-existing DL model was investigated in 8%. Of all developed 

models, only 15% of them have been externally validated. 

Conclusions: Based on this scoping review, DL in spine imaging is used in a broad range of clinical applications, 

particularly for diagnosing spinal conditions. There is a wide variety of DL algorithms, database characteristics, 

and training methods. Future studies should focus on external validation of existing models before bringing them 

into clinical use. 
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Despite extensive research to improve spine care, spinal disorders re-
ain prevalent [2] . A large body of evidence demonstrates the negative
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Fig. 1. Overview of artificial intelligence, machine learning and deep learning. 
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Medical imaging is critical for clinical decision-making and is in-
egral to determining treatment indications and surgical outcomes.
arious imaging modalities can be used for accurate detection and di-
gnosis of spinal pathologies [91] . However, despite following similar
iagnostic standards, experienced radiologists can arrive at different di-
gnoses and measurements with error rates estimated to be 3% to 5%
7] . Much higher discrepancy rates are reported in neuroradiology, with
ariable reads in up to 21% of imaging studies [8] . Therefore, a key chal-
enge in the diagnosis of spine pathology is improving the workflow to
iagnose diseases quickly, automatically, and accurately. Further, med-
cal care costs are increasing [3] , and radiologists who train for 5 or
ore years after medical school represent an expensive and valuable re-

ource. AI tools to augment the performance of radiologists and provide
 low-cost tool to prevent errors hold significant promises for improved
uality and cost savings. Reliable treatment planning, precise interven-
ion, and accurate therapy are required when treating spine conditions
o achieve optimal outcomes. While modern imaging techniques inform
erioperative case management [9] , poor outcomes are still frequent.
hus, the development of scalable, perioperative automated assistance
ools could help address this challenge. 

Within health care, artificial intelligence (AI) algorithms are increas-
ngly used for complex tasks, including remote patient monitoring, med-
cal diagnosis and imaging, risk assessment, virtual assistance, hospital
anagement, and drug discovery [10] . AI is a field of computer science

hat attempts to build enhanced “intelligence ” into computer systems by
mplementing algorithms that apply rules to imitate reasoning and draw
ecisions ( Fig. 1 ). 136 Within AI, machine learning (ML) is a promising
eld for improving patient-specific spine care as it allows computers to

earn without being explicitly programmed. ML can perceive important
maging trends that the average practitioner may not perceive [11 , 12] .
o do so, ML uses provided data or previous experience to develop pre-
ictive models to determine subtle patterns and predict outcomes from
 collection of statistical techniques [24] . 137 In other words, ML tech-
iques are based on available data with specific features (input data),
hich are used to train a machine (computer) to perform (to learn)

he desired task generating a specific output (output data). The medical
eld has recently seen a fast improvement in ML techniques, specifically
hrough deep learning (DL), an advanced form of machine learning ca-
able of feature extraction to perform several tasks precisely developed
o help clinicians [13] . In most circumstances, DL is based on neural
etworks (NN), network architectures formed of several layers, called
idden layers, containing multiple units, called artificial neurons, in-
erconnected by mathematical relations called synapses. In each unit,
 mathematical sum resulting from inputs’ multiplication by a weight
nd inputs’ summing to a bias term is processed by a linear or nonlinear
ctivation function. In this context, the hidden layers help the network
efine the input-output synapses between the units. DL attracts great in-
2 
erest for clinical application and image analysis in radiology partly due
o its outstanding performance in image recognition, classification, and
egmentation tasks [10 , 14 , 15] . 

Narrative and systematic reviews have recently been completed on
I applications in the spine [16–20] ; yet they did not systematically as-
ess all published studies on the subject. Previous reviews have demon-
trated that DL techniques are robust and scalable for spine care ap-
lications. However, no review has comprehensively mapped and as-
essed the quality of the clinical applications of DL combined with med-
cal imaging for spinal diseases research. Thus, given the recent tech-
ological developments, we undertook a review of DL techniques for
pine imaging applications to inform data scientists and clinicians on
he methods and applications of big data in spine. Furthermore, we aim
o highlight the challenges and limitations of DL techniques, identify
aps in the field, and outline potential opportunities for further research.
hus, this scoping review aims to broadly review and systematically
valuate the current progress in DL and how it has been applied to med-
cal imaging and clinical applications intended for clinical spine care. 

aterials and methods 

earch strategy 

A systematic literature review using a scoping review approach and
ollowing Preferred Reporting Items for Systematic reviews and Meta-
nalyses (PRISMA) guidelines [21] and PRISMA-ScR extension for Scop-

ng Reviews guidelines [22] was carried out on October 15, 2021, and
epeated on January 1, 2022. The systematic research was constructed
o identify studies describing DL in medical imaging for clinical spine
pplications. The final search terms and additional methodology de-
ails used are shown in Appendix A – Search Strategy. First, the litera-
ure search was conducted through the health-related research database
edline. Next, the information technology database IEEE Xplore was

earched. Lastly, databases that index both fields, including Web of Sci-
nce and Embase, were searched for relevant literature. 

ligibility criteria 

Studies on DL and medical imaging dealing with applications in-
ended for spine clinical care were selected. This review did not con-
ider other AI methods based on fundamental ML techniques, prefer-
ing only DL-based approaches. Publications in peer-reviewed journals
fter 2012 were included. The beginning timepoint was selected as the
rst scalable convolutional neural network, significantly improving the
tate-of-the-art natural-image classification results [23] . Additionally,
on-peered-review references published after 2012, such as case reports,
roceedings, or abstracts, and book chapters, were included. Studies that



C. Constant, C.-E. Aubin, H.M. Kremers et al. North American Spine Society Journal (NASSJ) 15 (2023) 100236 

Table 1 

Extracted characteristics from the studies included in the review. 

Characteristic Description 

(1) Author’s data • Country of the authors’ affiliations: the affiliation country from the majority of the authors or the corresponding author 
• Authors’ fields of expertise: health fields, data science fields, or both 
• Status with industry: if one of more author was affiliated with an industrial partner 

(2) Year • The year it was published based on Medline, IEEE Xplore, Web of Science, or Embased databases 

(3) Study type and design • Study type: classification of primary studies into basic, clinical and epidemiological research; and subclassification into interventional 

or observational [1] 
• Study design: classification of studies into retrospective or prospective nature and further categorization into study design being 

cross-sectional, cohort, descriptive, case-control, or case-series type study designs using a described classification algorithms [4] 

(4) Area of spine care focus • Clinical application type: either diagnostic tools, clinical decision support tools, automated clinical/instrumentation assessment, 

clinical outcome prediction, combined or others 
• Studied anatomy: either cervical, thoracic, lumbar, sacral, combiner 
• Studied disease: if there was specific pathology that the study targeted 
• Studied surgery: if there were particular surgeries or procedures that the study targeted 
• Study imaging modality: either standard radiograph, dual-energy x-ray absorptiometry (DEXA), CT, MRI including which sequence(s), 

US, interventional imaging (fluoroscopy, O-arm, guided navigation), combined, or others 

(5) Number of subjects and 

images included 

• Overall size: number of subjects, images a , or both included in the complete study 
• Overall diseased subjects: number of patients, images, or both included in the general study diagnosed with at least one spine condition 
• Categorized size: overall subjects, images, or both included in the general study binned into categories of < 100, 100-1000, 

1000-10000, 10000-100000, and > 100000 

(6) Size of the dataset used for DL 

development and validation 

• Dataset size: number of subjects, images, or both included in the DL development phase (when applicable) 
• Dataset diseased subjects: number of patients, images, or both included in the DL development phase diagnosed with at least one spine 

condition (when applicable) 
• Categorized dataset size: dataset subjects: number of patients, images, or both included in the DL development phase (when applicable) 

binned into categories of < 100, 100–1,000, 1,000–10,000, 10,000–100,000, and > 100,000 

(7) Origin of the dataset • Either single-center, multicentric, public registry or dataset, synthetic images, or combined 

(8) Whether the dataset is 

publicly available, part of a 

registry, or institutional data 

• Availability and information of origin and access of datasets from publicly available and part of a clinical registry or database datasets 

(9) DL method and architecture 

used 

• DL methodology: either CNN, long short-term memory networks (LSTM), Recurrent neural network (RNN), Generative Adversarial 

Networks (GAN), Radial basis function networks (RBFN), Multilayer Perceptrons (MLP), Self-organizing maps (SOM), deep belief 

network (DBM), restricted Boltzmann machines (RBM), or other 
• DL task type: classification, regression, segmentation, object detection, image generation, or other 
• DL architecture: architecture and backbone family (ex: DenseNet, VGGs, etc) 
• Number of pipeline(s) and DL architecture(s) used or tested 
• Other ML techniques used or tested in the study 

(10) DL training and validation • Training: split of the dataset into training, validation, testing, and use of cross-validation 
• External validation: if external validation of the completed DL pipeline was performed 

(12) Evaluation of performances • Performance metrics used to validate their pipeline 
• If they used external data to validate their pipeline 
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roposed solely technical applications without direct specific clinical
mplications, such as image segmentation, image quality improvement,
nd image reconstruction alone, were excluded. Animal experiments,
eviews, correspondences, expert opinions, and editorials were also ex-
luded. Two reviewers (XX, XX) independently reviewed all studies,
eaching a consensus on all included studies. A third reviewer resolved
he disagreements in the inclusion process (XXX). 

ata collection and analysis 

Data from all included studies were collected into a standardized
ata extraction sheet ( Table 1 ). In addition, the key findings, clinical de-
loyment, expected clinical benefits and value, economic implications,
nd ethical considerations of implementation in the health care system
ere recorded. To analyze the data, a narrative review synthesis method
ith descriptive statistics was selected to capture the extensive range of

esearch investigating DL for spine clinical care. It should be noted that
 meta-analysis was not appropriate for this review, given the broad
ange of spinal conditions, DL techniques, and types of data used in the
tudies identified. All retrieved manuscripts and abstracts were included
n the qualitative synthesis. 

esults 

verview of studies characteristics 

The search strategies identified 1,475 records, with 365 of these
tudies meeting the criteria for inclusion ( Fig. 2 and Appendix B – List
3 
f Included Studies ). The top 3 affiliated countries were the United States
17%), China (16%), and Canada (12%). Most studies were authored by
ultidisciplinary teams (61%), including experts from both medicine

most frequently neuro- or spine surgery and radiology) and engineer-
ng (most commonly electrical engineering, computer science, and/or
ata science), with the remaining articles authored by either medicine
19%) or engineering (14%) experts only, or could not be retrieved (9%).
ost studies did not receive or disclose a significant contribution from

n industrial partner (79%). 

tudy type and design 

The study type could be identified for 352 published studies and was
rimarily classified as clinical research (64%; Fig. 3 ). The information
vailable in the remaining 13 studies was insufficient to classify them.
he division of the studies into retrospective or prospective investiga-
ions was impossible in 96 studies (26%), meaning that we could not
istinguish if the data were collected explicitly for the study or from an
xisting data source. Data were collected retrospectively for the remain-
ng studies (n = 269) (88%). 

The study design could be identified for 318 of the published studies
nd was predominantly categorized as cross-sectional (47%) and de-
criptive studies without comparison groups (43%), and less frequently
s cohort studies (9%). The information available in the remaining 47
tudies (13%) was insufficient to determine the study design. For the
articular case of clinical research for the diagnostic, prognostic, and
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Fig. 2. The Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) statement flowchart of the preformed for the review of the current stateof- 

the-art progress and utilization of DL in the field of medical imaging for spine care. 

Fig. 3. Classification of the types of studies from 352 published studies focusing on DL in the field of medical imaging for spine care according to the classification 

schemes for studies in medical research by Rohrig et al. 1 ∗ , sometimes known as experimental research; #, analogous term to interventional; + , analogous term to 

noninterventional or nonexperimental 

4 
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Fig. 4. Clinical applications (A) and imaging modalities (B) related to the published studies investigated in this review focusing on DL in the field of medical 

imaging for applications intended for spine clinical care. The clinical application types included diagnostic tools, clinical decision support tools, automated clini- 

cal/instrumentation assessment, clinical outcome prediction, combined or others. The imaging modalities used included magnetic resonance imaging (MRI), radio- 

graph, computed tomography (CT scan), ultrasound (US), dual-energy x-ray absorptiometry (DEXA), intervention imaging (fluoroscopy, O-arm, guided navigation), 

and others. 
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Fig. 5. Distribution of the frequency of investigation of spinal regions targeted 

by the published studies investigated in this review focusing on DL in the field 

of medical imaging for applications intended for spine clinical care. Note: sum is 

not equal to 100% as 49% of reviewed studies investigated multiple spinal regions. 
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redictive test accuracy studies, the top 3 study designs were cross-
ectional studies (56%), descriptive studies without comparison groups
26%), and cohort studies (8%). 

pine clinical care and imaging focus 

The clinical application of DL in spine image analysis was most fre-
uently related to developing or validating new diagnostic tools (74%;
ig. 4 A ) and primarily included studies that aimed to identify or diag-
ose spinal conditions. Three main themes arose from these diagnostic
tudies: (1) detection of diseases by developing prediagnosis screening
ools or anomaly detection, (2) predicting the diagnosis of new patients
ased on a training dataset of prior diagnoses, and (3) differentiating
etween spinal conditions with similar imaging features or symptoma-
ology. Other frequently identified clinical themes were clinical decision
upport, assessment, and outcome prediction studies, mainly aimed at
redicting the progression of spinal conditions, exploring treatment pos-
ibilities, or supporting clinical opportunities for such conditions. Two
ain themes were identified among studies examining clinical decision

upport tools: (1) identifying preoperative factors to provide person-
lized and timely treatment or surgical interventions and (2) support-
ng procedures such as injections under imaging guidance and surgi-
al navigation. Studies investigating prognosis primarily focused on us-
ng DL to predict the development of complications following spinal
urgery. Other clinical applications found in the reviewed studies in-
luded public health investigations, which used large epidemiological
r public datasets to monitor or screen for spinal conditions in the gen-
ral population, describe average spinal measurements, or estimate dis-
ase prevalence; and clinical administration tools, which included stud-
es that aimed at improving administrative processes in clinical work
nd healthcare organizations such as automated report generation. MRI
as the most common imaging modality used in the reviewed studies

36%; Fig. 4 B ), and the most frequently used MRI sequences were T2-
eighted alone (53%), a combination of T1-weighted and T2-weighted

26%), and T1 weighted alone (13%). Most studies used DL techniques
or spinal conditions or clinical care targeting a single spinal region
47%). The majority of the remaining studies investigated more than
 spinal region (35%). In contrast, only a minority of studies explored
5 
L techniques on the whole spine (14%) or did not provide enough in-
ormation to identify a specific spine region (5%). The lumbar spinal
egment was the most routinely studied region and was included alone
r in combination with other spinal regions (s) in 79% of all investiga-
ions ( Fig. 5 ). 

Through analysis of the data, 5 main domains of spinal conditions
ere identified, with the top 3 being inflammatory and degenerative

onditions (26%), spinal deformity and alignment problems (22%), and
ractures (14%; Fig. 6 ). Among the studies that investigated inflamma-
ory or degenerative spine conditions, MRI was routinely used (82%),
nd improvement or automation of the diagnosis was the main cited ob-
ective (89%). Automated tissue classification and measurements were
he most investigated DL pipeline outcomes (67% and 18%, respec-
ively). Among the studies targeting spinal alignment problems, radio-
raphic images were generally used (69%), with the main objective of
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Table 2 

Registries and clinical databases used in the studies focusing on deep learning in the field of medical imaging for spine care investigated in this review with the 

corresponding summary when available. 

Registry / database name Official title Responsible party, owner or sponsor Resources 

ALSPAC [36] Avon longitudinal study of parents and 

children 

University of Bristol, Bristol, United 

Kingdom 

http://www.bristol.ac.uk/alspac/researchers/access/ 

AO CSM-I Surgical treatment of cervical spondylotic 

myelopathy 

AO Innovation Translation Center (AO 

Clinical Investigation and Publishing 

Documentation), Dübendorf, Switzerland 

https://clinicaltrials.gov/ct2/show/NCT00565734 

AO CSM-NA AOSPINE assessment of surgical 

techniques for treating cervical 

spondylotic myelopathy 

AOSpine North America Research 

Network, Pennsylvania, USA 

https://clinicaltrials.gov/ct2/show/NCT00285337 

CSORN [37] Canadian spine outcomes and research Canadian Spine Society, Markdale, 

Canada 

https://www.csorncss.ca/ 

Genodisc Project Disc-degeneration linked pathologies: 

novel biomarkers and diagnostics for 

targeting treatment and repair 

University of Oxford, Oxford, United 

Kingdom 

https://cordis.europa.eu/project/id/201626/reporting 

GESPIC [38] German spondyloarthritis inception 

cohort 

Charite University, Berlin, Germany https://clinicaltrials.gov/ct2/show/NCT01277419 

Hangzhou lumbar spine study 

[39] 

Hangzhou lumbar spine study: a study 

focusing on back health in a Chinese 

population 

First Affiliated Hospital of Zhejiang 

University, Hangzhou, China 

Not found 

H-PEACE [40] Health and prevention enhancement Seoul National University Hospital, Seoul, 

South Korea 

http://en-healthcare.snuh.org/HPEACEstudy 

LumbSeg [41 , 42] Lumbar vertebra segmentation CT image 

datasets 

Not found Not found 

Manitoba BMD Registry [43] The Manitoba BMD Registry Manitoba Bone Density Program 

Committee, Manitoba, Canada 

https://www.gov.mb.ca/health/primarycare/providers/ 

chronicdisease/bonedensity/research.html 

MDCS [36] Malmö Diet and Cancer Study University of Lund, University Hospital, 

Malmo, Sweden 

Not found 

MIDICAM Cervical spondylotic myelopathy: 

Application of spinal diffusion-based 

microstructural imaging (DMI) and 

phase-contrast MRI 

University Medical Center Neurozentrum, 

Freiburg im Breisgau, Germany 

https://www.drks.de/drks_web/navigate.do?navigatio 

nId = trial.HTML&TRIAL_ID = DRKS00012962 

German registry of clinical trials, number: DRKS00012962 

MPP [44] Malmö preventive medicine project University of Lund, University Hospital, 

Malmo, Sweden 

Not found 

MrOs [45] Osteoporotic fractures in men University of California San Francisco, 

California, USA 

https://sfcc.ucsf.edu/news/osteoporotic-fractures-men- 

mros-study-group-publish-two-articles 

Study (MrOS) from Database of 

Genotypes and 

Phenotypes (dbGaP) 

MySPINE Functional prognosis simulation of 

patient-specific spinal treatment for 

clinical use 

Fundacio Institut de Bioenginyeria de 

Catalunya, Barcelona, Spain 

https://cordis.europa.eu/project/id/269909 

NFBC1966 Northern Finland Birth Cohort 1966 University of Oulu, Oulu, Finland http://www.oulu.fi/nfbc/ 

NHANES 2011-2012 National Health and Nutrition 

Examination Survey 2011–2012 Database 

National Center for Health Statistics, 

Maryland, USA 

https://wwwn.cdc.gov/nchs/nhanes/continuousnhanes 

/overview.aspx?BeginYear = 2011 

NHANES II Second National Health and Nutrition 

Examination Survey Database 

National Center for Health Statistics, 

Maryland, USA 

https://wwwn.cdc.gov/nchs/nhanes/nhanes2/default 

.aspx 

OSTPRE [46] Kuopio osteoporosis Kuopio University Hospital and University 

of Eastern Finland, Kuopio, Finland 

https://sites.uef.fi/kmru/ostpre/ 

Risk factor and prevention study 

OSTPRE-FPS [47] OSTPRE fracture prevention study Kuopio University Hospital, Kuopio, 

Findland 

https://clinicaltrials.gov/ct2/show/NCT00592917 

PROOF [48] Multicountry Registry of Clinical 

Characteristics 

AbbVie, Cham, Switzerland http://www.chictr.org.cn/showprojen.aspx?proj = 10022 

ROAD Research on osteoarthritis/osteoporosis University of Tokyo, Tokyo, Japan Not found 

Against disability 

SCI database Not found Orange image diagnostic center, USA Not found 

SDSG Spinal Deformity Study Group database Not found Not found 

TRACK-SCI [45 , 49] Transforming research and clinical 

knowledge in spinal cord injury 

University of California, San Francisco, 

California, USA 

https://clinicaltrials.gov/ct2/show/NCT04565366 

TwinsUK registry TwinsUK registry from King’s College London, United Kingdom www.twinsuk.ac.uk 

Wakayama Spine study [50] Wakayama Spine study Wakayama MedicalUniversity School of 

Medicine, Wakayama, Japan 

Not found 

Whiplash [51] Neuromuscular mechanisms underlying 

poor recovery from whiplash injuries 

Northwestern University, Ilinois, USA ClinicalTrials.gov Identifier: NCT02157038 
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mproving measurement accuracy for sagittal or coronal balance (85%).
pinal alignment measurements were the most commonly investigated
ipeline outcome (66%). Studies addressing spinal fractures consistently
imed to improve the accuracy and speed of diagnosis of vertebral frac-
ures and detection of fractured levels (90%). To do so, CT scans and
adiographs were the most common imaging modality used (58% and
0%, respectively), and automated vertebral status classification and
6 
racture detection with or without specific anatomical localization were
he most commonly studied pipeline outcomes (50% and 32%, respec-
ively). 

The studies targeting surgical conditions had multiple objectives, but
rimarily provided clinical decision support tools and automated in-
trumentation assessment (56% and 50%, respectively) and commonly
sed ultrasound or fluoroscopy as imaging modalities (33% and 27%,

http://www.bristol.ac.uk/alspac/researchers/access/
https://clinicaltrials.gov/ct2/show/NCT00565734
https://clinicaltrials.gov/ct2/show/NCT00285337
https://www.csorncss.ca/
https://cordis.europa.eu/project/id/201626/reporting
https://clinicaltrials.gov/ct2/show/NCT01277419
http://en-healthcare.snuh.org/HPEACEstudy
https://www.gov.mb.ca/health/primarycare/providers/chronicdisease/bonedensity/research.html
https://www.drks.de/drks_web/navigate.do?navigationId=trial.HTMLceTRIAL_ID=DRKS00012962
https://sfcc.ucsf.edu/news/osteoporotic-fractures-men-mros-study-group-publish-two-articles
https://cordis.europa.eu/project/id/269909
http://www.oulu.fi/nfbc/
https://wwwn.cdc.gov/nchs/nhanes/continuousnhanes/overview.aspx?BeginYear=2011
https://wwwn.cdc.gov/nchs/nhanes/nhanes2/default.aspx
https://sites.uef.fi/kmru/ostpre/
https://clinicaltrials.gov/ct2/show/NCT00592917
http://www.chictr.org.cn/showprojen.aspx?proj=10022
https://clinicaltrials.gov/ct2/show/NCT04565366
http://www.twinsuk.ac.uk
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Fig. 6. Spinal diseases and conditions examined in the published studies inves- 

tigated in this review focusing on DL in the field of medical imaging for applica- 

tions intended for spine clinical care. Inflammatory and degenerative conditions 

included intervertebral disc degeneration (IVDD), spinal stenosis (SS), spondyli- 

tis and spondyloarthritis (SpD), intervertebral disc herniation (IVDH), and lower 

back pain complex (LBP). Spinal alignment conditions included measurement 

applicable to general alignment problems (Gen) and idiopathic scoliosis (IS). 

Fracture assessment included general vertebral bone assessment (Gen), osteo- 

porotic vertebral fracture (OVF), and vertebral compression fracture. Investiga- 

tion targeting surgical procedures included spinal instrumentation (Instru), local 

analgesia or anesthesia procedures (Local), and spinal decompression surgery 

(DCP). Among other conditions, general spinal assessment (Gen), osteoporosis 

(Osteo), and neoplastic diseases (Neo) have been studied. 
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espectively). While less common, neoplasia was another recurrent con-
ition investigated (8%), with most studies aimed at improving diag-
osis accuracy and lesion delimitation (65%) using mainly MRI imag-
ng (62%). To this aim, automated lesion detection or delimitation and
issue classification were the most commonly investigated pipeline out-
omes (50% and 35%, respectively). Six percent of studies included in
his review examined osteoporosis and mainly intended to detect bone
roperties abnormalities or diagnose osteoporosis automatically (80%),
rimarily using CT scans and DEXA as imaging modalities (48% and
3%, respectively). Within those, the primary pipeline outcomes were
one status classification and bone properties measurements, such as
one mineral density (42% and 38%, respectively). The overall publi-
ig. 7. Number of subjects and images included in the published studies investigated

ntended for spine clinical care. The number of data points is categorized and present

he subjects and images comprised only in the DL development phase of the studies, 

7 
ation rate for presented abstracts published as full-length articles in
eer-reviewed journals was 6%. 

ubjects, images, and datasets 

Only 41% of the reviewed studies clearly reported the number of
ubjects and medical images included in the research. The number of
ubjects included was reported more often than the number of images
33% vs. 19%). Most studies included 100 to 1000 subjects or images
 Fig. 7 ) with a mean of 945 and 9504, respectively. When the studies
argeted a particular spinal condition, subjects with a relevant positive
iagnosis were regularly enrolled (73%) with a mean enrollment ratio of
9% and 71% of all subjects and images, respectively. Seventy-five per-
ent of studies reported whether their included subjects or images had
urgical implants, with most stating the exclusion of them if patients had
pinal implants (75%). Only 30% of studies reported the health status
f the enrolled subjects or the presence of other spinal diseases on the
mages included, with most studies not including data about other con-
itions or diseases (55%). For the studies that included the DL training
hase, the mean of subjects and images in the DL development phase
ere 763 and 4,286, respectively. 

The origin of the data could be retrieved for 288 of the published
tudies and was primarily part of institutional data (58%), registries
r clinical databases (11%; Table 2 ), public datasets (4%; Table 3 ),
r a combination (4%). When institutional data, registries, or clinical
atabases were used, the data originated more commonly from a single
enter rather than multiple centers (68% vs. 32%). 

L method and architecture 

In 84% of the included studies, images were used as input through
L computer vision tasks. In contrast, the others used extracted fea-

ures from images or collected data from medical imaging results (e.g.,
isc height) as input. Computer vision tasks were, in general, performed
y 3 different DL approaches (1) landmark detection, often combined
ith prior structure detection, (2) structure segmentation, or (3) shape
odel matching. To this end, the preferred DL technique was CNN which
as used in 77% of included studies. CNN techniques were investigated
ainly for classification (43%), measurement tasks by structure segmen-

ation or landmark detection (26%), and detection tasks (20%). For most
lassification tasks, convolutional and pooling layers were first used to
xtract features from the input images, followed by fully connected lay-
rs for output feature classification. Measurement tasks using landmark
etection were usually performed similarly or through segmentation
asks where the fully connected layer of the CNN was replaced with
 in this review focusing on DL in the field of medical imaging for applications 

ed for the overall subjects and images comprised in all included studies and for 

when applicable. 
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Table 3 

Publicly available datasets used in the studies focusing on deep learning in the field of medical imaging for spine care investigated in this review with the corresponding 

summary when available. 

Public dataset name Official title Responsible party, owner or 

sponsor 

Resources 

76 CSI 2014 workshop dataset localization and identification 

challenge of the CSI 2014 

Workshop. 

University of Washington in St 

Louis, Missouri, USA 

The link provided in the publication is no longer working 

( http://research.microsoft.com/spine/ ) 

77 DeepLesion Not found Not found https://www.kaggle.com/datasets/kmader/nih- 

deeplesion-subset 
78 ILSVRC ImageNet Video dataset (ILSVRC) Stanford Vision Lab, Stanford 

University, Princeton University 

https://image-net.org/challenges/LSVRC/index.php 

IoMT Spine Dataset Internet of Medical Things 

(IoMT) platform Spine Dataset 

Not found http://spineweb.digitalimaginggroup.ca/spineweb . 

MICCAI [55 , 56] Testing set A of the MICCAI 

Challenge on Vertebral Fracture 

Analysis 

Medical Image Computing and 

Computer Assisted Intervention 

Workshop & Challenge (MICCAI 

2016) 

Upon request at: 

http://spineweb.digitalimaginggroup.ca/dataset.php 

MS Annotated Spine CT 

Database 

MS Annotated Spine CT Database Not found No longer working 

( http://research.microsoft.com/en-us/projects/spine/) 

PAM50 [54 , 57] Unbiased multimodal MRI 

template of the spinal cord and 

the brainstem 

Polytechnique Montreal, Canada 

and Aix-Marseille Université, 

France 

https://github.com/ 

sct- 

data/PAM50/releases/download/r20191029/20191029_pam 

50.zip 

SpineWeb Dataset [6] Dataset 16: 609 spinal 

anterior-posterior x-ray images 

Stanford Vision Lab, Stanford 

University, Princeton 

University London Health 

Sciences Center, Ontario, Canada 

https://image-net.org/challenges/LSVRC/index.phpUpon 

request 

( http://spineweb.digitalimaginggroup.ca/dataset.php ) 

SpiSeg [52] Spine and vertebrae 

segmentation datasets 

University of California, Irvine, 

School of Medicine, California, 

USA 

Upon request at: 

http://spineweb.digitalimaginggroup.ca/dataset.php 

TCIA [57] Cancer Imaging Archive Washington University School of 

Medicine, Missouri, USA and 

Frederick National Laboratory for 

Cancer Research, Frederick, MD, 

USA 

No longer working ( http://research.microsoft.com/en- 

us/projects/spine/)https://cloud.google.com/healthcare- 

api/docs/resources/public-datasets/tcia 

UCI Vertebral Column 

Dataset 

UCI Repository of Machine 

Learning Databases 

UC Irvine Machine Learning 

Repository 

http://archive.ics.uci.edu/ml/machine-learning- 

databases/00212/ 

VerSe’20 [56] Large Scale Vertebrae 

Segmentation Challenge 

Medical Image Computing and 

Computer Assisted Intervention 

(MICCAI 2020) 

https://zenodo.org/record/3759104#.Y3UE0nbMInI 

xVertSeg.v1 [53] Segmentation and Classification 

of Fractured Vertebrae 

University of Ljubljana, Faculty of 

Electrical Engineering, Slovenia 

http://lit.fe.uni-lj.si/xVertSeg/ 
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p-sampling layers (encoder-decoder architecture), resulting in the con-
ersion of landmarks into segmentable heatmaps. 

Sixty-four percent of studies adapted an existing DL architecture,
ost commonly based on U-Net (21%) and ResNet (16%), all of which

perated on image data ( Fig. 8 and Table 4 ). Studies using extracted
eatures from images or collected data from medical imaging results as
nput preferably used MLP network structures, which were used in 21%
f included studies. Other DL methodologies were reported, including
ong short-term memory layer, radial basis function network, and self-
rganizing map, but were only investigated in 2% of the included stud-
es. Most studies investigated only one DL architecture (57%) with a
ean ± SD of 1.8 ± 1.3 DL architectures investigated per study. Nev-

rtheless, the performance of several DL pipelines was investigated in
ost studies (91%) with a mean ± SD of 2.6 ± 2.8 pipelines or models

nvestigated per study. Sixteen percent of studies also surveyed other ML
echniques as an alternative to DL in their pipelines or as comparison
esults, with support vector machine and K-nearest neighbor algorithms
eing the most frequently reported. 

L training and validation of studies with DL dev 

A DL model was developed and internally validated in 92% of in-
luded studies, while a pre-existing DL model was externally investi-
ated in 8%. The dataset split into training, validation, and testing was
entioned in 155 (47%) development studies. When available, the mean
umber of subjects and images used in the DL development phase was
63 and 4,286, respectively. The mean proportions of data split into the
8 
raining, validation, and testing datasets were 0.75, 0.18, and 0.20, re-
pectively. Of the development studies, 26% described the prevention of
verfitting using cross-validation. Only 15% of development studies ex-
ernally validated the completed DL pipeline on a data set distinct from
he training dataset. Of these, 43% performed external validation using
ata from a completely different origin, such as from a foreign country
r other hospitals. Internal validation was the only validation technique
n the remaining studies (85%). 

valuation of performances 

A large variety of performance metrics were retrieved from the stud-
es to evaluate the similarity between the DL prediction and the ground
ruth ( Table 5 ). For DL pipelines with classification tasks as outputs (bi-
ary as well as multi-class problems), the measurement of performance,
henever reported, generally included sensitivity and specificity of the

echnique (58%) and area under the curve (51%). The DL pipelines with
etection tasks as outputs mainly reported the precision (48%) for local-
zing the object’s position in the image and recall (56%) when judging
hether objects belonging to certain classes appear in regions of inter-

st. The DL pipelines with measurement tasks outputs frequently used
arious error calculations to evaluate the model performances, princi-
ally the mean absolute error (20%) and standard error (20%). 

Only 8 peer-reviewed research articles (4%) adhered to a reporting
hecklist, including 3 guidelines for transparent reporting of predictive
r AI models [25–27] and one for reporting diagnostic accuracy studies
28] . A minority of studies (7%) provided the code used for model de-

http://research.microsoft.com/spine/
https://www.kaggle.com/datasets/kmader/nih-deeplesion-subset
https://image-net.org/challenges/LSVRC/index.php
http://spineweb.digitalimaginggroup.ca/spineweb
http://spineweb.digitalimaginggroup.ca/dataset.php
http://research.microsoft.com/en-us/projects/spine/\051
https://github.com/
https://image-net.org/challenges/LSVRC/index.phpUpon
http://spineweb.digitalimaginggroup.ca/dataset.php
http://spineweb.digitalimaginggroup.ca/dataset.php
http://research.microsoft.com/en-us/projects/spine/\051https://cloud.google.com/healthcare-api/docs/resources/public-datasets/tcia
https://zenodo.org/record/3759104\043.Y3UE0nbMInI
http://lit.fe.uni-lj.si/xVertSeg/
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Table 4 

Overview of common CNN architectures used in the studies focusing on deep learning in the field of medical imaging for spine care investigated in this review with 

the variants reported for the spine and corresponding short summary. 

Backbone Year Description Variants reported for the use in spine Ressources 

AlexNet [23] 2012 An architecture developed for image classification that 

launched DL development. The network contains a set 

of convolutional and max-pooling layers ended by 3 

fully connected layers. 

AlexNet. 

Note: also used in in some of the R-CNN 

architectures 

https://github.com/deep-diver/AlexNet 

VGG [58] 2014 Backbone widely used for computer vision and 

computer sciences tasks. VGG is composed of 

convolutional, max-pooling, and fully connected 

layers. It uses smaller kernels to create deeper 

networks. 

VGG-11, VGG-16, VGG-19, VGG-M, 

VGG-Net, VGG-Net16, FCN-VGG-16 

https://github.com/pytorch/vision/blob/ 

master/torchvision/models/vgg.py 

U-Net [59] 2015 Fully convolutional network Popular architecture for 

biomedical image semantic segmentation. It comprises 

a contracting path ("traditional" CNN) and an 

expansive path. 

3D U-Net, BiLuNet, Co-U-Net, DC-U-Net, 

Deeplab V3 + , Deep-U-Net, fuse-U-Net, 

MDR2-U-Net, MDR2-U-Net, Residual 

U-Netstacked hourglass network (SHN) 

https://lmb.informatik.uni- 

freiburg.de/people/ronneber/u-net/u-net- 

release-2015-10-02.tar.gz 

ResNet [60] 2015 Backbone widely used for object detection and image 

segmentation that introduced skip connected. ResNet 

is made of residual NN consisting of skip-connections 

or recurrent units between blocks of pooling and 

convolutional layers. Many versions with different 

deepness. 

FR-ResNet, Multi ResNet, ResNet-12, 

ResNet-18, ResNet-34, ResNet-50, 

ResNet-101, ResNet-ST-50, ResNet-XT-50. 

Note: also used in some of the Faster R-CNN 

architectures. 

https://github.com/pytorch/vision/blob/ 

master/torchvision/models/resnet.py 

Inception-v2- 

v3 [61] 

2015 Network with a low number of parameters to be able 

to be used on lower-performance machines. It was 

modified from Inception V1 (blocks of inception 

containing sets of convolutional layers) by replacing 

nn convolutional kernels into 3 ×3 or 1 ×1 using a 

concatenation method. 

Inception-V3 https: 

//github.com/weiaicunzai/pytorchci 

far100/blob/master/models/inceptionv3. 

py 

Inception-ResNet- 

V2 [62] 

2015 ResNet and inception architecture combine using 

skip-connections between blocks of layers, called 

residual connections. 

Inception-ResNet-V2, 

Inception-ResNet-V3. 

Note: also used in some Faster R-CNN 

architectures. 

https: 

//github.com/zhulf0804/Inceptionv4 _ 

and _ Inception-ResNetv2.PyTorch 

YOLO [63 , 64] 2015 YOLO, short for “You Only Look Once ” is from a series 

of object detection models capable of detecting 

multiple objects simultaneously. It is based on CNN 

and is used to predict classes as well as object 

localization. 

YOLOV2, YOLOV3, HoloYOLO https://github.com/ultralytics/yolov5 

DenseNet [60 , 65] 2018 CNN built on the idea of ResNet but with a lower 

number of connections of L/(L + 1)/2, with L being the 

number of layers. The feature maps of all previous 

layers are used as input in the next layer, making 

DenseNet well-suited for smaller datasets. 

DenseNet-14, DenseNet-22, DenseNet-26, 

DenseNet-48, DenseNet-121, 

DenseNet-169, DenseNet-201, DMML-Net, 

FC-DenseNet, BMDC-Net 

https: 

//github.com/liuzhuang13/DenseNet 

Fig. 8. Distribution of the most commonly investigated DL network architectures in the studies included in the review investigating DL network structure for 

computer vision tasks in medical imaging for spine care (n = 307 studies). 
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https://github.com/deep-diver/AlexNet
https://github.com/pytorch/vision/blob/master/torchvision/models/vgg.py
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https://github.com/pytorch/vision/blob/master/torchvision/models/resnet.py
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https://github.com/zhulf0804/Inceptionv4_and_Inception-ResNetv2.PyTorch
https://github.com/ultralytics/yolov5
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Table 5 

List of the main performance metrics with corresponding equations reported in the studies focusing on deep learning in the field of medical imaging for spine care 

investigated in this review. 

Metric group Abbr. Name Equation Description % use 

Probabilistic Se Sensitivity [66 , 67] 𝑆𝑒 = 𝑇𝑃 

𝑇𝑃+ 𝐹𝑁 
True positive detection capabilities. 

Math equivalent: Recall, TPR 

49% 

Sp Specificity [66 , 67] 𝑆𝑝 = 𝑇𝑁 

𝑇𝑁+ 𝐹𝑃 
Capabilities for correctly identifying true 

negative classes. 

Math equivalent: TNR 

41% 

Acc Accuracy [66] 𝐴𝑐𝑐 = 𝑇 𝑃+ 𝑇 𝑁 
𝑇 𝑃+ 𝑇 𝑁+ 𝐹 𝑃+ 𝐹 𝑁 

Total number of correct predictions, 

compared to the total number of 

predictions 

48% 

ROC Receiver 

operator 

characteristics [66] 

Line plot showing performance with different 

discrimination 

thresholds 

Line plot of the diagnostic ability of a 

classifier through TPR against FPR 

10% 

AUC Area under receiver 

operator 

characteristics [68] 

𝐴𝑈𝐶 = 1 
2 
( 𝐹𝑃 

𝐹𝑃+ 𝑇𝑁 
+ 𝐹𝑁 

𝐹𝑁+ 𝑇𝑃 
) Area under the simple 

trapezoid 

36% 

PPV Positive predictive value [69] 𝑃 𝑃 𝑉 = 𝑇𝑃 

𝑇𝑃+ 𝐹𝑃 
Amount of true diagnosis with respect to 

true positive test. 

Math equivalent: precision 

11% 

KAP Cohen Kappa Coefficient [66] 𝑓𝑐 = ( 𝑇𝑁+ 𝐹𝑁 )( 𝑇𝑁+ 𝐹𝑃 )+( 𝐹𝑃+ 𝑇𝑃 )( 𝐹𝑁+ 𝑇𝑃 ) 
𝑇 𝑃+ 𝑇 𝑁 + 𝐹𝑁 + 𝐹𝑃 

𝐾𝐴𝑃 = ( 𝑇𝑁+ 𝐹𝑁 )− 𝑓𝑐 
( 𝑇 𝑃+ 𝑇 𝑁 + 𝐹𝑁 + 𝐹𝑃 )− 𝑓𝑐 

Measure of agreement between annotated 

and predicted 

Classifications or predicted and ground 

truth segmentation 

F ‑measure based 

metrics 

DSC Dice Similarity Coefficient or 

Sorensen-Dice 

Index [66 , 67 , 69] 

𝐷𝑆𝐶 = 𝐹1 = 2 𝑇𝑃 
2 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 

Amount of pixel overlap over the total 

number of pixels in predicted and ground 

truth segmentation 

24% 

F1 F1 score 

JACC Jacca rd Index [66 , 67 , 69] 𝐽𝐴𝐶 = 𝐼𝑜𝑈 = 𝑇𝑃 

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 
Amount of pixel overlap divided by their 

union 

8% 

IoU Intersection-over-Union 

Spatial overlap and 

distance 

PREC Precision [69] 𝑃𝑅𝐸𝐶 = |𝐴 ∩𝐵 |
|𝐵| Amount of predicted pixel overlap over 

with respect to ground truth 

14% 

AHD Average Hausdorff

distance/Max. Symmetric 

Surface Distance [66 , 70] 

𝑑( 𝐴, 𝐵 ) = 1 
𝑁 

∑
𝑎 ∈𝐴 

min 
𝑏 ∈𝐵 

||𝑎 − 𝑏 ||
𝐴𝐻𝐷 ( 𝐴, 𝐵 ) = max ( 𝑑 ( 𝐴, 𝐵 ) , 𝑑 ( 𝐵, 𝐴 ) ) 
in which A and B represent the ground truth and 

predicted segmentation, 

respectively, and ||a-b|| represents a distance 

function like Euclidean distance 

Spatial distance average over predicted 

and ground truth points 

4% 

Notes: TP, true positive; TN, true negative; FP, false positive; FN, false negative; and A and B represent the ground truth and predicted segmentation. 
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elopment, final trained models, or both ( Table 6 ). In addition, 5% of
tudies used proprietary DL models or commercial prototypes. 

iscussion 

This scoping review synthesizes the recent literature on the use of
L techniques combined with medical imaging for spine clinical appli-
ations, highlighting current research and applications in clinical prac-
ice. Most of the included studies were observational clinical research
nd used existing datasets. For the most part, studies focused on the ben-
fits of DL in combination with medical imaging to improve the detec-
ion and diagnosis of spinal conditions, such as inflammatory conditions,
egenerative disease, and spinal deformity. Various DL methods and ar-
hitectures were explored, and some studies proposed novel ones. Many
L approaches showed promising performance, demonstrating the po-

ential of DL in the management of spinal conditions to improve the
fficiency of clinical care and research. 

verall quality of the studies 

The quality and robustness of the DL models and possible clinical
mplications heavily rely on the quality of the research and the input
atasets, which governs the extent to which its findings can be trusted.
he broad objective of this scoping review was to include studies from
eer-reviewed journals and other sources such as preprint servers and
onference proceedings. The peer review process is designed to criti-
ally assess the relevance of new research as well as to insure the ap-
ropriate study design and data analysis. Therefore, peer-reviewed stud-
es are usually assumed to have at least a minimum acceptable quality.
10 
hile peer-reviewed publication of completed results remains the pri-
ary goal of most medical research, a substantial number of abstracts
ill not be published in the medical literature. Therefore, including only
rticles published in peer-review journals would have limited our ability
o broadly review and comprehensively map the clinical applications of
L combined with medical imaging since 30% of the included studies
ere obtained from outside this publication process. Nevertheless, only
% of included conference abstracts went on to peer-reviewed publica-
ion, highlighting the need to use caution before integrating the results
f these abstracts into research or clinical practice. Thus, the contribu-
ion of conference abstracts in creating a solid body of evidence required
or clinical implementation remains uncertain. 

Clear and transparent reporting is crucial in assessing a study’s qual-
ty. Nevertheless, only 4% of the included peer-reviewed articles ad-
ered to a reporting checklist. The quality assessment of the studies in-
luded in this review was beyond the scope of this investigation but
ould be an interesting area for future research. Nevertheless, the data

xtracted from the included studies allowed us to make a general qual-
ty assessment of the eligible studies based on checklists developed ex-
licitly for AI in medical imaging based (CLAIM, MI-CLAIM). 5251 Our
eview suggests that many studies would be classified as “incomplete ”
or numerous checklist items, reflecting potential methodological limi-
ations. In many cases, the study design was incomplete; 60% of studies
id not detail the cohorts’ characteristics. Similar observations can be
ade for data and optimization items (21% did not describe the ori-

in of the data, 47% did not report the split of the dataset) and repro-
ucibility and transparency reporting (93% failed to provide the code
sed for model development or final trained models). Similar to our ex-
erience, previous medical studies focusing on AI have also noted a lack
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Table 6 

A short list of available code or DL platforms used in the methodology or provided as a result in the published studies investigated in this review focusing on DL in 

the field of medical imaging for applications intended for spine clinical care. 

Name Summary Implementation 

SpineCube [29] Intelligent agent for diagnosing scoliosis and evaluating the severity of scoliosis. https://github.com/js3611/Deep- MRI- Reconstruction 

[71 , 72] Direct automated quantitative measurement of the spine by cascade amplifier 

regression network with manifold regularization 

https://github.com/pangshumao/CARN 

[73] Testing DL model for automated detection of vertebral fractures of the lumbar 

spine 

https://links.lww.com/CORR/A505 

VFADL [74] Source code for automated identification of vertebral fractures at VF assessment 

performed with dual-energy x-ray absorptiometry 

https://github.com/DougUC/VFADL-PUBLIC/blob/master/VFADL.ipynb 

BMDC-Net [75] Method for the qualitative detection of BMD (normal bone mass, low bone mass, 

and osteoporosis) via diagnostic CT slices 

https://github.com/tangchao1010/classification- of- BMD 

DMML-Net [76] Deep multiscale multitask learning network to directly localize all lumbar 

organs with bounding boxes and grade all lumbar organs with crucial 

differential diagnoses (normal and abnormal). 

https://github.com/zhyhan/DMML-Net/tree/master 

[77] Fully automated algorithm for the detection of bone marrow edema lesions in 

patients with axial spondyloarthritis 

https://github.com/krzysztofrzecki/bone- marrow- oedema- detection 

[78] DL model for detection of cervical spinal cord compression in MRI scans. https://github.com/zamirmerali/dcm-mri 

MBNET [79] Multi-task deep neural network with supervised learning applied for 2 tasks, 

semantic segmentation and parameter inspection for the diagnosis of lumbar 

vertebrae 

https://github.com/LuanTran07/BiLUnet- Lumbar- Spine 

LEN-LCN [80] Implementation code of automated Landmark Estimation and Correction 

Network to estimate landmarks on lateral X-rays. 

https://github.com/LuanTran07/BiLUnet- Lumbar- Spine 

DeepSeg [81] Fully-automatic framework for segmentation of the spinal cord and 

intramedullary multiple sclerosis lesions from conventional MRI data using CNN 

https://github.com/spinalcordtoolbox/spinalcordtoolbox/tree/ 

master/spinalcordtoolbox/deepseg 

[82 , 83] Scripts for image segmentation using CNN to segment bones in US images 

automatically 

https://github.com/SlicerIGT/aigt 

VerteSeg [84] Code for automatic segmentation of vertebrae from sagittal IDEAL (Iterative 

Decomposition of water and fat with Echo Asymmetric and Least-squares 

estimation) spine MR images 

https://github.com/zhoji/verteseg 

[85] Deep CNN model to classify osteopenia and osteoporosis using lumbar spine 

X-ray images. 

https://github.com/zhang- de- lab/zhang- lab/tree/master/osteoporosis 

[86] Model developed using NiftyNet for neck muscle segmentation. https://github.com/kennethaweberii/Neck _ Muscle _ Segmentation 

[87 , 88] Automatic landmark estimation and spinal curvature estimation for adolescent 

idiopathic scoliosis 

https://github.com/zc402/Scoliosis 

SpineAI [89] Implementation code to automatically detect and classify lumbar spinal stenosis 

on MRI images. 

https://github.com/NUHS- NUS- SpineAI/ 

SpineAI- Detect- Classify- LumbarMRI- Stenosis 

[90] Model for identifying fresh VCF from digital radiography. https://github.com/TXVision/DR _ Fracture _ Classification 

[91] Code for lumbar spine hanging protocol label lumbar spine views/positions, 

detect hardware and rotate the lateral views to straighten the image. 

https://github.com/GeneKitamura/L _ spine _ hanging _ protocol 

Anduin [56 , 92] Freely available research tool to segment vertebrae in a CT scan and to assess 

various bone measures in clinical CT. 

anduin.bonescreen.de 

Spinal Cord 

Toolbox [93 , 94] 

Open-source set of command-line tools dedicated to the processing and analysis 

of spinal cord MRI data. 

https://github.com/spinalcordtoolbox/spinalcordtoolbox 

Nora Imaging [95] Web-based framework using CNN for medical image analysis http://www.nora-imaging.org 

NiftyNet [96] Open source CNN platform for medical image analysis. http://niftynet.io 

Modified NiftyNet 

[97] 

Monai and NiftyNet version of the code to generate the multi-organ 

segmentation of the head and neck area 

https://github.com/elitap/NiftyNet 

DLTK [98] NN toolkit written in Python to enable fast prototyping with a low entry 

threshold for medical imaging 

https://github.com/DLTK/DLTK 

V-Net [99] 3D image segmentation based on a volumetric, fully CNN. https://github.com/faustomilletari/VNet 

SegNet [100] Deep fully CNN architecture for semantic pixel-wise segmentation http://mi.eng.cam.ac.uk/projects/segnet/ 

SpineNet [101] CNN backbone with scale-permuted intermediate features and cross-scale 

connections learned on an object detection task by Neural Architecture Search. 

https://github.com/lucifer443/SpineNet-Pytorch/tree/ 

a7059eff295dcee16d719b381f80af8eb3fe42f6 

SpineTK [102] Code to train a network for doing MR, CT, and X-ray image annotation, 

including landmark annotation of 6 keypoints on individual vertebral bodies for 

vertebral height measurement 

https://github.com/abhisuri97/SpineTK 

[103] Source code for deep residual learning for multi-class robotic tool segmentation https://github.com/warmspringwinds/tf- image- segmentation 
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f data reporting and poor model transparency [18 , 30] . Implementing
 standardized mandatory checklist into the DL peer-review process, as
t is currently done with the STROBE checklist for human observational
tudies [31] , could help enhance the quality of the published studies and
mprove model reproducibility and comparison [18] . In turn, improv-
ng the quality of the research and robustness of the DL models may
ccelerate their implementation into clinical practice. 

atasets and DL reliability 

Data quality and availability are significant determinants of models’
erformance and reliability and have been recognized as a fundamen-
al challenge to developing DL for medical imaging [32] . In the current
eview, issues similar to previously reported limitations regarding the
11 
ata’s quality [32] were raised, including imbalanced data, lack of ad-
quately annotated data, and limited confidence intervals. While the
orrect sample size required to train a DL model to perform adequately
s challenging to estimate in advance, the reported datasets seem very
imited compared to datasets for general computer vision tasks, which
ypically range from a hundred thousand to millions of annotated pic-
ures [33] . One likely explanation for the difference in dataset size is the
imited number of samples and patients currently available in the pub-
ic databases for medical imaging tasks compared to public databases
vailable for general computer vision tasks. Nevertheless, the studies
ncluded in this review commonly reported good DL performance de-
pite potential issues related to data quantity. Still, it remains unclear
ow well the final DL models perform their task regarding over-fitting
o their training datasets. 
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https://github.com/pangshumao/CARN
https://links.lww.com/CORR/A505
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https://github.com/spinalcordtoolbox/spinalcordtoolbox/tree/master/spinalcordtoolbox/deepseg
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https://github.com/zhang-de-lab/zhang-lab/tree/master/osteoporosis
https://github.com/kennethaweberii/Neck_Muscle_Segmentation
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https://github.com/TXVision/DR_Fracture_Classification
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https://github.com/abhisuri97/SpineTK
https://github.com/warmspringwinds/tf-image-segmentation
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L model performance 

Most of the studies included in this review (91%) evaluated several
L pipelines or multiple types or DL models. The subsequent identifi-
ation of the best model was usually based on comparing their perfor-
ance using various metrics, predominantly calculated by comparing
L predictions against reference data obtained from human observers,
s it is common practice in AI [20] . The predominantly used perfor-
ance metrics were probabilistic measurements, including accuracy,

ensitivity and specificity, and AUC. However, these metrics have con-
iderable limitations and cannot be considered reliable in some situa-
ions frequently encountered in the reviewed studies. The main limita-
ion of their use was the label imbalance observed in most datasets that
ncluded diseased patients. Using accuracy as an indicator of perfor-
ance with an unbalanced dataset may artificially improve the perfor-
ances due to this sensitivity of accuracy to the prevalence of positive
iagnosis in a dataset and the tendency of this performance metric to
avor the majority class [34] . These studies were then prone to positive-
egative class bias and misleading models’ performances in such situa-
ions due to limited pre-test probability assessment [35] . Acknowledg-
ng potential bias or study limitations is vital for accurate result inter-
retation, especially when claims are made regarding clinical care. Nev-
rtheless, it is unclear if the studies included in the review accounted
or the label class imbalance, specifically the number of healthy and
iseased or positives and negatives in the dataset. 

linical implementation and ethics 

Caution is needed when developing DL methodologies for clinical
ractice. Before clinical implementation, external validation and repli-
ation of the DL models’ performances should be completed. Compared
o internal validation, external validation allows a more robust demon-
tration of the clinical utility of the methodology. Nevertheless, only a
inority of studies (8%) investigated pre-existing DL models, and few

f the remaining studies (15%), which were developing DL models, ex-
ernally validated the completed DL pipeline on a dataset distinct from
heir training dataset. Although a tool may appear promising in a partic-
lar setting, they are unlikely to perform the same after being deployed
nto different spine clinical care settings, particularly if employed across
ifferent patient populations. Nevertheless, very few studies provided
nformation or demonstrated the use of DL techniques in real-world sit-
ations, suggesting that further consideration and research are required
o test such models’ clinical utility and applicability. For all the reasons
entioned earlier, the field of DL combined with medical imaging for

pine clinical applications does not appear ready for widespread clinical
ecognition and remains in its development phase. As such, DL does not
eplace other research or analytic approaches; instead, it can potentially
dd value to the available tools for spine clinical care research. Partner-
hips between clinicians and data science experts are essential to ensure
he clinical utility of the DL models developed for healthcare. 

uture research directions and conclusions 

The DL and medical imaging for spine clinical care is an emerging
eseach field with exciting recent developments with the potential to
mprove patient care. This review of 365 studies showed that problem-
pecific DL models could significantly improve the detection and diag-
osis of spinal conditions on medical imaging. While it is evident that
L is unlikely to replace radiologists or other health experts in the near

uture, it holds the potential to be an efficient tool to decrease the clin-
cal burden of radiologists and clinicians. Though less frequently inves-
igated, research into other applications of DL, such as clinical decision
upport, assessment, and outcome prediction, has demonstrated initial
ositive results. Nevertheless, the available studies on these topics are
urrently limited, and further research is required to identify additional
12 
enefits of DL for spine clinical care. The analysis of the included stud-
es highlighted the following needs for further studies or improvement:
) commitment to data and model transparency, 2) reproducibility and
eneralizability improvement of DL models, 3) performing external and
omprehensive validation of the proposed methodologies on different
atasets, and 4) establishing of DL ethics guidelines at all levels of DL de-
elopment. In addition, efforts to improve research methodologies and
he impact of DL on patients should be better considered. Furthermore,
tandard imaging protocols, agreed-upon datasets to perform DL mod-
ls’ benchmarking, standardized performance metrics, and unbiased ac-
uracy indicators appeared to be lacking in the current literature. Such
tandards would improve the quality of AI research and allow for bet-
er clinical implementation and further advances in the field of DL for
pinal imaging. 

The generation of large spine datasets combined with DL tools acces-
ible to researchers and clinicians is also needed to support the devel-
pment of novel DL applications and improve the current spine clinical
are models. More work is needed to define best practices with DL tools
o guide clinical-decision making process for spine clinical care and to
acilitate eventual clinical implementation. 
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