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Fusion of heterogeneous industrial data using polygon generation & 
deep learning 

Mohamed Elhefnawy a,b, Mohamed-Salah Ouali a, Ahmed Ragab a,b,c,*, Mouloud Amazouz b 
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A B S T R A C T   

Analysis of industrial data imposes several challenges. These data are acquired from heterogeneous sources such 
as sensors, cameras, IoT, etc, and are stored in different structures and formats with different sampling fre
quencies. They are also stored in isolated silos in different locations which hinders their exploitation. Therefore, 
there is a clear need to integrate these disconnected data silos at different processing levels and make them clean, 
easily accessible, and fully exploitable. This paper proposes a data fusion method that merges heterogeneous 
sources of data at raw, information, and decision levels using polygon generation and deep learning (DL) 
techniques. An innovative polygon generation technique is proposed to preprocess each data source and convert 
it into powerful representations that capture all possible relationships in the data, thus extracting the maximum 
knowledge and achieving better prediction accuracy of the corresponding DL method. The proposed method is 
targeting challenging data modeling problems found in industrial processes. It is validated successfully using a 
case study in the realm of process system engineering. The results obtained demonstrate that the proposed fusion 
method is more accurate, with a minimum of 20% improvement, compared to other methods previously used in 
the literature.   

1. Introduction 

Many industries have recently undertaken a series of digitalization 
projects, aiming at automating and improving the operation of their 
processes. As a result, huge volumes of data, referred to as Massive or Big 
Data, consisting of a large number of observations, are being acquired 
from the industrial processes at a high velocity and in a variety of forms 
[1]. Process industries such as Pulp & Paper production, Oil refining, 
cement manufacturing, chemicals manufacturing, mining, and metal 
processing represent a significant share in terms of energy consumption 
as well as economic and environmental impacts [2]. These industries 
started investing in data analysis for better monitoring and maintenance 
of their equipment, units, and processes. As an example, in the process 
industry, pulp and paper mills started leveraging data to monitor the 
state of papermaking machines [3–5]. 

Industrial plants are equipped with hundreds or thousands of sensors 
(temperature, pressure, vibration, etc.) that produce large amounts of 
data. The analysis of these industrial data imposes several challenges, 

briefly stated in the following points: 1) they are acquired from het
erogeneous sources such as sensors, cameras, IoT, etc., and are stored in 
different formats, 2) the storage of these data in isolated silos located in 
different locations, 3) data quality challenges due to missing values, 
contamination with different sources of noise, different sampling fre
quencies, etc. need to be addressed to derive meaningful insights, and 3) 
selecting between many data management platforms and communica
tion protocols is challenging. All these challenges hinder the exploita
tion of these data that is an important asset. 

It is too difficult to capture the whole picture of a large-scale in
dustrial process without using multiple data sources and types. Every 
data type gives a complementary insight into the operation of a process. 
Accordingly, it is important to maximize the value of each data source 
through an efficient data modeling and fusion approach. The full 
exploitation of such data can significantly impact the performance and 
robustness of the developed digital solution regardless of the adopted 
modeling approach. The question is how industry can fuse disconnected 
data silos and make them clean, integrated, easily accessible, and fully 
exploitable? 
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Most existing data integration and fusion methods assume imprac
tical assumptions about the distribution of the industrial data [6]. They 
still rely on the human expert with significant knowledge about the 
industrial process operation. However, it is hard for an expert to effi
ciently address a complex system operation given its high non-linear 
dynamics and non-stationarity due to elevated interactions between 
several components. To extract useful knowledge from heterogeneous 
data sources with minimal human effort, artificial intelligence (AI) al
gorithms can play a significant role to automate the data fusion process 
and to develop accurate prediction models representing complex in
teractions and phenomena in the process thus resulting in better moni
toring, optimization and maintenance [7]. 

Deep learning (DL) has been used as an efficient AI prediction 
approach (Yoshua Bengio, 2017). However, most of existing DL methods 
focus on developing more specialized algorithms rather than focusing on 
improving the quality of data and testing its representativeness before 
the training process. In data-centric AI, the goal is to develop AI models 
that can learn from quality data and produce accurate, reliable, and 
useful insights and predictions [8]. Data needs to be relevant, and 
representative of the problem being addressed before feeding it into the 
DL training process [9,10]. An efficient data representation method 
based on Polygon Generation was proposed in Ref. [5], where the nu
merical data is systematically transformed into fully representative 
graphs (polygons). These polygons are fed, in the form of 2-D images, as 
an input to train DL architectures that can achieve a great performance 
in computer vision problems for data classification and regression [11]. 

This paper proposes a novel fusion method that merges heteroge
neous data sources at different abstraction levels (raw, information and 
knowledge levels) through polygon generation and the DL methods to 
enhance the industrial data representation/quality and modeling per
formance. The proposed method is generic and can be applied to several 
modeling problems having diversified data sources. The proposed 
method uses two fusion approaches where the main block in each of 
them is the polygon generation. The first fusion approach merges the 
knowledge acquired from different trained DL prediction models. The 
second one concatenates raw data and/or information then uses the 
concatenated data/information to build a single DL fusion model. The 
comparison between both approaches is discussed in this paper. The 
PRONTO benchmark dataset, introduced in Ref. [12], comprising 
diversified data sources (e.g. ultrasonic sensors, high frequency pressure 
sensors, process data, etc.) is used as a case study to validate the pro
posed fusion method. 

This rest of the paper is structured as follows: Section 2 presents the 
background and work related to polygon generation. Section 3 presents 
the proposed data fusion method along with its two approaches. Section 

4 presents the case study including a process overview, experimental 
setup, and results. Section 5 gives remarks and refers to future research 
directions, and Section 6 concludes the paper. 

2. Background & related work 

2.1. Deep learning & data quality in decision making 

Digitalization and data fusion are key processes that help organiza
tions ultimately reach well-informed strategic decisions [13]. The DIKW 
Pyramid, an acronym for Data, Information, Knowledge, and Wisdom, is 
a foundational framework used to explain how data can be transformed 
into actionable insights [14]. The DIKW pyramid serves for under
standing the complex relationship between data fusion and digitaliza
tion to empower industries to harness the full potential of their data, 
leading to increased operational efficiency, and the creation of value 
through their value chains. The raw data is the base of the pyramid and 
is collected from different sources. The next level is the information that 
is extracted from this raw data in the form of features, and then comes 
the knowledge discovered in the form of ML trained models for the sake 
of human decision making (wisdom). 

It is worth mentioning that the majority of existing data fusion 
methods focus only on merging data at the information and knowledge 
levels. This can result in a loss of information content in the original raw 
data. Accordingly, incorporating the data fusion at the raw level would 
maximize the global value of the heterogeneous data and better leverage 
its knowledge content thus help addressing different decision-making 
problems. 

The adoption of AI in process industries is linked with the success of 
the entire AI lifecycle and addressing its needs [15]. One of the main 
components of this lifecycle is data preparation and representation. 
Given the available high performance computing (HPC) infrastructures, 
deep learning (DL) has been used extensively as an efficient end-to-end 
AI approach for building more accurate and representative models 
compared to other classical analytical methods [16–19] and developing 
robust models for several applications including system performance 
prediction [20]. In fact, practitioners and researchers in the DL field are 
still developing new architectures and/or optimizing the existing ones 
without looking over the quality of available data and maximize their 
value before exploitation. Since data acts as the fuel for the DL archi
tectures in the modeling process, the quality of the prepared data 
significantly impacts the overall performance of the trained models 
[21]. Data-centric AI is emerging approach that aims at improving the 
data quality through an efficient representation to maximally exploit the 
DL modeling capability, thus achieving more accurate prediction [22, 
23]. Researchers and practitioners are recently starting using this 
approach to obtain the best data representation that achieve the highest 
prediction performance using the same DL architecture [24–26]. 

A number of review papers and comprehensive surveys compiling 
various DL-based fusion methods have been identified in the literature 
[27–31]. Table 1 lists examples of recent DL-based fusion methods. One 
of the key limitations of the existing methods is their inadequate rep
resentation of the available data, leading to suboptimal exploitation of 
its informational content. Moreover, these methods focus on the fusion 
at feature (information) or decision (knowledge) level, potentially 
causing information loss compared to using the raw data. To address 
these shortcomings, this paper proposes a fusion method that merges 
heterogeneous data sources across three levels (raw, information and 
knowledge) while using an effective data representation technique to 
maximize data exploitation. This approach is detailed in the following 
subsection. 

2.2. Polygon generation: an efficient data representation 

The Polygon Generation was proposed in Ref. [5] as an efficient data 
representation method, where the numerical data is systematically 

Nomenclature 

Xj The jth variable in the data 
q̂ The unit vector in the x direction 
l̂ The unit vector in the y direction 
Xj The mean of variable Xj 

δj The standard deviation of variable Xj 

xhj The value of variable Xj for hth observation 
Zhj The standardized value of variable Xj for hth observation 
X̂j The unit vector of the polygon side representing 

variable Xj 

Xj
→ The point coordinates of the zero standardized value of 

the variable Xj 

Xh
j

̅→
The point coordinates of the standardized values for hth 

observation of variable Xj  
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transformed into fully representative graphs (polygons). Each variable is 
represented as a polygon side where every point on the side represents a 
corresponding numerical value. The points on the polygon sides repre
senting the observation values are connected in the form of the Hamil
tonian cycles [36]. As a definition, Hamiltonian cycle is a close loop that 
can go through all vertices only once. These generated polygons can 
represent all complex interrelationships between data variables. In what 
follows, we summarize the steps of the polygon representation proposed 
in Ref. [5] through a toy example of data observations with six variables. 

Each variable Xj, where j = 1,2, ..,6 is represented by a polygon side, 
as shown in Fig. 1 (hexagon in this example). All variables are numbered 
in a clockwise direction. Eq. (1) is used to calculate the standardized 
values Zhj for the variable Xj of the hth observation in the data. 

Zhj =
xhj − Xj

δj
(1)  

where xhj is the numeric value of the hth observation for the variable Xj, 
Xj and δj are the mean value and standard deviation of variable Xj, 

respectively. As shown in Fig. 1, the standardized values Zhj are repre
sented by the point coordinates (in orange) on each side of the polygon, 
calculated using Eq. (2). 

Xh
j

̅→
= Xj
→

+
(
Zhj ∗ X̂j

)
(2)  

where Xj
→ represents the point coordinates (in blue) of the zero stan

dardized value of the variable Xj and X̂j represents the unit vector of 
each corresponding polygon side. Table 2 shows the values calculated 
using Eq. (1) and Eq. (2) for the toy example shown in Fig. 1. A pseu
docode for the polygon generation is shown in Table 3. 

2.3. Polygon generation for industrial modeling problems 

The Polygon Generation method [5] opens the door for modeling 
different industrial problems from computer vision perspectives, thus 
exploiting the DL capability in discriminative and generative modeling 
for efficient mapping of the input process variables into the desired 
outcomes [38]. This data representational method outperformed other 
machine learning and state-of-art DL classifiers [5]. In that work, it is 
used for fault classification in each of the targeted case studies: Ten
nessee Eastman Process (TEP) [39] and a reboiler system of heat re
covery network in a thermomechanical pulp mill. In Ref. [11], the 
polygon generation is used along with the state-of-art generative DL 
technique (conditional generative adversarial networks – cGANs) to 
predict the key performance indicators using a complex dataset acquired 
from a black liquor recovery boiler in a Kraft pulp & paper mill located 
in Canada. Besides, the polygon generation is used for time-series pre
diction in a highly dynamic non-linear industrial processes, where 
video-to-video translation technique is used for mapping polygon 
streams (videos) representing input process variables into those repre
senting the outputs [11]. 

Table 4 provides an overview and categorizes industrial problems 
modeled using polygon generation method proposed in Ref. [5]. The 
common limitation of the three polygon generation methods is their 
reliance on a single data source or homogeneous sources for predicting 
categorical, continuous, or time-series outputs. This paper addresses this 
limitation by fusing heterogeneous sources to leverage the comple
mentary information about the targeted complex physical phenomena. 
This fusion approach yields improved data quality and efficient pre
diction, ultimately leading to more effective decision-making process. 

3. Proposed data fusion method: polygon & decision fusion 

This paper proposes a data fusion method that merges different data 
sources at raw, information (polygon level) and decision level for more 
efficient and accurate modeling of the industrial processes. The pro
posed method comprises two different fusion approaches: The first 
approach (called decision fusion) merges the knowledge obtained from 
the different DL models, and the second one (polygon fusion) fuses the 
raw data and/or information in the form of a single representative 
polygon. The details of each approach are illustrated in the following 
subsections. 

3.1. Approach 1: decision fusion 

The first approach fuses the different data sources at the knowledge 
(decision) level. As shown in Fig. 2, the data sources are referred to as 
data blocks (DB). In case of N data blocks (DB1, DB2, …, DBN), the 
polygon generation technique proposed in Ref. [5] is applied to each DB 
separately to synthesize a set of representative polygons for each data 
source. This means that every observation in a data block is converted 
into set of polygons (images) and fed as an input to train the corre
sponding DL model. Given N data blocks, a DL model is trained for each 
block, denoted as DL model1,DL model2,…,DL modelN. For readers who 

Table 1 
Examples of existing DL-based data fusion methods.  

Reference Fusion level Description Applications 

[32] Feature 
(information) 

Extracting features for each 
fault using stacked 
autoencoders (SAE) and 
merging them for accurate 
diagnostics 

Fault diagnostics in 
the Tennessee 
Eastman process 

[33] Feature 
(information) 

Merging spatial and 
temporal features using 
Convolutional neural 
networks (CNN) and Long- 
short term memory (LSTM) 
for accurate diagnostics 

Fault diagnosis in 
industrial coking 
furnace process 

[34] Feature 
(information) 

Fusing sensory data using 
parallel CNN for predicting 
the tool wear compared to 
other ML and DL regressors 

Cutting tool 
monitoring and 
bearing fault 
diagnosis 

[35] Decision 
(knowledge) 

Merging diversified remote 
sensing data: LiDAR, 
Hyperspectral data and 
high-resolution RGB 
images using ensemble of 
classifiers 

Classification of 
urban land use and 
land cover  

Fig. 1. A polygon generated from a numeric observation of six data variables 

using the method proposed in Ref. [5], where Xh
j

̅→
represents the point co

ordinates of standardized values of the hth observation for each variable Xj, Xj
→

represents the point coordinates of the zero standardized value of the variable 
Xj and X̂j represents the unit vector of each polygon side. 
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are interested in detailed procedure of the polygon generation tech
nique, they can refer to the method described in Ref. [5]. 

One of the DL architectures that can deal efficiently with these 
polygon images is the convolutional neural networks (CNNs) [40]. The 
proposed approach allows the flexibility to select the neural network 
architectures used for building the DL models. 

Each set of polygon images for each data block has a different 
structure according to the nature (i.e. sampling frequency, number of 
variables and their interactions, etc.) of the corresponding data block. 
Accordingly, the network architecture and its hyperparameters for each 
DL model need to be tuned and optimized for the best prediction per
formance. There are several algorithms that can be used for hyper
parameter optimization in DL architectures [41]. The proposed 
approach also allows for selecting the neural architecture using strate
gies such as neural architecture search (NAS) [42]. It is worth 
mentioning that both hyperparameter optimization and NAS are time 
consuming and computationally expensive tasks, however, they provide 
more adaptability and reliability for the proposed fusion method. 

After terminating the training of the N DL models, the unseen ob
servations (testing data) from different DBs are converted into polygons 
as well and tested using the trained models to acquire N decisions 
denoted as Decision1,Decision2,…,DecisionN. These decisions are then 
fused using one of different voting criteria such as majority voting, 
weighted majority voting, behavior knowledge space (BKS) [43], etc. 
This fusion approach results in a unified and accurate decision that le
verages the use of different complementary data sources. The pseudo
code for the proposed decision fusion approach is shown in Table 5. 

Table 2 

Calculations of point coordinates X1
j

̅→
on the sides of the polygon for a numeric observation with six variables shown in Fig. 1, where ̂q and ̂l are the unit vectors of x and 

y directions, respectively.  

j x1j Xj δj Z1j X̂j Xj
→

X1
j

̅→

1 14.25 28.56 7.85 − 1.82 0.87 q̂ − 0.5 l̂ 2.6 q̂ + 4.5 l̂ 1.02 q̂ + 5.41 l̂ 
2 10.79 23.15 8.05 − 1.54 0 q̂ − 1 l̂ 5.19 q̂ + 0 l̂ 5.19 q̂ + 1.54 l̂ 
3 9.83 12.04 2.93 − 0.75 − 0.87 q̂ − 0.5 l̂ 2.6 q̂ − 4.5 l̂ 3.25 q̂ − 4.12 l̂ 
4 15.21 15.95 3.3 − 0.22 − 0.87 q̂ + 0.5 l̂ − 2.6 q̂ − 4.5 l̂ − 2.4 q̂ − 4.61 l̂ 
5 19.78 25.1 6.54 − 0.81 0 q̂ + 1 l̂ − 5.19 q̂ + 0 l̂ − 5.19 q̂ − 0.81 l̂ 
6 3135 2979.07 888.42 0.18 0.87 q̂ + 0.5 l̂ − 2.6 q̂ + 4.5 l̂ − 2.45 q̂ + 4.59 l̂  

Table 3 
Pseudocode of the Polygon Generation method.  

Algorithm 1: Polygon Generation 

Inputs: Raw numeric data matrix X, with m rows (representing the observations) and 
n columns (representing variables), pre-specified side length of the regular polygon 
(l)

Construct a polygon for all observations 
Construct a Hamiltonian cycle matrix (HamMat) using Hamiltonian decomposition 

using Lucas–Walecki Hamiltonian decompositions for N-complete graphs [37] 
Do j = 1 to n 
Calculate the midpoint of each polygon side (Xj

→) and its unit vector (X̂j ) 
Calculate the mean of each variable (Xj) and its standard deviation (δj) 
End 
Do h = 1 to m 
Do j = 1 to n 
Calculate the standardized data values Zhj using Eq. (1) 

Calculate the data coordinates on the polygon sides Xh
j

̅→
using Eq. (2) 

End 

Connect the points Xh
j

̅→
on the polygon sides using HamMat to generate float

(
n /2

)

polygon images for each hth observation 
End 
Outputs: Representative polygons that systematically express the interrelationships 

between all data variables  

Table 4 
Categorization of Polygon Generation-based modeling problems.  

Reference Problem Type Description Applications 

[5] Classification Efficient 
representation of 
datasets with large 
number of variables, 
thus building 
accurate prediction 
models that 
outperform classical 
ML and state-of-art 
DL classifiers  

• Fault classification in the 
Tennessee Eastman 
process  

• Identification of causes 
of an abnormal event in a 
reboiler system of heat 
recovery network in 
thermomechanical pulp 
mills 

[11] Regression Mapping between the 
distributions of input 
variables and 
numerical outputs 
using an efficient 
Image-to-image DL 
translation technique 
(cGAN) 

Prediction of key 
performance indicators 
(steam production divided 
by black liquor flow, 
emitted amount of sulphur 
dioxide & emitted amount 
of total reduced sulphide) 
of a black liquor recovery 
boiler in a Kraft pulp & 
paper mill 

[11] Time-series 
Prediction 

Modeling the 
dynamic behavior of 
industrial processes 
using CycleGAN for 
mapping input 
variables into the 
time-series outputs 

Time-series modeling of 
key performance indicators 
(evaporated water, 
concentrator efficiency & 
fouling index) of a 
concentrator equipment in 
a complex heat exchanger 
network in a pulp mill  

Fig. 2. Schematic diagram of Approach 1 (Decision Fusion).  

M. Elhefnawy et al.                                                                                                                                                                                                                             



Results in Engineering 19 (2023) 101234

5

3.2. Approach 2: polygon fusion 

One of the strengths of the polygon generation proposed in Ref. [5] is 
that it can deal with numerical data with a large number of variables. 
The second approach makes use of this advantage and fuses the raw data 
and/or information at the polygon level. In this case, each DB can be the 
raw data, or features extracted from the original variables of the cor
responding data source. A unified polygon generation is followed as 
shown in Fig. 3, where the DBs are concatenated at the raw and/or in
formation (feature) level. 

This approach allows synthesizing a unified set of polygons that 
represent all the DBs with interrelationships between the different DBs 
and the variables (features) within each DB. This set of polygons is then 
introduced as an input to train a single DL model. This trained model is 
then used for testing new (unseen) observations representing the 
different DBs to have an accurate unified decision. It is worth 
mentioning that the hyperparameter optimization of the selected neural 
network architecture in this approach is less time-consuming than that 
of Approach 1 (Decision Fusion), as we have a single model to tune 
instead of multiple ones. The pseudocode of the polygon fusion 
approach is shown in Table 6. 

4. Case study: multiphase flow facility (PRONTO benchmark 
dataset) 

The proposed fusion method is validated using the benchmark 
dataset PRONTO (PROcess NeTwork Optimization) collected from a 
multiphase flow facility in the process system engineering laboratory at 
Cranfield University [12]. This benchmark dataset is publicly available 
and has been used in a number of research studies in the field of process 
system engineering [44–47]. The process description and data collected 
are presented in this section along with experimental setup to demon
strate the effectiveness of the proposed method. 

4.1. PRONTO: process overview 

The PRONTO dataset includes heterogeneous data collected from 
different sensors installed in the multiphase flow facility shown in Fig. 4 
[48]. The dark red rectangles in the figure refer to the process variables, 
the green circles refer to high-frequency pressure measurements and the 
purple oval highlights the ultrasonic sensor. 

In this multiphase flow facility, water and air are mixed through the 
horizontal section, then they are separated. The flow rates of the input 
air and water are controlled for implementing different operating con
ditions. The data are collected from these operating conditions including 
normal and faulty states. Input flows are mixed in the mixing zone then 
at the top of the riser, the flow is separated by two separators in 
sequence; the water returns to the storage tank and the airflow is 
released into the atmosphere after separation. For more detail on the 
process description and its operating conditions, the readers may refer to 
this technical report [12]. 

4.2. Data sources and feature extraction 

Table 7 shows the heterogeneous data sources in the PRONTO 
benchmark dataset along with their sampling frequencies and avail
ability. In this paper, three measured variables from different data 
sources are used, namely: process variables (17 variables including 
pressure, flow rate, temperature, and water density), nine pressure 
sensors distributed along the pipelines from the mixing zone to the riser 
top as shown in Fig. 4 and the last variable is measured by the Doppler 
ultrasonic sensor. It is worth mentioning that the videos, alarm, event, 
and change logs can be used in the future work where the polygon 
generation can be adapted to handle these types of data, but this is out of 
the scope of this work. 

The main challenge in the heterogeneity of these three different 
sources is the variability of the sampling frequencies and their avail
ability. As shown in Table 7, the process data is available continuously at 
a lower sampling rate (1 Hz), while high-frequency pressure and ultra
sonic measurements are collected in 60-sec segments at much higher 
sampling rates. To address this problem, one solution is to synchronize 

Table 5 
Pseudocode for the Approach 1 (Decision Fusion).  

Algorithm 2: Approach 1 (Decision fusion) 

Inputs: N heterogeneous training data blocks (TrainDB1,TrainDB2, ..,TrainDBN), N DL 
models (DL model1,DL model2, ..DL modelN) (could be the same architecture such as 
CNN), N heterogeneous testing (unseen) data blocks (TestDB1,TestDB2, ..,TestDBN), 
Decision Fusion strategy (e.g. Majority Voting, Weighted Majority Voting, BKS) 
(DF strategy)

/*Training Phase*/ 
Do i = 1 to N 
Convert TrainDBi to a set of TrainPolygonsi using Algorithm 1: Polygon Generation 
Feed TrainPolygonsi into DL modeli for training 
End 
/*Testing Phase*/ 
Do k = 1 to N 
Convert TestDBk to a set of TestPolygonsk using Algorithm 1: Polygon Generation 
Test DL modelk using TestPolygonsk to come up with Decisionsk 
End 
Fuse Decisions1,Decisions2,DecisionsN using DF strategy to obtain a Unified Decision. 
Outputs: Trained DL models (DL model1,DL model2, ..DL modelN) for predicting new 

(unseen) observations.  

Fig. 3. Schematic diagram of Approach 2 (Polygon Fusion).  

Table 6 
Pseudocode for Approach 2 (Polygon Fusion).  

Algorithm 3: Approach 2 (Polygon fusion) 

Inputs: N heterogeneous training data blocks (TrainDB1,TrainDB2, ..,TrainDBN), A DL 
classification architecture (DL model) for training all the data blocks, N 
heterogeneous testing (unseen) data blocks (TestDB1,TestDB2, ..,TestDBN)

/*Training Phase*/ 
Concatenate (TrainDB1,TrainDB2, ..,TrainDBN) at the raw or information level to 

come up with a single TrainDB 
Convert TrainDB to a set of TrainPolygons using Algorithm 1: Polygon Generation 
Feed TrainPolygons into DL model for training 
/*Testing Phase*/ 
Concatenate (TestDB1,TestDB2, ..,TestDBN) at the raw or information level to come up 

with a single TestDB 
Convert TestDB to a set of TestPolygons using Algorithm 1: Polygon Generation 
Test DL model using TestPolygons to come up with a Unified Decision 
Outputs: Trained DL model (DL model) for predicting unseen observations.  
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the 60-s segments of process data with high-frequency measurements 
using the operation log, which indicates the process state (class) and 
corresponding timestamps. 

For the sake of synchronization, a number of features are extracted 
for each second from the high-frequency pressure and ultrasonic data to 
make use of all sampled data in each data source instead of using a 
simple sample-and-hold strategy. Accordingly, these features are inte
grated with the remaining process data. There are frequency-domain 
representation methods that can be used for synchronizing these het
erogeneous data sources such as Fourier Transform (FT) [49]. However, 
the limitation of the FT is that it assumes that the signal being analyzed 
is stationary, meaning that its statistical properties do not change over 
time. This is not a practical assumption in many industrial applications. 
Therefore, continuous wavelet transform (CWT) [50] can be used 
instead to reflect the non-stationarity of the data taking into account 
both its spectral and temporal information. It has been used extensively 
and successfully in the literature for fault detection and diagnosis in 
various industrial applications [51–53]. In this paper, five CWT features 

were extracted per second for each pressure sensor and the same for the 
ultrasonic sensor in the time-frequency domain as shown in Fig. 5. 
Accordingly, forty-five features were extracted from the pressure sen
sory data, and other five features were extracted from the ultrasonic 
sensory data. 

4.3. Experimental setup and results 

Regarding the decision fusion (Approach 1), polygons were gener
ated for the 17 process variables and the CWT features extracted from 
the pressure and ultrasonic data separately as shown in Fig. 6. A CNN 
model was trained for each data type, then a voting criteria was used for 
fusing the decisions of the three different DL trained models. While in 
the polygon fusion approach, a unified set of polygons that represents 
the relationships between all sixty-seven variables and features was 
generated to be used for training a single CNN architecture as shown in 
Fig. 7. The trained model was then used as a classifier to identify normal 
and faulty situations. 

For the purpose of validation, we compare the results obtained using 
the two fusion approaches with those obtained in the literature [12]. 
The authors in Ref. [12] have used the data of the high-frequency 
pressure sensors to classify the normal operation and the four different 
faulty scenarios (Slugging, Air blockage, Air Leakage and Diverted 
Flow). In that work, frequency domain features have been extracted per 
second for the whole 60-s measurements without overlapping. The 
maximum magnitude of the frequency domain spectrum for each 100 Hz 
band was used as a feature, accordingly, twenty-five features were 
extracted per second for each pressure sensor, then the Naïve Bayes 
algorithm has been used as a fault classifier. 

In this paper, the performance of our proposed fusion method was 
compared with three baseline classifiers; Radial Basis Function Neural 

Fig. 4. A schematic diagram of the multiphase flow facility adapted from [12].  

Table 7 
Types of heterogeneous data in the PRONTO benchmark dataset (only data 
sources in bold were used in this paper).  

Data sources Sampling 
rate 

Availability 

Process variables (pressure, flow rate, 
temperature, and density sensors) 

1 Hz Continuous 

Doppler ultrasonic sensor 10 kHz 60 s 
High-frequency pressure sensors 5 kHz 60 s 
Videos – 30–60 s 
Alarm, event, changelogs Event- 

driven 
Discrete 
event  
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Network (RBFNN), Multi-layer Perceptron (MLP) and k-Nearest Neigh
bors (kNN), given their extensive use in the literature [54–65]. The 
hyperparameters of all classifiers were optimized using the 5-fold cross 
validation technique, where the ranges of these hyperparameters are 
listed in Table 8. Grid search has been used to fully represent the whole 
space of the hyperparameters where they are optimized. This includes 
all possible combinations of different hyperparameters in each classifier. 

The performance metrics used in this paper are the F1 score, preci
sion, recall, and overall accuracy calculated using Eq. (3), (4), (5) & (6), 
respectively. 

F1=
2 TP

2 TP + FP + FN
(3)  

Fig. 5. Feature extraction using continuous wavelet transform for high-frequency pressure sensors and the ultrasonic sensor in the PRONTO dataset.  

Fig. 6. Schematic of the decision fusion (Approach 1) using the PRONTO dataset.  
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Precision=
TP

TP + FP
(4)  

Recall=
TP

TP + FN
(5)  

Overall Accuracy=
TP + TN

TP + FP + FN + TN
(6)  

where FP, TP and FN, TN are the number of false positives, true positives, 
false negatives, and true negatives respectively. The performance met
rics for each classifier are shown in Tables 9–11. The behavior knowl
edge space (BKS) [66] was used as the strategy of merging decisions in 
the proposed decision fusion (Approach 1) as a voting criteria. We 
partitioned the whole dataset randomly before the polygon generation 
and CWT feature extraction steps into 70% for training and validation 
for hyperparameter optimization while the remaining 30% was used for 
testing, as recommended by many machine learning researchers and 
practitioners [67–69]. The training stage is done once offline and the 
trained models are then saved and deployed for online classification. 

The TensorFlow [70] with Python 3.7 was used to implement, train 
and test the proposed fusion method and other baseline algorithms using 

a computational infrastructure with following specifications: Intel(R) 
Core(TM) i7-8750H CPU @2.2 GHz + NVIDIA GeForce GTX 1070 with 
Max-Q Design. Accordingly, the training and testing elapsed time for 
each classifier are shown in Table 12. 

5. Discussion, remarks & future work 

It can be observed that the proposed fusion method with the two 
approaches outperforms the classification method used in Ref. [12] and 
other comparable classifiers in terms of F1 scores, precision, recall and 
the overall accuracy. This is mainly attributed to the fact that both fusion 
approaches maximally exploit the different available data sources to 
capture the whole picture of the process for more accurate 
decision-making. It can also be observed that the polygon fusion 
approach is slightly better than the decision fusion approach. Despite 
having a large number of variables and features (67 variables and fea
tures), it has been proved that the fusion at the polygon level is effective. 
It is worth mentioning that the elapsed time for training and testing 
depends on the available computational power. The training stage is 
done only once offline, then the testing is done as long as we have new 
online observations. Although the training of the DL models in our 
proposed method needs more time than other baselines, the testing 
(inference) time is relatively small which ensures the reliability of the 
proposed method. 

The main motivation of developing the proposed fusion approaches 
is improving the performance of industrial systems through merging the 
available heterogeneous data (i.e., PRONTO dataset) by exploiting the 
modeling power of DL and improving the data representation, thus 
maximizing its global value. This is achieved through using an efficient 
representation approach (i.e., Polygon Generation) and predictive DL 
algorithms (i.e., CNNs). These two main blocks help accurately predict 
the system performance, which is an urgent and prioritized need for 
many industrial systems. 

It is worth mentioning that one of the advantages of the proposed 

Fig. 7. Schematic of the polygon fusion (Approach 2) using the PRONTO dataset.  

Table 8 
Range of hyperparameters of each classifier.  

Algorithm Hyperparameters 

Proposed Fusion 
Method 

n = [4,64], r = (2,3), batch size = [50,200] 
# epochs = [30,150], activation function = {sigmoid, ReLU} 

MLP # neurons in hidden layer = [10,40] 
Maximum number of iterations = [1000,5000] 

KNN K = [3,15] 
Weights = {‘uniform’,‘weighted with distance’} 
Distance = {‘Euclidean’,‘Manhattan’} 

RBFNN # clusters = [5,30] coefficient of smoothing exponential 
kernel = [0.1,0.9]  

Table 9 
Overall accuracy of each classifier using the PRONTO dataset.  

Algorithm Approach 1 Decision Fusion Approach 2 Polygon Fusion Naïve Bayes [12] RBFNN MLP kNN 

Overall Accuracy % 99 100 75 61 69 79  
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fusion approaches is the generic nature of the polygon generation 
technique and its reliability in different systems using available nu
merical data. Representing all interrelationships between data variables 
in the form of polygon images opens the door to make use of the 
powerful DL classifiers for computer vision such as CNN. Accordingly, 
the polygon generation achieves one of the data-centric AI goals of 
improving the industrial data quality for better DL performance. In 
addition, polygons can be considered as a standardized data format that 
facilitates the integration of multiple data sources. Besides, the polygon 
representation can help in encryption and information security, thus 
facilitating the data sharing among different departments in the plant 
without affecting its confidentiality. Moreover, data visualization in the 
form of polygons can help in interpretation of DL models in the future 
work. Moreover, the DL modeling is flexible, and more state-of-art ar
chitectures other than CNN can be used for data classification. In addi
tion, it is flexible to choose voting criteria in the decision fusion process 
according to the targeted application and the contribution of each data 
source. 

It is worth mentioning that the resolution of the synthesized polygon 
images is critical in terms of prediction performance. Increasing their 
resolution may significantly increase the accuracy of the whole predic
tion approach but will result in a more computationally expensive task. 
One of our future research directions is using other data sources beside 
the existing numerical data such as images, point cloud LiDAR data, 
videos, categorical data, etc. using an ensemble of DL algorithms in our 
fusion approaches. The goal is to build a flexible and generic big data 

fusion platform that provides the end-users with accurate and robust 
knowledge. Integrating the proposed method using big data processing 
tools such as PySpark [71] will allow the end users to handle hetero
geneous data processing at scale through flexible deployable DL pipe
lines. The performance of such pipelines can be monitored and fully 
supervised by AI experts to ensure the reliability of the trained models. 

Other heterogeneous datasets will be used for further validation of 
our fusion approaches. Systems other than those in the process industry 
such as the forestry industry can be considered using the available 
heterogeneous data such as LiDAR data, digital aerial photography 
(DAP), drone-acquired images, etc. Adaptation of the proposed fusion 
method to work efficiently with regression problems will be considered 
in our future work. The visual representation of the polygon generation 
may help capture the actual data distribution, thus accurately predicting 
continuous outputs. 

6. Conclusion 

This paper proposes a novel method for heterogeneous data fusion. 
The proposed method is implemented in two distinct approaches (de
cision fusion and polygon fusion), both approaches rely on polygon 
generation and predictive deep learning (DL) modeling. Heterogeneous 
data blocks are represented as set of polygon images either in the form of 
multiple sets in the decision fusion approach or a single set in the 
polygon fusion one. These polygon images are then used to train DL 
models with selected architectures and optimized hyperparameters for 
accurate prediction. The two fusion approaches are validated on a 
benchmark dataset in the realm of process system engineering. Despite 
the heterogeneity of this dataset, the proposed fusion method is suc
cessfully applied at the raw, information (feature) and decision levels. It 
outperformed other machine learning models used in the literature to 
classify the normal and different faulty scenarios in the data. This fusion 
method would be a cornerstone for a big data fusion platform that can 
help accurately predict industrial system performance. As a generic 
method, it will be applied to other industrial systems owing to the 
flexibility of selecting and optimizing the DL architectures and the use of 
polygon generation as an efficient data representation technique. 
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Table 10 
Performance metrics of each classifier using the PRONTO dataset for Normal, Slugging and Air blockage classes.  

Algorithm Normal Slugging Air Blockage 

F1 Precision Recall F1 Precision Recall F1 Precision Recall 

Approach 1 Decision Fusion 0.99 0.99 1 0.99 1 0.99 0.99 0.99 1 
Approach 2 Polygon Fusion 1 1 1 1 1 1 1 1 1 
Naïve Bayes [12] 0.64 0.83 0.52 0.7 0.62 0.86 0.79 0.76 0.82 
RBFNN 0.69 0.75 0.64 0.84 0.85 0.83 0.54 0.47 0.64 
MLP 0.71 0.73 0.69 0.68 0.85 0.57 0.69 0.67 0.72 
kNN 0.89 0.92 0.87 0.94 0.94 0.93 0.72 0.68 0.76  

Table 11 
Performance metrics of each classifier using the PRONTO dataset for Air Leakage 
and Diverted Flow classes.  

Algorithm Air Leakage Diverted Flow 

F1 Precision Recall F1 Precision Recall 

Approach 1 
Decision Fusion 

0.99 1 0.99 0.99 0.99 1 

Approach 2 
Polygon Fusion 

1 1 1 1 1 1 

Naïve Bayes [12] 0.75 0.65 0.91 0.96 0.96 0.96 
RBFNN 0.66 0.78 0.58 0.42 0.43 0.41 
MLP 0.64 0.75 0.57 0.71 0.62 0.84 
kNN 0.78 0.82 0.75 0.76 0.76 0.75  

Table 12 
Training and testing elapsed time for each classifier using the PRONTO dataset.  

Algorithm Training elapsed time 
(in sec) 

Testing elapsed time (in 
seconds) 

Approach 1 Decision 
Fusion 

300 0.3 

Approach 2 Polygon 
Fusion 

100 0.1 

Naïve Bayes [12] 0.01 0.007 
RBFNN 156.5 0.03 
MLP 1.84 0.01 
kNN 0.003 0.3  
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