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Abstract

Traditional GNSS systems for positioning (PNT), such asGPS andGalileo, useMediumEarth
Orbits (MEO). Recently, the possibility to use Low Earth Orbit (LEO) orbits for PNT has
been investigated, which o昀昀er several advantages over the traditional MEO, e.g., higher power
and wider band. Among the available signals of opportunity (SOOPs), this thesis project in-
vestigates the feasibility of utilizing Starlink signals, primarily designed for global Internet cov-
erage, for positioning purposes. The Starlink signal structure is not publicly available, but the
literature suggests the presence of nine equidistant spectral peaks within a band of approxi-
mately 1MHz in the signal spectrum of each satellite, centered at frequency 11, 325GHz. The
method proposed in this thesis involves the acquisition and tracking of these peaks, on a sig-
nal sampled at a lower frequency than the estimated bandwidth for the entire Starlink channel
of 240 MHz, in order to reduce receiver complexity. For the acquisition phase, once the IQ
components have been extracted from the signal, the optimal acquisition window length is
selected as the trade-o昀昀 between noise and Fast Fourier Transform (FFT) computational per-
formance. The peak detection threshold is chosen based on the Gaussian distribution of noise
and a prede昀椀ned false alarm probability. This enables the selection of peaks above the noise
昀氀oor in each acquisition instance, facilitating the detection of potential satellites. Then, simi-
lar to standard GNSS receivers, a tracking loop (a third-order PLL assisted by a second-order
FLL) is implemented to estimate the Doppler frequency shift of the peaks over the entire cap-
tured window. However, as opposed to standard GNSS signals, Starlink does not use a PRN
code to identify the individual satellites. To resolve the ambiguity in satellite identi昀椀cation, a
method is proposed to compare the Doppler frequency shifts estimated from peak tracking
with the Doppler frequency shifts predicted by a visibility prediction tool, which provides the
ability to associate each identi昀椀ed peak with a speci昀椀c Starlink satellite. The tool uses Two-
Line Element Sets (TLEs) data and a simpli昀椀ed perturbation model (SGP4) to propagate the
satellite orbits. The method is applied to a signal captured using a basic con昀椀guration with a
Ku-bandLowNoise Block (LNB) converter, and the data acquired consist of raw In-phase and
Quadrature-phase (IQ) samples with a bandwidth of 4,096MHz around 11,325 GHz. The re-
sults show that the method allows to acquire several satellites in the captured signal, and to
track the corresponding peaks for positioning purposes.
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1
Introduction

Humans have always beenmotivated by the desire to accurately determine their position. This
intrinsic need, deeply rooted in our evolution, has led generations of scientists to develop and
perfect instruments capable of ensuring our correct orientation, whether at sea, in the air, or on
land. The ability to accurately determine one’s location is important: not only is it essential for
navigation and reaching speci昀椀c destinations, but it also plays a key role in territorial knowledge
and mapping, infrastructure construction, and tra昀케c management.

Although GPS was a major revolution in global positioning, it is not the only system available
today. Other MEO (Medium Earth Orbit) satellite constellations, such as Galileo in Europe,
GLONASS in Russia, and Beidou in China, have emerged, and more are under development.
Combined, these systems form the Global Navigation Satellite System (GNSS). But geomat-
ics, the science that studies these methods, is already looking to the future, envisioning new
frontiers and possibilities, including the development of LEO (Low Earth Orbit) navigation
systems.

1.1 Background andMotivation

These LEO satellites o昀昀er several advantages over traditional MEO satellites: they are closer
to Earth, which means their signals can be more powerful and have a wider bandwidth. LEO
signals also have security features that allow for quick two-way authentication checks [5]. This
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could result in greater accuracy and reliability of the received signal. However, the true poten-
tial of LEO satellites for positioning has not yet been fully explored.

The recent development of the Starlink constellation, designed to provide global Internet cov-
erage, has raised the question of whether these satellites can also be used for positioning. Al-
though the signal structure of Starlink is not publicly available, clues from the literature suggest
that there may be opportunities to explore in this area.
Furthermore, the use of Signals of Opportunity (SOOP) for navigation and positioning is not
a new concept, but applying this idea to Starlink signals could open new frontiers in the 昀椀eld
of positioning.

1.2 Objective of the Thesis

Themain objective of this thesis is to investigate the feasibility of using Starlink signals for posi-
tioning. This includes analyzing the structure of the signal, proposing a method for acquiring
and tracking these signals, and 昀椀nally, practically verifying the condition of these signals to
provide accurate position estimates.

A particular focus will be on reducing the complexity of the receiver by taking advantage of
a lower sampling bandwidth than that estimated for the entire Starlink channel. This could
make the technology more a昀昀ordable and reduce associated costs. Another key aspect of this
research will be to resolve the ambiguity in satellite identi昀椀cation due to the lack of a PRN
code in Starlink signals. A method will be proposed to compare Doppler frequency estimates
obtained from tracking with those predicted by a visibility prediction tool.

In summary, this thesis aims to provide a comprehensive review of the potential and challenges
associatedwith the use of the Starlink constellation for positioning applications, and to provide
new insight regarding how LEO signals can be used in this area in the future.
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2
State Of Art

2.1 Signals for Navigation

Satellite navigation has its origins in the early experiments with arti昀椀cial satellites during the
Cold War in October 1957, in particular, with the launch of Sputnik 1 by the Soviet Union.
Although Sputnik was designed primarily as a demonstration of technological capabilities and
had no inherent navigational functions, scientists discovered an unexpected application: by
monitoring the frequency of Sputnik’s radio signal, it was possible to determine the satellite’s
position on Earth through the Doppler frequency shift of the signal as it moved.
This Sputnik signal phenomenon was used by scientists for the determination of the satellite’s
position and speed. A few years later, theUnited States introduced theTransit system, heralded
as the 昀椀rst true satellite navigation system. Its primary application was to aid the navigation of
U.S. Navy submarines. Like Sputnik, Transit was based on Doppler shift principles, using
changes in signal frequency to infer receiver positions [6] [7].

Over time, these rudimentary systems have been signi昀椀cantly re昀椀ned. They incorporate ad-
vanced technologies and algorithms to improve accuracy and reliability. In addition, the range
of applications expanded beyond military navigation to include civil aviation, shipping, and
even personal use.
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2.1.1 Medium EarthOrbit Positioning, Navigation, and Timing

These early e昀昀orts set the path for today’s GNSS, capable of o昀昀ering global coverage and satis-
fying a wide range of civil and military applications. Systems like the GPS (U.S.), GLONASS
(Russia), GaliLEO (Europe), and BeiDou (China) operate using satellites in MEO to provide
precise positioning, navigation, and timing capabilities [8]. The range of these orbits is from
2.000 to about 35.000 km altitude.
While early satellite navigation systems like Transit relied on Doppler shift principles, mod-
ern GNSS systems like GPS and Galileo use a more sophisticated approach. Their signals are
generated using the well-known Direct Sequence Spread Spectrum (DSSS) technique. DSSS
represents a speci昀椀c case of the Spread Spectrum (SS) approach. They perform the spreading
and dispreading operation by means of a Pseudo Random Noise (PRN) code attached to the
communication channel [9]. This provides greater resistance to interference and improves the
accuracy of themeasurements. These advancements represent a considerable leap in both tech-
nology and capability, providing a more robust and precise system.
The utilization of MEO for GNSS became the standard for many years due to its balance of
coverage and signal accuracy.

2.1.2 Low EarthOrbit Positioning, Navigation, and Timing

As reliance on the GNSS continues to grow, so does the range of threats - both natural and
man-made - that could degrade or deny it. This is driving the need to explore new technologies
for navigation and timing [10].
As a result, the use of LEO, whose satellites operate at an altitude of up to 2.000 kilometers,
has been explored.
The idea of using LEO for positioning, navigation and timing (PNT) functions has gathered
support due to several inherent advantages. For example, satellites in LEO orbits are closer to
Earth, which can result in lower latency and potentially higher data rates. The reduced distance
also allows for lower power ground-based receivers, making the technologymore accessible and
cost-e昀昀ective.
This uptrend, that has seen a signi昀椀cant acceleration over the past few years, is based on a dual
foundation: the promise of powerful satellite navigation systems that address emerging user
needs, such as autonomousnavigation technologies, and the attraction of economically sustain-
able constellations. This latter opportunity owes its origin to the advent of rede昀椀ned industrial
and business frameworks for LEO, commonly denominated as ”New Space” [11] [12].
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Designing a LEO satellite constellation involves selecting orbit con昀椀gurations, establishing
ground infrastructure, and considering the number of ground stations required for satellite
communication. High inclination orbits are preferred in LEO to expand coverage in high lati-
tude areas.

LEO-PNT systems can be divided in three categories of concepts according to the way the
signals are designed and featured [1]:

1. Dedicated LEO Signals: Novel LEO-PNT systems with optimised design parameters
for positioning and navigation targets.

2. LEO Signals of Opportunity: No speci昀椀c position signals are transmitted. In this case,
the PNT computation is performed exclusively by the receiver. This eliminates the need
for dedicated infrastructure, resulting in cost savings and faster implementation.

3. LEO Signals aiding GNSS:Use LEO satellites for signal aid, correction and back-up of
conventional GNSSMEO satellites.

2.1.3 Low EarthOrbit vsMedium EarthOrbit

While MEO orbits begin at about 2.000 km above sea level and can extend to about 35.000
km, it is interesting to note that satellite navigation systems operating in MEO are always at
least 19.100 km from Earth. This considerable distance causes signal attenuation due to the in-
evitable losses that occur as the signal travels through space between the satellite and the Earth
[1]. On the other hand, LEO signals experience more favourable link budget compared to
GNSS signals. As a function of the satellites operating at signi昀椀cantly di昀昀erent altitudes, a LEO
signal received on the surface of the Earth can be up to 1000 times (30 decibels [dB]) stronger
with respect to a MEO satellite as the antenna of the LEO satellites usually have broader 昀椀eld
of view compared to GNSS ones [13]. The stronger signal means that LEO signals may have
better penetration through obstructions and may be able to reach di昀케cult or denied environ-
ments, such as deep urban areas or even indoors, which, alongwith the new geometries enabled
by LEO satellites, should improve overall service availability and resilience [11].
LEO-PNTenables faster position昀椀xes, facilitates rapid two-way authentication checks, and sig-
ni昀椀cantly improves signal availability, especially in high-latitude and polar regions [5]. Another
aspect to consider is the di昀昀erence in orbital period between MEO and LEO satellites. MEO
satellites orbit the Earth twice a day, while LEO satellites have orbital periods of less than 128
minutes, allowing them to orbit the Earth more than 11 times a day. This di昀昀erence in orbital
period results inMEO satellites being visible for extended periods of time, often several hours,
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while LEO satellites are only visible for brief intervals, typically less than 15 minutes. This re-
sults in a larger Doppler shift, which is easier to detect and measure for various applications
such as precise tracking and navigation [14].

2.1.4 Dedicated LEO Signals

A dedicated LEO PNT system contains navigation parameters that are embedded in the RF
signal, and the receiver is responsible for the decoding of the navigation messages. Dedicated
LEO PNT systems do not yet exist globally, but there are e昀昀orts in this direction. An example
of a company that is leading the PNTwith a dedicated LEO service is Xona Space System [15].
They are planning to use this to their advantage and develop a LEO-PNT service, called Xona
Pulsar, for the high-reliability sector of autonomous vehicles.
A practical strategy for developing a LEO-PNT system might be to emulate the design princi-
ples of existing GNSS signals, taking advantage of the rich expertise in this area. Speci昀椀cally,
a dedicated signal could operate on at least two frequencies (for ionospheric correction) and
also with advanced error correction algorithms for increased robustness. This signal would
traditionally have three core layers: the carrier wave, code and data modulations [1].

Three factors contribute to the increased accuracy gain of a dedicated LEO PNT signal over a
carrier-based positioning system [1]:

1. Code Gain: It refers to the speci昀椀c carrier wave modulation used to identify the trans-
mitting satellite. A local replica of this signal is generated in the receiver on the user’s
end to facilitate correlation between the transmitted and received signals. The correla-
tion process enables the acquisition and tracking of weaker signals, thereby enhancing
pseudorange measurement capabilities in low-signal conditions.

2. Transmitted Data: They represent the information carried by the signal. In GNSS
systems, this information typically consists of the navigation message or ephemeris. A
LEO PNT system would also need to carry similar navigation information for precise
positioning, adapted to the speci昀椀c conditions of the LEO orbital environment.

3. Timing Reference: Accurate pseudorange measurements require high quality timing
and frequency data. While GNSS satellites are equipped with highly precise and costly
atomic clocks for this purpose, alternative timing references may be required for a LEO
PNT system that is intended to operate independently of GNSS systems.
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2.1.5 LEOOpportunistic Signals

SOOPs include a variety ofRF signals not originally designed for navigation, such as those from
communications systems, cellular and satellite networks, televisions, AM/FMradios, and radar
systems.
The advantages of using SOOP for navigation include the free availability of existing infras-
tructure, higher signal power compared to GNSS signals, and a wide range of frequencies if
multiple systems are used. However, there are drawbacks. SOOP signals are not designed for
navigation, leading to potential problems such as inconsistent availability, lack of synchroniza-
tion between di昀昀erent transmitters, and lower clock stability compared to GNSS satellites. In
addition, the locations of the transmitters are not known. If one chooses to integrate di昀昀er-
ent systems, the requirements include multi-band antennas, a multi-band RF front-end, and
adequate computing resources [10]. In a LEO-PNT context, frequency conversion may be
necessary when operating on K-band frequencies (such as Ku, K, Ka). Refer to the table 2.2
for details on the frequency ranges used.

The key di昀昀erences between LEO-PNT and GNSS are the positioning structure, the naviga-
tionparameter assumptions, and thedesignof the signal acquisition and tracking loops. Unlike
GNSS systems, a SOOP does not provide a coded signal to be replicated and compared within
a user receiver, thus eliminating the need for correlators. This implies the absence of ephemeris,
which are decoded in the message in the case of dedicated positioning systems.
The potential strength of K-band frequencies is evident when considering transmissions from
mega-constellations in LEO orbit. Because of their large number of satellites, these constella-
tions can provide consistent signal coverage worldwide. To take full advantage of these signals,
a receivermayneed additional down-conversion in its radio front-end, a topic discussed inmore
detail in later chapters.

2.1.6 Doppler Shift-Based Positioning

In navigation systems, a specialized 昀椀lter is used to obtain the 昀椀nal position estimate. Among
these, the Extended Kalman Filter (EKF) is a commonly used 昀椀lter, although alternative meth-
ods are also applied. To re昀椀ne these estimates, it’s critical to identify and compensate for any
gaps in the navigation data. This 昀椀ne-tuning involves adjusting the way signals are acquired
and tracked, and may also include additional metrics such as elevation [1]. When it comes to
Doppler-based position tracking, either a phase-locked loop approach (PLL) is often used or a
Kalman 昀椀lter-based (KF) method is implemented, as shown in [16] and [2].
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In Doppler-based positioning, the lack of ephemeris information typically results in the use of
publicly availableTwo-LineElement Sets (TLEs) 昀椀les toupdate both thenavigation systemand
the satellite receiver [17]. Although the vertical accuracy of Doppler measurements is inferior,
it can be improved by integrating altimeters. It is also common to add other instruments, such
as an Inertial Measurement Unit (IMU) or Inertial Navigation System (INS), to provide more
accuratemeasurements of the velocity of amoving receiver. [2]. To simplify the analysis, errors
due to the ionosphere and troposphere are usually omitted.
In Doppler-based positioning systems, the accuracy of the clock in the receiver plays a critical
role. As shown in [18], it’s possible to achieve timing accuracy in the millisecond range.
To take advantage of signals from di昀昀erent satellite constellations, it may be advantageous to
havemultiple independent channels, whichwould require the use ofmultiple radio front-ends
for the user. The bandwidth required for these operations is also closely related to the speci昀椀c
frequencies of the incoming signals. For LEO signals, the Doppler frequency shift can change
dramatically during a single overhead pass, requiring sampling over awide range of bandwidths
[1].

A review of Doppler LEO PNT receiver con昀椀gurations and their respective user location per-
formance is presented in Table 2.1. A customized Software-De昀椀ned Radio (SDR) methodol-
ogy is a common feature of all these con昀椀gurations. The accuracy of the simulated models
exceeds that of the real-world implementations, largely due to the assumptions of having ac-
cess tomore satellites andmore accurate information about their status. Preliminary tests with
multiple Starlink satellites indicate a general shift toward improved accuracy.
The most accurate user location performance, achieving about 7,7 meters of accuracy, uses six
Starlink satellites, an altimeter, and a dedicated SDR system, as shown in [2].

2.2 LEOConstellations and Signals

2.2.1 Constellations, Bands and Usages

Information on frequency band classi昀椀cations, their range, common applications, representa-
tive constellations, and the orbits where these signals are prevalent is summarized in Table 2.2.
Figure 2.1 visualizes the characteristics of these frequency bands, focusing on elements such
as antenna dimensions, bandwidth, data rates, susceptibility to atmospheric degradation, and
general usage. The 昀椀gure illustrates the inherent trade-o昀昀s between these attributes [1].

For example, although the use of higher carrier frequencies allows for greater theoretical data
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Receiver Con昀椀guration User Velocity Constellation Measurement Estimator Accuracy [m] Ref.

Equipped with an altimeter Static Orbcomm Pseudorange rate EKF
11.38 (2D, simulated),
358 (2D, experimental),

(both including height info.)
[17]

Equipped with INS Dynamic
Globalstar,

Orbcomm, Iridium,
Starlink

Pseudorange rate EKF 10.5 (simulated GOI),
10.1 (simulated Starlink) [19]

Equipped with INS Dynamic Orbcomm Pseudorange rate EKF 416.5 (experimental) [19]

KF-loops in SDR Static Starlink Carrier phase Least Square

7.7 including height info. (2D),
25.9 without height info. (2D),
33.5 without height info. (2D)

(all experimental)

[2]

Multi-constellation switching mode Static Iridium,Orbcomm Pseudorange rate EKF 177.1 (3D, experimental),
132 (2D, experimental) [16]

Quadratic square
accumulating Doppler

Shift
Static Iridium Doppler-shift Least Square

400 (3D, experimental),
163/198 including height info.

(2D, experimental)
[20]

Equipped with INS Dynamic Iridium Pseudorange and
range rate KF 200 m to 1 km (simulated) [21]

Mobile receiver and base
station Dynamic Orbcomm, Iridium,

Starlink
Di昀昀erential Doppler

measurement with AOA KF 100 m within 2 km of base station
(simulated) [22]

Table 2.1: Overview of user receiver accuracy in Doppler posi琀椀oning [1].

throughput due to the enhanced capabilities of multi-antenna arrays, it also comes with draw-
backs such as increased atmospheric interference and reduced e昀昀ective range. As shown in
Figure 2.1, there is no one-size-昀椀ts-all frequency band for speci昀椀c LEO satellite applications.
The 昀椀nal decision should also take into account regulatory compliance and the 昀椀nancial con-
siderations associated with antenna design [1].

LEO systems predominantly use the Ku and Ka frequency bands. However, emerging systems
are gradually migrating to the higher frequency Q/V bands [1].

Figure 2.1: Frequency bands in terms of antenna size, spectrum size, throughput, path loss, and available bandwidth [1].

2.2.2 Starlink Downlink Signal Structure

Among the available SOOPs, this thesis project investigates the feasibility of utilizing Starlink
signals, primarily designed for global internet coverage, for positioning purposes.
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Frequency Band Frequency Typical Usage Constellation Examples Orbits

UFH 0.3− 3 GHz IoT Myriota;
Hiber LEO

L-Band 1− 2 GHz PNT;
Communications

GPS;
Galileo;
Iridium

MEO;
LEO

S-Band 2− 4 GHz Communications;
Earth observation

Inmarsat;
Helios Wire

GEO;
LEO

C-Band 4− 8 GHz Communications;
Satellite TV

Eutelsat;
Telesat LEO

X-Band 8− 12 GHz Military;
Weather monitoring

BlackSky
Global LEO

Ku-Band 12− 18 GHz
Communications;

TV;
Broadband services

OneWeb;
Starlink LEO

K-Band 18− 26 GHz Short-range
applications N/A N/A

Ka-Band 26.5− 40 GHz TV;
Broadband services

Starlink;
Kuiper;
Teledesic;
Viasat

LEO;
GEO

Q-Band 33− 50 GHz
Communications;
Radio astronomy;
Gateway links

Jupiter-3;
BlueWalker-3 LEO

V-Band 40− 75 GHz Communication;
Broadband services

OneWeb;
Starlink LEO

Table 2.2: Typical use of satellite constella琀椀on frequency bands [1].

Although Starlink’s signal structure is not publicly available, recently information on Starlink’s
downlink signal structure has been estimated and published in [23]. On this publication, it has
been estimated an OFDMmodel for Starlink signals due to its spectrally 昀氀at frequency block.
In the frequency domain, as shown in Figure 2.2b, a total of eight channels, each with a band-
width of Fs = 240 MHz, span the band allocated for Starlink’s Ku-band downlink. It was as-
sumed that neighboring cells would be served with di昀昀erent channels to avoid inter-cell inter-
ference. The two lower channels, centered at Fc1 and Fc2, are currently unused. The middle
four subcarriers of each channel are vacant, leaving a mid-channel gutter. Reserving such a
gutter is a common practice in OFDM; otherwise, leakage from a receiver’s mixing frequency
may corrupt the central information symbols. In the case of Starlink, a transmitter-side leakage
tone is present in some gutters for some satellites.
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A guard band with a generous bandwidth of Fg = 10MHz separates adjacent channels. Within
some guard bands there appears a comb of 9 leakage tones uniformly spaced over a bandwidth
of approximately 350 kHz [23].

Regarding the time domain layout, as shown in Figure 2.2b, each frame consists of 302 inter-
vals of lengthTsym =4.4µs plus a frame guard intervalTfg, for a total frame period ofTf = 1/750
s. Each framebeginswith thePrimary Synchronization Sequence (PSS),which is natively repre-
sented in the time domain, followed by the Secondary Synchronization Sequence (SSS), which
is formatted as a standard 4QAMOFDM symbol. Each frame ends with the CM1SS followed
by the CSS and the frame guard interval. A subsequent frame may be immediately present or
not, depending on user demand. The known information symbols of the SSS and CSS allow a
receiver to perform channel estimation across all subcarriers at the beginning and end of each
frame, permitting within-frame interpolation.

(a) Starlink Downlink Time Structure

(b) Starlink Downlink Frequency Structure

Figure 2.2: Layout for the Ku‐band Starlink downlink in 琀椀me (a) and frequency (b).
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2.2.3 Starlink Unmodulated Tones

Thebetween-channel combof tones shown inFigure 2.2b anddescribed in theprevious section
are assumed to be the tones tracked in [2] to performDoppler-based positioning with Starlink.
It was noticed that these tones, when present, persist between frames and do not appear delib-
erately: their presence and amplitudes are not consistent from satellite to satellite, and appear
to vary in amplitude with beam adjustments. The 9 peaks within some guard bands that can
be acquired for each satellite are shown in Figure 2.3. The peaks appear to be uniformly spaced
by about 44 kHz, and it was observed that the relative amplitudes of these nine peaks vary from
one SV to another.

(a) Snapshot of the square of the FFT of the received
signal along with the Doppler frequency predicted

using TLEs

(b)Waterfall plot of the FFT of the received signal
showing the nine peaks varying as the predicted

Doppler

Figure 2.3: Example of the comb of tones in a Starlink downlink signal centered at frequency 11,325 GHz [2].

2.2.4 Use of Starlink Signals for Navigation

In the literature, twomethods have been exploited to obtain positioning parameters from Star-
link signals:

• The 昀椀rst method [23] is based on the OFDM structure of the signal (Wideband Spec-
trum). The main OFDM parameters have been estimated, including the PSS and SSS.
By correlating the received signal with a local replica of the PSS and SSS, it is possible to
estimate the delay for positioning purposes.

• The secondmethod [2] consists of performing positioning based on tracking visible un-
modulated tones present in a speci昀椀c portion of the Starlink spectrum (Narrowband
Spectrum).

The Table 2.3 shows the limiting ranges of the Starlink constellation in LEO orbit.
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Name Unit A Typical Range Limit
Range km 400 to 1150

Doppler Shift kHz −230 to 230
Doppler Shift Rate kHz/s < 5

Rate of the Doppler shift rate Hz/s2 < 70
Number of satellites in view - 16− 35

Satellite visibility time minutes < 4

Table 2.3: Typical range limits of LEO Starlink satellite [3].

2.3 Public Ephemerides and PropagationModels

2.3.1 Two-Line Element Sets (TLEs)

As noted in Section 2.1.6, when dealing withDoppler-based positioning with a SOOP, there is
no navigationmessage to decode, and thus no ephemerides. TLE 昀椀les, published by theNorth
American Aerospace Defense Command (NORAD), are often used to 昀椀ll this gap. They con-
tain almanacs, i.e. data on the orbital state of the satellites, which are valid for 24 hours, but
not very accurate.
These 昀椀les provide details about an object’s orbit around Earth at a particular time, also known
as an epoch. When coupled with a propagation model, TLE data can be used to predict the
position and velocity of a satellite at any given time. However, the error in position data can be
several kilometers and tends to increase as time moves away from the epoch.

TLE correspond to the so-called NORAD format, the con昀椀guration of which is illustrated by
the following example of an Starlink-1007 TLE:

STARLINK-1007
1 44713U 19074A 23247.54648211 .00010237 00000+0 70537-3 0 9996
2 44713 53.0548 343.8382 0002167 92.2444 267.8793 15.06389148210514

Lines 1 and 2 are the standardTLEs format identical to that used byNORADandNASA.The
format description is shown in Table 2.3.1 below [4]:
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Line Column Description
1 01 Line Number of Element Data

03-07 Satellite Number
08 Classi昀椀cation (U=Unclassi昀椀ed)
10-11 International Designator (Last two digits of launch year)
12-14 International Designator (Launch number of the year)
15-17 International Designator (Piece of the launch)
19-20 Epoch Year (Last two digits of year)
21-32 Epoch (Day of the year and fractional portion of the day)
34-43 First Time Derivative of the MeanMotion
45-52 Second Time Derivative of MeanMotion (Leading decimal point assumed)
54-61 BSTAR drag term (Leading decimal point assumed)
63 Ephemeris type

65-68 Element number
69 Checksum (Modulo 10)

2 01 Line Number of Element Data
03-07 Satellite Number
09-16 Inclination [Degrees]
18-25 Right Ascension of the Ascending Node [Degrees]
27-33 Eccentricity (Leading decimal point assumed)
35-42 Argument of Perigee [Degrees]
44-51 Mean Anomaly [Degrees]
53-63 MeanMotion [Revs per day]
64-68 Revolution number at epoch [Revs]
69 Checksum (Modulo 10)

Table 2.4: The format descrip琀椀on of Two‐Line Element Set [4].

2.3.2 Simplified PerturbationsModels - SGP4

The Simpli昀椀ed perturbations models, commonly known as SGP4, are a set of 昀椀ve mathemat-
ical models (SGP, SGP4, SDP4, SGP8, SDP8) used for calculating the orbital state vectors of
satellites and space debris relative to Earth. Developed initially by Ken Cranford in 1970 and
later re昀椀ned, thesemodels account for various perturbations such asEarth’s shape, gravitational
e昀昀ects, drag, and radiation. SGPmodels focus on near-Earth objects with an orbital period un-
der 225minutes, while SDPmodels cater to objects with an orbital period above 225minutes.
These models are often used in conjunction with TLEs fromNORAD andNASA for orbital
prediction. The SGP4 model has an error of about 1 km at epoch, growing by 1-3 km per day.
Over the years, revisions and improvements have been incorporated, to enhance their applica-
bility for di昀昀erent space missions [24] [25].
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3
ProposedMethods

In this chapter, the three basic phases that form the core of this thesis project are explored in
detail: Acquisition, Tracking, and Visibility Predictor. These phases are shown schematically
in the block diagram in Figure 3.1. The diagram is divided into two distinct branches, each
with speci昀椀c tasks.

Figure 3.1: Block diagram of Acquisi琀椀on, Tracking and Visibility Predictor phases.

The 昀椀rst branch starts with the IQ samples and proceeds through the acquisition and tracking
phases. In this sequence, the IQ samples are 昀椀rst processed to acquire a signal from a speci昀椀c
satellite. Once acquired, the signal enters the tracking phase where frequency estimates are
re昀椀ned to ensure accurate and stable tracking of the satellite over time.
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The second branch is independent of the 昀椀rst and begins with TLE 昀椀les. These 昀椀les feed the
Visibility Predictor block, which uses the SGP4 model to calculate the predicted Doppler fre-
quency shift. This step is particularly important when positioning using opportunistic signals,
as in the case of Starlink. Unlike traditional satellite positioning systems that use ephemerides,
opportunistic signals use TLE 昀椀les and the Visibility Predictor to provide reliable predictions
of satellite position and velocity.

3.1 Acquisition

In satellite positioning, signal acquisition is the initial phase that allows a receiver to lock onto
a satellite’s signal for subsequent localization and data decoding. In essence, acquisition is the
process of identifying the speci昀椀c time, frequency and phase at which a satellite transmits its
signal. This is critical to establishing a link between the satellite and the receiver upon which
subsequent operations such as tracking, positioning, and timing are based.

In the speci昀椀c context of this thesis, the acquisition phase takes a unique form due to the char-
acteristics of the Starlink signals. Unlike traditional GNSS, which transmit modulated signals
speci昀椀cally for positioning, from the Starlink systems it is possible to take advantage of unmod-
ulated tones present within a certain frequency range, as described in section 2.2.3. As a result,
conventional GNSS acquisition techniques are not directly applicable.

The customMatlab tool developed for this thesis addresses this problem by employing special-
ized algorithms that can capture these unmodulated tones. Figure 3.2 shows the block diagram
of the acquisition phase developed.

Figure 3.2: Block diagram of the Acquisi琀椀on phase.
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3.1.1 Estimation of AcquisitionWindow Length

There are several reasons for choosing an optimal acquisitionwindow length for implementing
the Fast Fourier Transform (FFT). Among them:

• First, the choice directly a昀昀ects the computational complexity: a shorter acquisitionwin-
dow length results in a smaller FFT size, making it easier for the hardware to process.

• Second, the length of the acquisition interval can help control the e昀昀ect of noise in
the signal. A longer interval is often advantageous to signi昀椀cantly increase the signal-
to-noise ratio.

• Finally, it is important to note that a longer acquisition window length can increase the
phenomenon of spectral leakage, an e昀昀ect that causes the energy of the signal to leak into
adjacent bins of the FFT.

Within this thesis project, the approach to determine the optimal acquisition window length
has been re昀椀ned, based on the reformulation of the analysis presented in [3]. In order to iden-
tify an appropriate dimension for the FFT, an analysis was performed to determine the rela-
tionship between the maximum peak of the tone spectrum and the detection threshold as a
function of a range of acquisition window lengths. As will be shown in chapter 4 with experi-
mental results, this analysiswill lead to the choice of the optimalwindow lengthsTbest, as shown
in the Figure 3.2. The threshold X0 was calculated as shown in Section 3.1.3.

3.1.2 Signal Filtering

The signal of interest is complex IQ components in the time domain. Once imported into
the Matlab environment and the acquisition window lengths estimated, the 昀椀rst key step is to
apply advanced 昀椀ltering and signal processing techniques. This step is critical to remove any
distortion or noise from the signal, thereby facilitating and optimizing the initial acquisition
phase.

Fix LNB initial accuracy

In the signal capture phase, a LNBwas used to amplify and transmit the signal to the processing
system. It is important to note that this device has an initial accuracy of up to a fewMHz, de-
pending on the technical speci昀椀cations. This can result in a frequency shift thatmay introduce
non-negligible errors in the subsequent analysis, thus compromising the quality and accuracy
of the received signal.

To overcome this problem, the 昀椀rst fundamental step in our digital processing 昀氀ow is to apply
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a frequency shift to the signal. This correction is performed to precisely align the signal to the
desired frequency, thereby compensating for inaccuracies introduced by the LNB.
Considering the complex signal IQ in the time domain x(n), the frequency corrected signal is
represented as:

x′(n) = e−j2π f̃ nTs · x(n) (3.1)

where TS is the sampling period and f̃ is the frequency error due to the initial accuracy of the
LNB.

Spectral Leakage andWindowing

Accurate representation of signals in the frequency domain is a major concern in digital signal
processing. When a昀椀nite portionof a signal is analyzedusing the FFT, spectral leakage becomes
a relevant issue. This phenomenonoccurswhen the energy of a frequency component is spread
out in other frequency bins, creating a scattered appearance in the frequency spectrum.

To mitigate this problem, a Windowing method is used. The purpose of this practice is to
modulating the signal in the time domain with a function that has an amplitude that smoothly
decays to zero at its extremes. This makes it easier to join the beginning and end points of the
waveform, resulting in a smoother signal without sudden jumps. This technique can be imple-
mented using di昀昀erent types of window functions, eachwith speci昀椀c frequency characteristics.
A detailed analysis of the frequency characteristics of a window reveals a continuous spectrum
consisting of a central lobe and numerous secondary or side lobes. This central lobe is aligned
with each frequency component of the signal in the time domain, while the side lobes gradually
attenuate toward zero. The size of these side lobes is an indicator of the e昀昀ect of thewindowing
method on the frequencies adjacent to the central lobe. In general, reducing the height of the
side lobes helps to minimize the dispersion in the computed FFT, although this may result in
an increase in the bandwidth of the main lobe. The asymptotic decay of the side lobes, known
as the side lobe roll-o昀昀 rate, can be increased to further reduce the dispersion in the frequency
domain [26].

In our case, a Hanning (Hann) window will be applied to our Starlink signal, which contains
unmodulated tones. TheHannwindow is particularly favored for its smoothness, which leads
to fewer and lower side lobes in the frequency response. Compared to the other windows,
the Hann window gave the best results, isolating the peak most e昀昀ectively and signi昀椀cantly
reducing the side lobes. This will help in the process of analyzing and identifying the tones and
thus the satellites.The Hann window in time and frequency domain is shown in Figure 3.3.
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The mathematical expression for applying a Hann window w(n) to a signal x′(n) is:

x′win(n) = w(n) · x′(n) (3.2)

Where w(n) for a Hann window is de昀椀ned as:

w(n) = 0.5
(
1− cos

(
2π

n
N

))
(3.3)

Here, n is the sample index andN is the total number of samples in the window.

Figure 3.3: Hanning window in 琀椀me and frequency.

Butterworth Filter

Considering the 9 individual tones for each satellite and a spacing of 44 kHzbetween each tone,
the total signal occupies an approximate bandwidth of 400 kHz. Additionally, considering the
maximumDoppler frequency shift that can occur in aLEOcontext, and including a portion of
the spectrumwith no tones for threshold estimation, it was chosen to con昀椀gure the bandwidth
of the Butterworth 昀椀lter at 2 MHz. This choice was made to ensure e昀昀ective signal cleanup.

The 昀椀lter was designed to have speci昀椀c passband and stopband characteristics, referring to the
昀椀lter design scheme shown in Figure 3.4a. It was de昀椀ned by the following parameters:

• Apass = 1 dB
• Astop = 80 dB
• Fpass = 1 MHz
• Fstop = 1.2MHz

The designed Butterworth 昀椀lter is shown in 昀椀gure 3.4. The resulting signal y(n) will be repre-
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sented as:
y(n) = x′win(n) ∗ h(n) (3.4)

where h(n) is the impulse response of the designed 昀椀lter and ∗ represent the convolution oper-
ator.

(a) Filter parameters. (b)Matlab 昀椀lter design.

Figure 3.4: Bu琀琀erworth 昀椀lter design.

3.1.3 Threshold Estimation

To optimize tone detection and identi昀椀cation, the spectral magnitude components |Xf ( f )|
of the analyzed signal are compared to a given threshold X0. Assuming that in the absence of
tones, both the real and imaginary FFT components follow a zero-meanGaussian distribution,
the spectral magnitude follows a Rayleigh distribution. In this context, the threshold X0 can
be calculated using the formula [3]:

X0 = F −1
R (1− PFA, σ) (3.5)

Where FR is the Cumulative Distribution Function (CDF) associated with the Rayleigh distri-
bution with parameter σ = E(|Xf ( f )|)√

π/2
and probability of false alarm PFA = 10−6.

3.1.4 Peaks Filtering

The estimated threshold X0 is then applied to 昀椀lter out the frequency peaks (or tones) present
in our signal. The detection of such components is done by identifying the amplitudes in the
magnitude spectrum that exceed a prede昀椀ned threshold, expressed by the following formula:

|Xf ( f )| > X0 (3.6)
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where X0 is the selected threshold used for 昀椀ltering from Equation 3.5 and |Xf ( f )| represents
the magnitude of the signal spectrum, calculated as

|Xf ( f )| =
√

Re(Xf)2 + Im(Xf)2 (3.7)

3.1.5 Peaks Detection and Satellite Identification

The algorithmdeveloped is based on the principle that each satellite transmits a set of 9 spectral
peaks equally spaced by 44 kHz, asmentioned in Section 2.2.2. The frequency of each detected
peak is then compared to the frequencies of all other peaks. The di昀昀erence di,j between the two
peaks is calculated by the following equation:

di,j =
∣∣∣ fî − fĵ

∣∣∣ ∀ i > j (3.8)

where fî and fĵ represent the detected frequencies of the spectral peaks i and j, respectively.

The calculated di昀昀erence di,j is then compared to 44 kHz or its multiples, as this is indicative
of whether the detected peaks belong to the same satellite, given that a single satellite may not
have all 9 peaks visible.

This method makes it possible to identify and group peaks belonging to the same satellite.
However, the analysis is not limited to using a single threshold,X0, to 昀椀lter out peaks of interest.
Instead, amulti-threshold strategy is used. If the number of detected satellites does not reach
the predetermined minimum number, the strategy includes the option to progressively lower
the detection threshold. Each reduction allows the search for new peaks to be extended closer
and closer to the noise 昀氀oor.

3.2 Tracking

After the initial signal acquisition phase, the system enters the tracking phase, an ongoing pro-
cess that is critical tomaintaining a stable and accurate connection to the satellite. In a standard
GNSS system, while acquisition provides an approximate indication of signal frequency and
phase, tracking is primarily concernedwith re昀椀ning these parameters and ensuring a consistent
connection over time.

In the speci昀椀c context of this thesis, which focuses on Starlink signals, trackingmust overcome
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di昀昀erent challenges than those typical of positioning systems. Unlike GPS and other GNSS
systems, which are designed with built-in tracking capabilities, Starlink’s unmodulated tones
do not inherently support this function.

To address these complexities, the custom Matlab tool developed uses a two-stage tracking al-
gorithm. This includes a third-order phase-locked loop (PLL) supported by a second-order
frequency-locked loop (FLL). The block diagram of the implemented tracking algorithm is
shown in Figure 3.5.

Figure 3.5: Block diagram of the Tracking phase.

3.2.1 Frequency and Phase Lock Loop

FLL and PLL are two types of control loops commonly used in Doppler shift-based satellite
tracking. The FLL is responsible for constantly adjusting and re昀椀ning the frequency estimates
obtained during the acquisition phase, eliminating frequency errors between the input signal
and the Numerically Controlled Oscillator (NCO). The PLL, on the other hand, is respon-
sible for monitoring and locking the phase of the input signal to the locally generated phase.
These loops operate in a complementary manner, often sharing the same integrators to opti-
mize performance. In this context, the NCO generates a complex local carrier signal that is
used to correct the next burst of input IQ data.
Initially, the FLL is prioritized, since chasing the phase when a large frequency error exists is in-
e昀昀ective. The FLL provides accurate frequency locking, which is particularly important when
initial frequency errors are large, due to its wide pull-in range. The latter represents the fre-
quency o昀昀set range within which the FLL can successfully lock onto the desired frequency
(1/T, with T integration time). Once the frequency has been acquired and stabilized, a ”con-
stant” phase error remains. At this point, the PLL is enabled to track and re昀椀ne this phase: by
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tracking the phase, the frequency is also implicitly maintained. Once phase locking is achieved,
the FLL can be turned o昀昀, putting the PLL in charge of maintaining accurate phase tracking.
However, in applications with high dynamic stress, both loops may remain active for the dura-
tion of tracking [3].

Key components are Discriminators, which measure both the phase error (φe) and the fre-
quency error (fe) between the input signal and the locally generated signal. These errors are
then used to adjust the NCO. They are represented by:

φe = (2π)−1 atan2(Qn, In) (3.9)

fe = (2πT)−1 atan2(QnIn−1 − Qn−1In, InIn−1 + QnQn−1) (3.10)

Another critical component is the Loop Filter, denoted as Fpll(s) for the PLL and Ffll(s) for the
FLL. This 昀椀lter is used to damp oscillations and minimize errors in the system. Speci昀椀cally,
the phase error is processed through a second-order loop 昀椀lter Fpll(s), while the frequency error
is processed through a 昀椀rst-order loop 昀椀lter Ffll(s). These 昀椀lters are designed to reduce noise
and provide accurate estimates of the phase and frequency of the input signal. These 昀椀lters are
described as:

Fpll(s) =
(
w3
0p + 1.1w2

0p s+ 2.4w0p s2
)
/s2 (3.11)

Ffll(s) =
(
w2
0f +

√
2w0f s

)
/s (3.12)

where the coe昀케cients are typical 昀椀lter values for the application concerned.

Theperformanceof these loop昀椀lters dependson their natural frequencies,w0p = (0.7845)−1B0p

and w0f = (0.53)−1B0f , for the PLL and FLL, respectively. These natural frequencies are di-
rectly related to the equivalent noise bandwidths (B0p for the PLL and B0f for the FLL). Both
B0p and B0f have a signi昀椀cant impact on thermal noise and dynamic stress. Higher values of B0

allow faster error correction, but introduce more noise. Conversely, lower values reduce noise
but slow down the error correction capabilities of the system.
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3.2.2 Tracking Algorithm

Frequency correctionwith estimated acquisition frequency

First, each data burst is subjected to a frequency correction before entering the tracking phase.
This correction is performed using a frequency value that is the sum of two components: the
Doppler value estimatedduring the acquisitionphase ( fD) and theLNBfrequency error ( fLNB ).
The latter is used to re昀椀ne the initial accuracy of theLNB.Note thatwith a highprecisionLNB,
fLNB may be zero.

Considering a burst of IQ data over time x(n), the frequency correction can be expressed as:

z(n) = x(n) · e−j 2π( fLNB + fD)nTs (3.13)

PLL and FLL implementation

Once the IQ data burst has been corrected from the initial estimate obtained in the acquisition
phase, the tracking algorithm has been implemented as in [3]: a NCO generates a complex
local carrier signal of duration T (called the integration time), which is multiplied by a burst
of the input signal of equivalent duration. The results on the real and imaginary branches are
then 昀椀ltered by a Low Pass Filter (LPF) through a sum over T to obtain a complex signal (In +
jQn). The phase of this signal represents the phase di昀昀erence between the local carrier signal
and the incoming tone. The resulting signal is used by a phase discriminator and a frequency
discriminator to calculate the phase error φe and the frequency error fe, respectively. The phase
errorφe is then 昀椀ltered by a second order loop 昀椀lters Fpll(s) and the frequency error is 昀椀ltered by
a 昀椀rst order loop 昀椀lter Ffll(s) to reduce noise and produce an accurate estimate of the phase and
frequency of the input signal. The output of the 昀椀lter is then fed into theNCO,which changes
the phase and frequency of the local carrier tomatch those of the incoming signal. The output
of theNCO is thenmapped into cosine and sine functions to provide an accurate carrier replica
of the received signal.

3.2.3 Thermal Noise andDynamic Stress

Thermal noise and dynamic stress are a signi昀椀cant variables in the satellite tracking process,
especially in applications involving rapidmotion or sudden changes in direction. These factors
can signi昀椀cantly a昀昀ect the accuracy with which phase and frequency errors are tracked by PLL
and FLL. In particular, the error due to thermal noise is directly related to the equivalent noise
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bandwidth, B0, and inversely related to the integration time, T. In contrast, the dynamic stress
is determined solely by B0.
Increasing B0 reduces dynamic stress, but at the cost of increasing thermal noise for both phase
and frequency. Instead, by a昀昀ecting the integration time, a shorter T allows for the capture of
high-frequency errors that are common in high-dynamic-stress scenarios. However, too short
a value of T can reduce the system’s ability to e昀昀ectively 昀椀lter out thermal noise. In summary,
the choice of B0 and T must be made to balance the need to reduce both dynamic stress and
thermal noise. This decision is decisive to ensuring stable and accurate tracking in the highly
dynamic operating environment of LEO satellites. Details regarding the speci昀椀c values of B0

and Twill be discussed in chapter 4.

3.3 Visibility Predictor

Asdiscussed in section2.1.6, inDoppler-e昀昀ect positioning systemsusing SOOPs, the ephemer-
ides of satellites are not available to determine their exact position and velocity. The alternative
is to use TLE 昀椀les, public data distributed by NORAD.

As part of this thesis project, a satellite visibility prediction software has been developed. Using
TLE 昀椀les speci昀椀c to the Starlink satellites and the SGP-4 simpli昀椀ed perturbation model, the
software provides information about the position and velocity of the Starlink satellites at a
given time. This allows us to e昀昀ectively 昀椀lter the satellites and generate a sky plot referenced to
the geographic locationof our receiver. Theblockdiagramof the developedVisibility Predictor
is shown in Figure 3.6.

Figure 3.6: Block diagram of Visibility Predictor.
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3.3.1 TLE Analysis

Each TLE 昀椀le is associated with a starting time, which attests to the period of validity and
reliability of the information contained in the 昀椀le. In the implementation of the SGP-4model,
the inputs of the model are the TLE 昀椀le and a time o昀昀set from its starting time. This o昀昀set
makes it possible to analyze the position and the speed of the satellites at the exact time of our
acquisition. For example, if theTLEof a speci昀椀c satellite has a starting time set toMay23, 2022
at 16:54:07UTC, andwewant to analyze data (satellite position and velocity) forMay24, 2022
at 08:35:00 UTC, the o昀昀set to be applied will be +15 hours, 40 minutes and 53 seconds.

3.3.2 Satellites Filtering

This analysis assumes that accurate receiver position information is available. This assumption
is discussed further in the chapter 5, where possible applications and implications of this as-
sumption are explored.

The algorithm examines all the satellites listed in the TLE 昀椀le and for each time interval in the
desired acquisition interval it compares their position with that of the receiver in use.

The SGP-4 model implementation outputs the position and velocity of the satellite in the
TEME (True Equator Mean Equinox) coordinate system. These coordinates are converted to
the Earth-Centered, Earth-Fixed (ECEF) coordinate system. This step is essential to calculate
the vector v that connects the receiver to the satellite:

v =



x_rec_sat
y_rec_sat
z_rec_sat


 =



x_sat
y_sat
z_sat


−



x_rec
y_rec
z_rec


 (3.14)

The vector v is then converted to topocentric coordinates to facilitate the calculation of az-
imuth, elevation, and distance. These parameters are then used to apply a 昀椀lter to the satellites
based on a predetermined elevation mask referenced to the position of the receiver.

3.3.3 Doppler Frequency Shift Estimation

After identifying the list of satellites in the receiver’s vicinity that fall within the prede昀椀ned
elevation mask, the Doppler frequency shift for each satellite is estimated. In this way, each
Starlink satellite is assigned a speci昀椀c Doppler shift for the entire acquisition period.
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For this purpose, the received frequency fR is calculated for each satellite at any time during the
acquisition phase:

fR = fT
(
1− vr · a

c

)
(Hz) (3.15)

where
• fR is the received frequency (Hz)
• fT is the transmitted frequency (Hz)
• vr is the Satellite-to-User relative velocity (m/s)
• a is the unit vector pointing along line-of-sight from user to SV
• c is the speed of light (m/s)

The Doppler frequency shift is then obtained:

Δf = fR − fT (Hz) (3.16)
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4
Experimental Results

After a detailed description of the methods and approaches presented in chapter 3, this chap-
ter is dedicated to the presentation and analysis of the experimental results obtained. As men-
tioned before, the analysis in this thesis is based on real data collected by the Starlink satellites.
The 昀椀rst section will introduce the 昀椀les used throughout the thesis project. Subsequent sec-
tionswill present the results related to the acquisition, tracking, and visibility prediction phases
applied to the SOOPs provided by the Starlink satellites.
In this chapter, various graphs, tables, and other forms of visual representation will be used to
illustrate the e昀昀ectiveness and performance of the proposed methods.

4.1 File Setup

Two di昀昀erent Starlink captures provided by the European Space Agency (ESA) were used for
this thesis project; they have a bandwidth of 4,096 MHz, but di昀昀er signi昀椀cantly both in the
hardware used to capture them and in the signal quality. Each capture was formatted with a
resolution of 64 bits per sample, divided into 32 bits for the I-component and 32 bits for the
Q-component.
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First capture: May 2022

The 昀椀rst capture, taken in May 2022, was made with inexpensive hardware. This data set,
of 91,20 seconds, is characterized by many tones in the signal, which makes it useful for the
acquisition phase. However, it is important to note that this capture is also quite noisy, which
limits its use to the acquisition phase only.

Second capture: March 2023

In contrast, the second capture, from March 2023, was taken with more advanced hardware.
This dataset has fewer tones than the 昀椀rst, but provides a generally cleaner signal. Although
this signal also has a duration of about 90 seconds, it only has a good SNR in a short portion
of the signal that lasts a few seconds. As a result, it was used primarily for the tracking phase.

The speci昀椀cations of the two 昀椀les are summarized in Table 4.1.

Speci昀椀cation First Capture (May 2022) Second Capture (March 2023)
Hardware Quality Inexpensive Advanced
Duration (seconds) 91.20 ∼ 90
Signal Characteristics Many tones, Noisy Fewer tones, Cleaner

Main Use Acquisition Phase Tracking Phase
Notes Limited to acquisition due to noise Good SNR only for a few seconds

Table 4.1: Speci昀椀ca琀椀ons for data capture 1 and 2.

TLE Files

TLEs provided by the NORAD were used to calculate an estimate of the Doppler e昀昀ect on
the signals using the SGP-4 model. The associated TLE 昀椀les were included in the data capture
package provided by the ESA.

4.2 Acquisition

The acquisition phase represents the 昀椀rst block in the process outlined in the diagram in Figure
3.1 and plays a key role in the analysis and processing of Starlink SOOPs. During this phase,
the satellites are identi昀椀ed and separated by the constraints explained in the previous chapters
2 and 3. For this phase, it was decided to use the data from the 昀椀rst capture, which contains
enough satellites to allow the development of a satellite identi昀椀cation tool.
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4.2.1 Estimation of AcquisitionWindow Length

Before proceeding with any signal processing, it is necessary to determine the optimal acquisi-
tion window length Tbest. As described in the chapter 3, the choice of window length is critical
for several reasons, including computational complexity, noise control, and spectral leakage
mitigation. For this purpose, the total capture of 91.20 seconds was divided into three blocks
of approximately 30 seconds each. This subdivision allowed a clearer understanding of the
relationship between the maximum peak and the estimated threshold (and thus the SNR) in
di昀昀erent time intervals of the capture.

From the graph shown in Figure 4.1a, a constant observation can be made in each block: the
ratio of the maximum peak to the estimated threshold tends to stabilize after a window length
of Tbest = 10 ms. This observation guided the decision to set the acquisition window length at
10ms. It was not considered useful to extend the it further, since the graph does not show a sig-
ni昀椀cant increase in the ratio ofmaximumpeak to noise. After selecting the 10ms capture time,
further analysis was performed on the entire capture. The results of this analysis are shown in
the graphs in Figure 4.1b, which displays the maximum peak values, estimated thresholds, and
their ratio over the duration of the capture.

(a)Maximum Peak to Threshold Ra琀椀o (b) En琀椀re Capture with 10 ms Acquisi琀椀on Window Length

Figure 4.1: Analysis of the maximum peak to threshold ra琀椀o.

As shown in the graph inFigure 4.1b, the ratio of themaximumpeak to the estimated threshold
is always above 0 dB for most of the duration of the capture. This means that it is possible to
identify a peak that is distinguishable from the noise for the entire duration of the acquisition.
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4.2.2 Signal Filtering

Once the optimal acquisition window length has been estimated, the next step is to prepare
the signal for the forthcoming analysis. This preparation involves a series of signal processing
operations that are carefully selected to improve signal quality, reducenoise, and isolate relevant
information, as described in Section 3.1.2.

Fix LNB accuracy

During the signal acquisition phase, the accuracy of the LNB used may introduce a frequency
error fLNB. As discussed in the Chapter 3, the 昀椀rst step to correct this problem is to adjust
the frequency of our input IQ signal by frequency shifting. The frequency correction is done
according to the equation 3.1.

Looking at 昀椀gure 4.2, we can see that in the original spectrum, the tones are shifted by 800 kHz
due to the accuracy of the LNB. After applying the frequency correction, it can be seen that
the tones are now correctly centered in the baseband, demonstrating the e昀昀ectiveness of the
applied correction.

(a) (b)

Figure 4.2: FFT of (a) the original signal and (b) the shi昀琀ed Signal.

Windowing and Butterworth filter

After the frequency correction, the signal goes through further processing steps. First, a Hann
window is applied to the signal according to equation 3.2. Next, the signal is 昀椀ltered using a
Butterworth 昀椀lter as described in equation 3.4.

32



From the 昀椀gure 4.3 we can observe the results of these preprocessing operations. In particular,
we can see that after the 昀椀lter is applied, the signal spectrum appears 昀椀ltered at the desired fre-
quencies, eliminating unwanted frequency components and ensuring a cleaner, more de昀椀ned
signal for the following steps.

Figure 4.3: Bu琀琀erworth 昀椀lter applica琀椀on.

4.2.3 Threshold Estimation

Now that the signal has been processed and 昀椀ltered, it is possible to proceed with the threshold
estimation. As explained in Section 3.1.2, the 昀椀lter is designed to operate over a 2 MHz band.
This speci昀椀c choice ensures the presence of a no-peaks portion of the spectrum,which becomes
essential in the threshold estimation stage. In the graph shown in Figure 4.3, this portion of
the spectrum is clearly highlighted by the red interval. A detailed representation of this interval
is shown in the Figure 4.4a.

With the information extracted from this part of the spectrum, it is then possible to proceed to
the application of the Equation 3.5, which is responsible for determining the threshold. The
Figure 4.4b shows the Rayleigh CDF along with the estimated threshold (in red), obtained
considering a probability of false alarm PFA= 10−6. The estimated threshold value obtained
is−17,55 dB.
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(a) Por琀椀on of the spectrum for threshold es琀椀ma琀椀on (b) Rayleigh CDF

Figure 4.4: Threshold es琀椀ma琀椀on analysis.

4.2.4 Peaks Filtering and Analysis

Based on the methods proposed in the previous chapter, the next step in signal processing is
to identify and analyze frequency peaks. After determining the optimal acquisition window
length Tbest and establishing an appropriate threshold X0, it is then possible to e昀昀ectively 昀椀lter
and identify the peaks (or tones) present in our signal.

Figure 4.5 shows the spectrumwith all detected peaks. Each peak is distinguished by the use of
colored dots, where each color represents a di昀昀erent satellite. This visualization makes it easy
and intuitive to identify the satellite to which each peak belongs. Looking at the 昀椀gure, it can
be seen that three di昀昀erent satellites have been identi昀椀ed, highlighted by the di昀昀erent colors
used to represent each satellite.
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(a) (b)

Figure 4.5: Iden琀椀昀椀ed spectral peaks (a) and magni昀椀ca琀椀on (b) of 10 ms window length

More speci昀椀cally, the following three 昀椀gures show the distribution of the peaks for each satel-
lite:

• Figure 4.6a shows 6 distinct peaks associated with the 昀椀rst satellite. This indicates a
strong presence of the satellite in the 昀椀eld of view, although not all 9 theoretical peaks are
visible. Themissing tones could be under the noise 昀氀oor or superimposed by interfering
signals.

• Figure 4.6b shows the second satellite, with 4 peaks identi昀椀ed. Again, not all of the
theoretical peaks are present.

• Figure 4.6c shows the third satellite with only 2 peaks identi昀椀ed. This could indicate a
more distant location of the satellite or more interference at the frequencies correspond-
ing to the missing peaks.

(a) Spectral peaks of satellite 1. (b) Spectral peaks of satellite 2.
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(c) Spectral peaks of satellite 3.

Figure 4.6: Spectral peaks iden琀椀昀椀ed for (a) satellite 1, (b) satellite 2, (c) satellite 3.

4.2.5 Multi-Threshold Analysis

The multi-threshold strategy is essential for detecting peaks that might otherwise be hidden
under the noise 昀氀oor, providing a complete and detailed view of the situation. It is based on the
idea of progressively varying the detection threshold to closely examine the signal behavior and
identify additional peaks that might remain hidden using a single threshold. Multi-threshold
analysis uses a strategy where the threshold is lowered by steps of−0,15 dB. This is done until
the desired number of satellites is reached or until themaximumvalue de昀椀ned for the threshold
is reached.

Figure 4.7 shows the output of the analysis performed inMatlab, illustrating all the steps of the
multi-threshold analysis.
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Figure 4.7: MATLAB Output of mul琀椀‐threshold analysis

In the next four graphs in 昀椀gure 4.8, it can be seen that as the threshold is lowered in increments
of −0,15 dB for each step, new peaks are found. These emerging peaks are then assigned to
their respective satellites, providing a more detailed and complete view of satellite presence in
the analyzed spectrum.

(a) (b)
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(c) (d)

Figure 4.8: Mul琀椀‐threshold analysis steps

4.3 Tracking

After the signal acquisition phase, the system enters the tracking phase, which is necessary to
maintain a stable and accurate link with the satellite. For the this phase, it was decided to use
the second 昀椀le provided by ESA. This decision was motivated by the overall lower quality of
the 昀椀rst 昀椀le, which was obtained with a cheaper acquisition setup and therefore more subject
to noise. Although the second acquisition, made with a more advanced setup, shows a clear
improvement in terms of noise reduction, it does not show the same peak density found in the
昀椀rst acquisition.

The 昀椀le provided by ESA contained a single prominent peak with a high dB value. This par-
ticular peak was carefully monitored as it represents the dynamics of a transmission in LEO
orbit. The results of this analysis will be compared later with typical LEO values presented in
Chapter 2.

4.3.1 Tracking Parameters

Asmentioned in the previous chapter, the choice of integration timeT plays a key role in track-
ing. Itmust achieve a trade-o昀昀betweennoise reduction and the ability todetect high-frequency
errors. For the trackingphase, an integration timeofT = 2mswas chosen. This choice allowed
for a larger initial pull-in range, which is essential for the initial tracking phase. A characteristic
of the proposed tracking method is the joint use of a FLL and a PLL. As described in the pre-
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vious chapter, the FLL is operational from the beginning of the acquisition, while the PLL is
activatedonly after 0.5 second from thebeginning,when the frequency lock is reached. Theop-
timal balance between noise reduction and dynamic stress tolerance was achieved by selecting
the B0p and B0f bands at 15 Hz as the equivalent noise band for the PLL and FLL, respectively.
The Table 4.2 summarizing the parameters chosen for the tracking phase is presented below:

Parameter Value
Integration Time T 2 ms

PLL Equivalent Noise Bandwidth B0p 15 Hz
FLL Equivalent Noise Bandwidth B0f 15 Hz

PLL Enabling After tracking lock

Table 4.2: Tracking parameters.

Figure 4.9 shows the spectrum of the signal considered for this phase, provided by ESA. The
signal processing and昀椀ltering techniques described in the acquisition section have been applied
to this signal, resulting in the output of the frequency fD that will be tracked during this phase.

As it can be seen, from the spectrum, it is already centered in the baseband, so no frequency
correction is needed, and fLNB is set to 0. It is also evident that there is only one peak in the
spectrum, indicating the presence of a single satellite.
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Figure 4.9: Analysis of the spectrum and 昀椀ltering of the second capture.

4.3.2 Doppler Frequency Shift Estimation

Figure 4.10 shows the results of 1 second of tracking. To provide feedback on the validity of
the tracking algorithm, in addition to the estimated Doppler frequency shift, the real value
obtained by a multiple-acquisition is also shown (labelled ”max method” in the legend). This
value is calculated directly from the spectrum of our signal by taking the maximum value of
the FFT. It is subject to a resolution de昀椀ned by:

fres =
Bandwidth
sizeFFT

=
4,096 MHz

8192
= 500 Hz (4.1)

This justi昀椀es the presence of the stepped signal shown in the 昀椀gure, which is essential to analyze
the trend of our signal and evaluate the e昀昀ectiveness of the tracking system.
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Figure 4.10: Es琀椀mated Doppler frequency shi昀琀 with the developed Tracking Loop.

From the graph, we observe an approximate Doppler rate of 3,3 kHz/s, a value consistent with
those associated with LEO orbits reported in the Table 2.3.

4.3.3 FLL and PLL Results

Figure 4.11a shows the I and Q components entering the discriminators. These components
can be observed in the block diagram shown in 昀椀gure 3.5. From the 昀椀gure, it is clear that the
tracking lock can be identi昀椀ed from the instant when the I and Q components become distin-
guishable in time. The 昀椀gures 4.11b and 4.11c illustrate the results obtained by the discrimina-
tors, bothPLLandFLL. For analytical purposes, Figure 4.11d shows the normalized histogram
of the number of error for FLL, which represents the probability distribution. Examining the
distribution in more detail, it can be seen that the mean of the errors is close to zero, con昀椀rm-
ing that most of the errors are minimal and that the tracking algorithm is working as expected.
This behavior is consistent with a well-performing tracking algorithm.
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(a) IQ Component entering the discriminators. (b) PLL discriminator result.

(c) FFL discriminator result. (d) FFL errors distribu琀椀on.

Figure 4.11: PLL and FLL results.

4.3.4 Simulated ContinuousWave Analysis

To further evaluate the performance of the developed tracking loop, a simulated signal was
generated. This signal consists of a Continuous Wave (CW) with additional AWGN noise,
designed to emulate as closely as possible the structure of a real signal. The objective was to test
the system under di昀昀erent conditions and to examine its operational limitations. An instant of
the generated signal in frequency domain is shown in 昀椀gure 4.12.

The simulated CW signal c(n) can be de昀椀ned by the following formula:

c(n) = A · exp ( j · (2πfnTs + φ)) + w(n) (4.2)
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where:
• A is the amplitude of the tone
• f is the frequency of the tone
• φ is the initial phase,
• w(n) is the AWGN noise

In our case, the simulated signal has a frequency f de昀椀ned by the variable tone frequency and a
phase φ initially set to 0.

From the 昀椀gure 4.12 we can see a peak centered on zero, above the noise level. This property is
similar to the one observed in the real signal shown in the previous 昀椀gure. The developed tool
used to generate this signal uses the parameters described above, among others, to achieve an
accurate simulation of the capture environment.

Figure 4.12: CW generated for the simula琀椀on

Pull-in Range of FLL

The 昀椀rst test was performed to observe the behavior of the system with respect to the pull-in
range of the FLL, de昀椀ned in Section 3.2.1. Assuming that the acquisition phase provided a
frequency estimate fD that was not perfectly accurate, the CW signal was then generated with
a non-zero initial frequency o昀昀set.
Based on the discussions in previous chapters, the expected pull-in range for the FLL in our
system is approximately 1

T = 500 Hz (i.e., a range of ±250 Hz), and the Doppler shift rate
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limit for a Starlink satellite in LEO orbit is 5 kHz/s. For the simulation the Doppler shift rate
has then been set to its maximum value.
Given these parameters, the tracking loop could e昀昀ectively track the signal if the CWwas gen-
erated with an initial frequency shift falling within the range of −250 to +250 Hz. Figure
4.13 shows a simulation with an error in the estimated frequency fD of −230 Hz and −260
Hz, respectively. In the 昀椀rst case, it is observed that the tracking loop manages to converge af-
ter a certain time, while in the second case it diverges due to an estimation error that slightly
exceeds the pull-in interval. To highlight the di昀昀erent scenarios, only 0,4 seconds of tracking
are shown.

(a) (b)

Figure 4.13: Tracking results with (a) ini琀椀al frequency within the pull‐in range, (b) outside the pull‐in range

A further test was then performed to determine the maximum rate of Doppler shift that the
system would be able to handle. With accurate initial frequency acquisition, the system can
track the tone up to a Doppler shift rate of about 14 kHz/s. However, if the initial frequency
acquisition is not accurate, the maximumDoppler shift rate the system can handle is reduced.
It is important to note that these values are much higher than expected for a satellite in LEO
orbit. However, the test was conducted with these parameters to analyze in depth the behavior
of the tool in extreme situations and outside of conventional use cases. This gives us a more
comprehensive view of its capabilities and potential limitations, as discussed in the next chap-
ter.
Figure 4.14 shows the results with a Doppler shift rate of 14 kHz and 15 kHz, respectively.
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(a) (b)

Figure 4.14: Tracking results of a signal with a Doppler rate of (a) 14 kHz, (b) 15 kHz

4.4 Visibility predictor

The tool developed for the Visibility Predictor provides detailed results on the visibility of Star-
link satellites relative to the position of the receiver. In this case, data from the 昀椀rst capture
were used, so as to make an initial comparison between the peaks detected in the acquisition
and the satellites visible from the receiver on earth.

4.4.1 Satellites Visibility and Filtering

After loading the TLE 昀椀le corresponding to the 昀椀rst acquisition, the tool extracted data from
all satellites. The visibility of each satellite relative to the receiver position was then analyzed.
This is done in steps of 10 seconds.
For each satellite, the Starting Time is determined as described in Section 3.3.1. An appropri-
ate time o昀昀set is then applied to the SGP-4 model to align with the precise time of capture. A
representation of the output of the tool developed is shown in Figure 4.15, with speci昀椀c refer-
ence to the satellite named STARLINK-1037. In the proposed example, an o昀昀set of 5 hours, 7
minutes and 41 seconds has been applied to match the exact time of the captured signal. The
estimated coordinates from the SGP-4 model and timing are shown in the 昀椀gure.
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Figure 4.15: Example of Matlab output of Visibility Predictor

The selectionof satellites relative to thepositionof the receiverwasdoneusing aElevationMask
set to 60◦. The purpose of this selection is to limit the 昀椀eld of view to the satellites closest to the
receiver, for both operational and visual purposes. In fact, without this 昀椀lter there would be
toomany satellites in the plot,making the display less clear and cluttered. Figure 4.16 shows the
SkyPlot resulting from this particular satellite 昀椀ltering. In the 昀椀gure, the ∗ symbol represents
the initial time considered, while the related continuous line represents the predicted trajectory.

Figure 4.16: SkyPlot of the 昀椀rst capture analyzed
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4.4.2 Doppler Frequency Shift Estimation from TLE

At each iteration, for all satellites that meet the elevation mask constraint, the frequency shift
due to the Doppler e昀昀ect is calculated using Equation 3.15. The result of this calculation is
shown in Figure 4.17. Using the SGP-4 model and TLE 昀椀les, 8 satellites were identi昀椀ed with
their respective Doppler frequency shifts. As can be seen, the maximum Doppler shift and
Doppler shift rate values appear to be consistent with those associated with Starlink satellites
in LEO orbit, as described in the Table 2.3.

Figure 4.17: Doppler frequency shi昀琀 es琀椀mated with TLEs

4.4.3 Peak Density and SkyPlot Relationship

At this point, the instants thatwere detected by the SkyPlotwere analyzed one by one. For each
of these instants, peak detection and identi昀椀cation was performed. As an example, Figure 4.18
shows the results for 0, 20, and 60 seconds after the start of the acquisition.

The analysis of these 昀椀gures clearly shows a direct relationship between the density of the ob-
served peaks and the position of the satellites. In particular, looking at the 昀椀gure 4.18b, which
shows the optimal position of the satellites with respect to their distance from the receiver, it is
clear that the density of peaks is higher at this speci昀椀c time. In addition, the peaks present have
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a signi昀椀cantly higher magnitude, expressed in dB.

(a)

(b)

(c)

Figure 4.18: Comparison of Skyplot with corresponding peaks for (a) 0 seconds, (b) 20 seconds (c) 60 seconds
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5
Discussion

This chapter discusses several aspects presented in the previous chapters, from the limitations
imposed by the system inputs, such as acquisition 昀椀les and TLEs, to the acquisition and track-
ing methods used. The importance of the visibility predictor is also clari昀椀ed, illustrating a
potential future application of the entire system designed and studied in this thesis. It also
considers how this research can be extended to improve the quality of the acquired signal by
improving the acquisition setup.

5.1 Capture File andHardware Limitations

Files provided by ESA played a key role in the development of the tool for this thesis project.
The use of real signals allowed the development of the necessary optimizations to address the
speci昀椀cs of the real LEO environment.

Although the 昀椀rst 昀椀le used for the acquisition phase hadmany peaks and good SNR, the Dop-
pler frequency shift noise present during the entire capture made it impractical to use for the
tracking phase. In contrast, the second 昀椀le used for tracking was not a昀昀ected by the Doppler
frequency shift noise, but the SNR was acceptable only for short intervals within the capture.
This clearly demonstrated the importance of using a high-quality signal capture setup. The
di昀昀erence between the captures obtained using di昀昀erent hardware con昀椀gurations emphasizes
the signi昀椀cant impact that the choice of hardware can have on the quality of the captured signal.
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The 昀椀rst acquisition was made with a basic con昀椀guration, using a KU-band LNB pointed at
the zenith to record IQ data. Although an inexpensive LNB typical of commercial satellite TV
was used, showing signi昀椀cant clock bias/drift and jitter due to theLocalOscillator (LO)quality,
it still allowed clear detection of unmodulated tones. In contrast, the second capture wasmade
with a higher quality LNB equipped with an external reference to minimize bias and clock
jitter, ensuring a more stable and accurate signal. A possible reason for the poor quality of the
second capture could be the limited coverage of the Starlink satellites at that speci昀椀c location
and time. No dish antenna was used in either capture, so the captures lost about 40 dB of gain.
It should be noted that at least four satellites are required for accurate positioning during the
entire capture, which is not veri昀椀ed in the capture 昀椀les used. It is important to note, however,
that despite these limitations, the 昀椀les were useful in demonstrating the various blocks of the
processing chain, even if independently.

In addition to the capture 昀椀les, it is important to consider the limitations associatedwith TLEs
and the SGP-4model, such as the error of about 1 km per epoch, as mentioned in section 2.3.2,
for any estimate provided by SGP-4, which can become a non-negligible error.

5.2 Future Software Improvements

After achieving an optimized setup and, consequently, a signal free of the problems illustrated
in the previous section, it becomes possible to further continue the study introduced in this
thesis.
In particular, as future improvements, during the tracking phase, the integration timeT can be
adjusted according to the scenario and the signal quality. For example, once the frequency lock
is achieved, the integration time could be extended up to T = 10 ms to improve the SNR.
A further step consists of tracking all visible tones for a single satellite and then proceedingwith
the development of a system to aggregate these tones to obtain the best Doppler estimate for
any given satellite.

With a signal that has good SNR over the entire capture, it will be possible to compare the
Doppler pro昀椀le with the Doppler estimates provided by the visibility predictor. In this way,
the Satellite ID provided by the Visibility Predictor can be associated with the speci昀椀cDoppler
estimate.
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5.3 GNSS Integration

In chapter 3, an assumption was made about knowing the receiver’s position in order to 昀椀l-
ter satellites in the Visibility Predictor. This assumption, described in section 3.3.2, was made
bearing in mind the possible future integration with a GNSS system. The Position, Velocity,
Timing (PVT) provided by aGNSS system is essential for the Visibility Predictor to select only
the relevant satellites. As a result, the system could support GNSS navigation by, for example,
validating the MEO PVT in the case of spoo昀椀ng attacks or providing position corrections in
challenging scenarios. A diagram of the possible integration just described is shown in Figure
5.1. The scheme contains a new branch that includes the GNSS receiver and is integrated into
the main system. The PVT determined by the GNSS is used to 昀椀lter the satellites in the Vis-
ibility Predictor. This facilitates the identi昀椀cation of satellites by Doppler estimation in the
tracking phase. In a subsequent step, the GNSS pseudoranges and Doppler measurements are
fused with the Starlink system estimates to produce a more accurate PVT by combining data
from both systems.

When considered for use in GNSS validation mode, such a system could operate in a snapshot
mode. It should be noted, however, that the proposed integration is a complex challenge, re-
quiring an advanced hardware infrastructure. This complexity is further increased by the fact
that the front ends of the GNSS and LEO systems operate in di昀昀erent frequency bands.

Figure 5.1: GNSS Integra琀椀on Block Diagram
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6
Conclusion

This chapter summarizes the results and the contents of this thesis. This work represents an
evolution in the exploration of opportunistic navigation, with a focus on Starlink satellites due
to their increasing prevalence in the current LEO satellite landscape. It then outlines prospects
for future work, following the thoughts and discussions in Chapter 5.

6.1 Summary of Results

This thesis highlighted the potential of LEO orbit navigation systems. A review of the state
of the art in chapter 2 has shown that it is possible to achieve accuracies on the order of tens
of meters using only LEO orbiting satellites. This analysis is an important starting point for
exploring the dynamics of the LEO environment and provides application insights for future
dedicated LEO PNT systems that are expected to emerge in the near future.

Although several acquisition 昀椀les were used during the course of this thesis, the central goal
of developing acquisition, tracking, and visibility prediction modules was achieved e昀昀ectively.
As outlined in Chapter 5, the adoption of a more advanced acquisition setup could open up
a more comprehensive analysis of the system and allow for an initial estimation of positioning
using the Starlink satellites.

During the acquisition phase, signal processing and 昀椀ltering techniques combined with the
multi-threshold estimation approach proved their e昀昀ectiveness in accurately identifying peaks.
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In this context, the proper selection of the signal window and the estimation of the acquisition
window length proved to be decisive inmitigating spectral leakage and ensuring optimal signal
processing.

In the tracking phase, on the other hand, the con昀椀guration of the parameters is extremely im-
portant: the 昀椀rst exploration of the LEO environment revealed the strong dynamics of such
systems. It is impressive to see how a tracking loop based on the use of FLL and PLL can not
only reliably monitor a speci昀椀c tone with a Doppler rate of 5 kHz, but also track values up to
14 kHz. This indicates that the system is far from reaching the dynamic limits typical of the
LEO context, thus demonstrating the feasibility of a highly stable system.

The need to develop a visibility prediction tool was not arbitrary. A constellation such as Star-
link, focused on Internet connectivity, does not provide signals speci昀椀cally dedicated to nav-
igation and therefore does not provide basic satellite status information such as position and
velocity to the receiver. The implemented visibility prediction tool uses public TLE 昀椀les re-
leased by NORAD. These, combined with the SGP-4 perturbation model, allow estimation
of satellite position and velocity, e昀昀ectively 昀椀lling this gap in the system.

6.2 FutureWork

The work presented in this thesis has paved the way for further developments in the 昀椀eld of
opportunistic navigation using the Starlink satellites and other satellite systems in LEO orbit.
The potential demonstrated suggests several areas of research and development that should be
further explored:

• Hardware and Software Improvements: Both the hardware and the software devel-
oped play a key role in the quality of the captured signal and the success of the overall
system. On the hardware side, implementing a capture system with higher sensitivity
and accuracy could greatly improve the SNR. The use of higher quality LNBs, possibly
combined with a parabolic antenna, could o昀昀er signi昀椀cant improvements in the quality
of the captured signal, as discussed in 5.
On the software side, there are several areas where the system can be re昀椀ned:
1. Optimization of the tracking phase: As mentioned earlier, during the tracking

phase, adjusting the integration time T could improve the SNR. In addition, it
may be bene昀椀cial to track all visible tones for a single satellite and aggregate this
information to obtain a more accurate Doppler estimate.

2. Satellite ID Identi昀椀cation: Once better signal acquisition is achieved, it may be
possible to compare the Doppler pro昀椀le with the Doppler estimates provided by
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the Visibility Predictor, thus associating the satellite ID provided by the Visibility
Predictor with the speci昀椀c Doppler estimate.

3. PositionEstimation: After optimizing the capture setup and re昀椀ning the昀椀rst phases
of the system, such as acquisition, tracking and visibility prediction, the position-
ing phase can be developed. It is important to note that this phase requires the
constant presence of at least 4 satellites in view.

These improvements, combined with deep analysis of the acquired data and close col-
laboration with experts in the 昀椀eld, could lead to signi昀椀cant innovations in the 昀椀eld of
opportunistic navigation with LEO satellites.

• Advanced Integration with GNSS: One of the main conclusions of this thesis con-
cerns the potential integration with GNSS systems. The assumption of a priori knowl-
edge of the receiver position could be eliminated by directly integrating the proposed
system with a GNSS module. This would allow the Visibility Predictor to operate in
real time, using GNSS data to 昀椀lter out relevant satellites and provide position correc-
tions. Such integration would have the dual bene昀椀t of improving the accuracy of the
GNSS system in challenging contexts and providing a backup system in case of GNSS
failure or interruption.

• Testing Under Real Conditions: Anatural evolution of this project could be to imple-
ment and evaluate the system in real-world conditions, conducting 昀椀eld tests to evaluate
the performance of the system in di昀昀erent contexts, such as dense urban areas or remote
regions.

In conclusion, this thesis has opened new frontiers in the research of opportunistic navigation
with LEO satellites. The challenges and opportunities outlined suggest a promising future for
this area of study, with many possible directions for further exploration and development.
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