UNIVERSITY OF PADOVA

DEPARTMENT OF MATHEMATICS “TUurrio LEvI-CrviTA”

MasTER THESIS IN COMPUTER SCIENCE

GAN-CAN: A NOVEL ATTACK TO

BEHAVIOR-BASED DRIVER AUTHENTICATION

SUPERVISOR
Pror. Mauro CoNTI

UNIVERSITY OF PADOVA

CO-SUPERVISOR
DeNis DONADEL

UNIVERSITY OF PADOVA

SYSTEMS

MASTER CANDIDATE

EMAD EFATINASAB

STUDENT ID

2044422

ACADEMIC YEAR

2022-202%



ii






v



Abstract

For many years, car keys have been the sole mean of authentication in vehicles. Whether the
access control process is physical or wireless, entrusting the ownership of a vehicle to a single to-
ken is prone to stealing attempts. Modern vehicles equipped with the Controller Area Network
(CAN) bus technology collects a wealth of sensor data in real-time, covering aspects such as the
vehicle, environment, and driver. This data can be processed and analyzed to gain valuable in-
sights and solutions for human behavior analysis. For this reason, many researchers started
developing behavior-based authentication systems. Many Machine Learning (ML) and Deep
Learning models (DL) have been explored for behavior-based driver authentication, but the
emphasis on security has not been a primary focus in the design of these systems.

By collecting data in a moving vehicle, DL models can recognize patterns in the data and
identify drivers based on their driving behavior. This can be used as an anti-theft system, as
a thief would exhibit a different driving style compared to the vehicle owner. However, the
assumption that an attacker cannot replicate the legitimate driver behavior falls under certain
conditions.

In this thesis, we propose GAN-CAN, the first attack capable of fooling state-of-the-art
behavior-based driver authentication systems in a vehicle. Based on the adversary’s knowledge,
we propose different GAN-CAN implementations. Our attack leverages the lack of security
in the CAN bus to inject suitably designed time-series data to mimic the legitimate driver. Our
malicious time series data is generated through the integration of a modified reinforcement
learning technique with Generative Adversarial Networks (GANs) with adapted training pro-
cess. Furthermore we conduct a thorough investigation into the safety implications of the in-
jected values throughout the attack. This meticulous study is conducted to guarantee that the
introduced values do not in any way undermine the safety of the vehicle and the individuals
inside it. Also, we formalize a real-world implementation of a driver authentication system con-
sidering possible vulnerabilities and exploits. We tested GAN-CAN in an improved version of
the most efficient driver behavior-based authentication model in the literature.

We prove that our attack can fool it with an attack success rate of up to 99%. We show
how an attacker, without prior knowledge of the authentication system, can steal a car by de-
ploying GAN-CAN in an off-the-shelf system in under 22 minutes. Moreover, by consider-
ing the safety importance of the injected values, we demonstrate that GAN-CAN can success-
tully deceive the authentication system without compromising the overall safety of the vehicle.
This highlights the urgent need to address the security vulnerabilities present in behavior-based
driver authentication systems. In the end, we suggest some possible countermeasures to the
GAN-CAN attack.
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Introduction

Car theft is a problem that nowadays is not completely solved. Technology development pro-
vided solutions to make thieves’ life harder, e.g., by turning a car from a simple ignition system
to a cryptography-based co-presence detection [5]. However, recent news showed that it is
still possible for attackers to steal cars, e.g., by directly connecting to the Controller Area Net-
work (CAN) bus and injecting packets [6]. Numerous driver authentication methods have
been proposed in the literature, encompassing various approaches such as all sort of biometric
authentication techniques [7, 8, 9, 10, 11], behavior-based authentication, and more. These
methods have been extensively studied to enhance the security and effectiveness of driver au-
thentication systems. For instance Derman et al. [7] propose a deep neural network-based ap-
proach for real-time and continuous authentication of vehicle drivers. The study aims to assess
the applicability of current face recognition technology for practical implementation. Gupta
et al. [9] introduce DriverAuth, a risk-based multi-modal biometric authentication solution
for enhancing safety in on-demand ride and ride-sharing services. DriverAuth employs three
biometric modalities (swipe, text-independent voice, and face) to verify registered drivers. Cur-
rent models utilize diverse modalities, leading to limitations in their applications or inconve-
nience for drivers [12]. Moreover, identification technologies like fingerprint recognition lack
the capability to continuously monitor the driver’s identity in real-time [13]. In light of these

problems we will take a deeper look into behavior-based authentication systems.



1.1  BEHAVIOR-BASED CAR ANTI-THEFT

To solve the car theft problem, researchers proposed the use of driver behavior data as an addi-
tional test to verify the legitimacy of the driver [13, 14, 15]. Behavioral-based driver identifica-
tion uses the driving style to distinguish among different drivers. To this aim, the authentica-
tion system collects Controller Area Network (CAN) bus data and extracts features peculiar
to each driver from the time evolution of information such as location, speed, braking, and
acceleration. Behavioral-based driver authentication systems’ use of CAN bus data allows it
to be easily implementable in modern vehicles with minimal costs. Traditional defense mecha-
nisms such as key fobs or immobilizers have been proven to be ineftective in preventing unau-
thorized access to the vehicle since attackers can leverage several entry points to accomplish
their purposes [6, 16]. Despite identifying a particular driver for authentication purposes, pro-
filing user behaviors can also be used in other contexts. Recently, insurance companies have
started implementing Usage Based Insurance (UBI) policies where individuals are expected to
purchase an insurance plan commensurate to their driving behavior instead of offering a fixed
pricing convention. With this system, drivers with aggressive driving behaviors are forced into
a higher fee with respect to more responsible drivers [17]. Similarly, identification of drunk

drivers can be important for safety reasons [18].

Thanks to the recent advancements in Artificial Intelligence (AI), most of the behavior-
based authentication models leverage Machine Learning (ML) or Deep Learning (DL) tech-
niques to verify the driver legitimacy [19, 20]. While some authors explore the use of simpler
models (i.e., non-deep) for this task [21], the best accuracy results are usually obtained with Re-
current Neural Networks (RNNs) and Long Short Term Memory (LSTM) networks [22, 23].
Indeed, these kinds of models can grasp the causal relationship between data samples, uncover-
ing the key characteristics of driver behavior. Thanks to the constant data feed from the CAN
bus, identification can be performed in real-time and can constantly provide feedback on the
legitimacy of the driver to the anti-theft system. It is worth noting that while the final goal of
these systems is authentication, in the literature the technical problem is tackled as an identi-
fication task (i.e., datasets have multiple drivers, and the model is tasked with identifying each

one).



1.2 Is BEHAVIOR-BASED AUTHENTICATION REALLY SECURE?

The behavior-based anti-theft system works under the assumptions that: i) the attacker is not
able to mimic the legitimate driver behavior, and ii) the attacker is not able to inject packets in
the CAN bus without causing safety-threatening driving behaviors while stealing the car. Re-
garding the first assumption, given that driver identification is based on AI models, we see that
such an assumption may fall apart since AI algorithms have been proven vulnerable to several
types of attacks. Indeed, adversarial attacks, such as evasion [24] or poisoning [25] attacks, have
been proven successful in affecting the behavior of classifiers. In the former, attackers leverage
their knowledge of the model to generate specifically crafted perturbations that can be applied
to data samples to drive the target model to misclassification. In the latter, attackers accessing
the dataset during the training procedure can inject malicious samples that compromise the
model’s behavior. While most of these attacks include strong assumptions about the attacker’s
knowledge of the system, several works on attack transferability show that many real-world sce-
narios can still be targeted by them effectively [26]. Moreover, the usage of generative models
such as Generative Adversarial Networks (GANS) is actively researched for both malicious and
defensive purposes, given their ability to generate increasingly realistic data samples that can
fool a classifier also in black-box scenarios [27].

Regarding the second assumption, i.e., the difficulty of injecting packets without hindering
driving safety, we notice that not all packets exchanged in the CAN bus are related to safety-
sensitive information. This opens a possibility for the attacker to inject maliciously crafted in-
structions. If the behavior-based anti-theft system were to use non-safety-sensitive information
to assess whether the driver is the legitimate one, then the attacker could mimic the legitimate
behavior without impacting driving safety while stealing the car. As discussed in Chapter .1
and also demonstrated in other works [15, 14], non-safety-sensitive features are the most im-

portant ones in characterizing a driver.

1.3 CONTRIBUTIONS

In this thesis, we propose GAN-CAN, a novel attack framework able to fool behavior-based
car anti-theft systems, as summarized in Figure 1.1. Our attack works in different scenarios
based on the attacker’s prior knowledge of the legitimate part of the system. We first consider
a White Box (WB) scenario, where the attacker knows the authenticator model and has access

to legitimate driver’s data. We then consider two Gray Box (GB1 and GB2) scenarios, where
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Figure 1.1: The authenticator permits only legitimate drivers to run a vehicle. However, with GAN-CAN, an attacker can
fool the authenticator and steal the vehicle by connecting a malicious device to the CAN bus.

the attacker can either access the data or the model, respectively. Finally, we consider the Black
Box (BB) scenario where the attacker does not know the model nor the legitimate data. We
then study the features an attacker can safely inject without incurring in safety-threatening
car state changes during the theft. Based on the considered scenarios, we design generative
models based on the Generative Adversarial Network (GAN) framework to generate and in-
ject malicious packets in the CAN bus to fool the identification system without affecting the
core functionalities of the vehicle. GAN-CAN highlights several vulnerabilities in the possi-
ble implementations of behavioral biometrics for driver authentication and works even on the
strictest assumptions. Indeed, we demonstrate that leveraging On-Boad Diagnostic (OBD)-1I
data to extract features for a driver identification system is an easily exploitable practice. Instead,
even when using data directly from the CAN bus, our attack can overwrite a selected subset of
packets to continuously authenticate an unauthorized user driving the target vehicle.

The main contributions of our work can be summarized as follows.

* We propose a model of the strongest behavior-based driver authentication system based
on our research on the state of the art in behavior-based driver classification. We analyze
the different solutions and compare them to stress their pros and cons.



* We present GAN-CAN, a novel attack on driver identification systems. Our attack in-
jects specifically crafted malicious data into the CAN bus causing the authentication
system to recognize the attacker as the legitimate driver without affecting the core func-
tionalities of the vehicle. This makes GAN-CAN a practical and implementable attack.

* We formalize a real-world implementation of a driver identification system taking into
account possible vulnerabilities and exploits. We show that the data collection procedure
used in several works (i.e., , OBD-II protocol) is vulnerable to replay attacks, and we
propose a practical solution.

* We test various implementations of the GAN-CAN attack in different settings on real-
world driver data. Our attacks show that it is possible to fool behavior-based authentica-
tion systems with success rates up to 0.99. We also make the code of our attack and threat
model publicly availableathttps: //anonymous.4open.science/r/GAN-CAN-1518/.

1.4 ORGANIZATION

The rest of the thesis is organized as follows. In Chapter 2, we give some background informa-
tion with an overview of related works. In Chapter 3, we discuss the approaches for an authen-
tication system available in the literature and we formalize the characteristics of the optimal
target system and then we demonstrated the threat model in Chapter 4. Details on our attack
approach are given in Chapter 5. We include its evaluation in Chapter 6, and in Chapter 7, we
discuss possible countermeasures. Finally, Chapter 8 concludes this work and propose some

possible future research ideas.


https://anonymous.4open.science/r/GAN-CAN-1518/




Background

In this Chapter, we report some background to understand the rest of the thesis better. In
Chapter 2.1, we briefly overview the CAN bus technology, while in Chapter 2.2, we detail
the architecture of GANs and how they can be used for malicious purposes. Behavior-based
authentication systems are presented in Chapter 2.3, with a discussion on their most common
characteristics. Finally, in Chapter 2.4, we conclude the Chapter with some relevant related

works.

2.1 CAN Bus anp ECUs

With the technological evolution of the last decades, modern vehicles employ small and simple
computers called Electronic Control Units (ECUs) to command each component, from the in-
fotainment systems to safety measures like airbags. Microcontrollers require to communicate
with each other to collect information from sensors and convey instructions to actuators. De-
spite some effort into developing new technologies (e.g., Automotive Ethernet [28]), with rare
exceptions, the connection between components happens through the CAN bus, a protocol
developed by Robert Bosh GmbH in the eighties [29]. Its popularity is due to its multiplexing
capabilities with only two copper cables to save on weights and its intrinsic error handling mech-
anisms, making the CAN bus particularly suited for safety-critical applications like vehicles.
On the other hand, it natively does not provide any security features [2]. For instance, since all

the messages are broadcasted, and the communication bus is unencrypted, it is straightforward
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Figure 2.1: The ECUs use the CAN interface for data communication [1].

for a malicious ECU to read all the transmitted messages and inject malicious data. Figure 2.1
shows a typical scenario of a CAN bus inside a vehicle. The CAN protocol has message-based
communication provided via frames, as shown in Figure 2.2. Also a complete CAN bus frame
can be seen in Figure 2.3. To allow many ECU to communicate in the same bus without caus-
ing errors, the CAN bus standard [29] defines an arbitration mechanism. The transmission of
each packet starts with the arbitration phase, which is won by the ECU sending the message
with the lowest ID (i.e., highest priority). The other ECU will listen to the packet content and
try again in the next time slot. Although the structure of the message is defined in the standard,
the content of the message is designed by the manufacturer, leading to a closed environment
where only the producer can interact with the bus without a big reverse engineering effort. To
allow easy diagnostic of vehicles by other technicians, governments forced vehicle manufactur-
ers to provide access to vehicle information through the Unified Diagnostic Services (UDS).
It provides a standardized way to interact with every vehicle to collect information about its
state and fix some anomalies by general technicians. Moreover, the UDS protocol bus is easily
accessible from the OBD-II port, a connector positioned in a user-friendly location, generally
below the steering wheel. Usually, this connection offers access to the CAN bus as well, even

if, in modern vehicles, there could be a gateway in the middle to separate the two networks.
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Figure 2.3: Complete CAN bus frame [3].

2.2 GENERATIVE ADVERSARIAL NETWORKS

GANSs emerged as a powerful framework for generating realistic, high-quality synthetic data.
Introduced by Goodfellow et al. [30], GANS consists of two neural networks, i.e., a generator
and a discriminator, engaged in an adversarial game. The generator aims to produce synthetic
data samples that resemble real ones, while the discriminator is trained to distinguish between
real and fake samples. A traditional GAN training process can be seen in Figure 2.4 . The
generator in this context does not have direct access to real data and its learning process solely
relies on its interaction with the discriminator but the discriminator has access to both the
generated samples and actual samples [31]. Through an iterative training process, GANs learn
to generate increasingly convincing results, which has led them to be widely adopted in various

domains, including computer vision [32], natural language processing [33], and data synthesis.

However, the impressive capabilities of GANs have raised concerns about their potential ma-
licious use. Indeed, GANs can be exploited by malicious actors to create disruptive or harmful
outcomes in several domains. For instance Zhang et al. [34] assess a poisoning attack in a fed-
erated learning system using GANs. The attacker trains a GAN to mimic other participants’
data, then generates poisoning updates to compromise the global model. Despite poisoning,

the global model retains over 8o percent accuracy on tasks. This highlights the need for robust
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Figure 2.4: Traditional GAN Training Process.

defenses against GAN-based attacks in federated learning systems. Another major area of con-
cern is the generation of adversarial examples for evasion attacks [24]. By exploiting GANSs,
attackers can generate perturbed inputs that fool machine learning models. In addition to eva-
sion attacks, GANs can be employed to generate synthetic data that can be used to spoof or
manipulate systems. It can have significant implications in applications involving authentica-

tion and identification systems.

2.3 BEHAVIOR-BASED AUTHENTICATION

Behavior-based authentication systems are an innovative approach to improving security in var-
ious domains. Unlike traditional authentication techniques, which rely on static credentials
(e.g., passwords, tokens), behavior-based authentication methods leverage unique behavioral
patterns and characteristics of individual users. This allows the system to establish the identity
of each user and grant access to services or resources accordingly. It is well suited for continu-
ous authentication and re-authentication, that is, checking the presence of the legitimate user
during its usage of a device like, for instance, a smartphone [35] or a computer [36].

This kind of authentication has been tested in different domains. The most researched

domain is related to computers which provide many behavior data of the user based on the
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keystroke dynamics [37] and mouse movements [38]. Soft keyboards are another perfect de-
vice to extract the user’s behavior: the exact point pressed inside the key can be used to iden-
tify a user [39]. In general, a lot of effort has been spent on developing solutions for smart-
phones [3 5], extracting user information based on their behavior of performing certain actions
on the touch screens, such as gestures and signatures [40]. They could distinguish used based
on how they type using features such as velocity, device acceleration, and stroke time. Swipe
movements can also continuously authenticate the user after one-time traditional authentica-
tion employing ML models [41]. Moreover, recent works applied behavior-based authentica-
tion to virtual reality [42, 43]. The automotive field has also been interested in this innova-

tion [44], as widely discussed in Chapter 3.1.

2.4 RELATED WORKS

In recent years, researchers and experts have been actively investigating the vulnerabilities and
potential threats associated with CAN bus networks. This section reviews notable research ef-
forts in three distinct areas: CAN bus security, the deployment of Intrusion Detection Systems
(IDSs) on CAN bus networks, and the emerging challenge of adversarial attacks targeting IDS
mechanisms. It also presents insights into potential vulnerabilities and some of the solutions

proposed in the literature.

2.4.1  CAN BUS SECURITY

CAN has become a target of malicious attacks due to its critical role in vehicle control systems.
To protect vehicles, conventional security mechanisms such as system lock-down, security hard-
ening, and Intrusion Detection Systems (IDS) are often employed on ECUs. However, these
measures do not effectively address attacks originating from the OBD-II port, which serves as
an interface enabling direct communication with the CAN bus from external sources, includ-
ing the internet [45]. Several studies highlighted the vulnerabilities and possible attack vectors
on the CAN bus [2]. A malicious attacker connected to the CAN bus can force other ECUs
to stop sending messages, with the so-called bus-off attacks [46, 47]. Such attacks can impact
different components of the vehicle having catastrophic consequences. Dariz et al. [48] inves-
tigate the joint design of integrity and encryption for securing a typical CAN network with
real-time traffic considerations. The study aims to address the challenges of data protection

and authenticity in resource-constrained environments. Fassak et al. [49] present a secure pro-

II



tocol for authenticating ECUs in the CAN bus using elliptic curve cryptography (ECC). The
method establishes session keys to introduce message source authentication, showing improved
performance compared to existing methods in bus load. Miller and Valasek [16] demonstrated
the possibility of attacking a vehicle and injecting malicious packets in the CAN bus remotely
through vulnerabilities in wireless communications interfaces. Farag [5o] implemented the
security feature for CAN using an intuitive algorithm. This algorithm encrypts the 8-byte
payload data with a dynamically changing symmetric key, synchronized across all nodes. This
approach ensures that the encrypted message remains unique at any given time. In [51],the au-
thors propose CANeleon, a novel protection scheme for defending CAN against smart attack-
ers injecting malicious frames with legitimate frame IDs. CANeleon allows legitimate nodes
to shift the spoofed frame ID, exposing malicious frames for filtering without protocol modi-
fications. Halabi et al. [52] propose a lightweight encryption solution inspired by Blockchain
technology. It generates keys based on a CAN frame’s payload and the previous key, ensuring
robustness. Many attack surfaces related to remote attacks in modern vehicles have been found
by Checkoway et al. [53] and can lead to remote control and location tracking. For instance,

Roufet al. [54] exploit data transmitted by the tire pressure monitoring systems to track a ve-

hicle.

2.4.2 INTRUSION DETECTION SYSTEMS ON CAN BUS

To detect in advance these attacks in the CAN bus and mitigate their effects, researchers have
proposed several Intrusion Detection Systems (IDSs) [55], security mechanisms designed to
detect and respond to unauthorized or malicious activities. Gmiden et al. [56] discussed that
ECUs connected to the CAN bus regularly send messages with unique IDs. Their simple IDS
tracks the arrival time of these messages and compares the interval between each message to
the expected interval and if the interval is shorter than expected, an alert is triggered. Casillo et
al. [57] developed a prototype IDS system for vehicles, utilizing embedded hardware. This sys-
tem employs bayesian networks, to identify and classify malicious messages transmitted on the
vehicle’s CAN bus network. Lampe et al. [58] developed a practical and affordable IDS for the
CAN bus, in the form of an android app with easy vehicle integration. It alerts consumers of
any suspicious communication, making it accessible to the average user. Jinetal. [59] introduce
a light-weight IDS that relies on signatures and can be seamlessly and promptly implemented
on the ECUs of vehicles. Islam et al. [60] propose a novel graph-based Gaussian naive Bayes

(GGNB) intrusion detection algorithm that utilizes graph properties and PageRank-related

I2



features for attacks against CAN bus. Caivano et al. [61] analyze an optimized and efficient
network-based IDS for detecting CAN bus attacks using quantum annealing. The quantum
annealing algorithm outperforms classical classification algorithms in terms of time perfor-
mance, which is crucial for identifying attacks in the automotive sector. In [62] researchers
present an algorithm which measures inter-packet timing over a sliding window and compares
average times to historical averages, generating an anomaly signal. Zhao et al. [63] present a
series of methods using two classifiers trained with Auxiliary Classifier Generative Adversarial
Network (ACGAN). These methods aim to detect and assign fine-grained labels to known at-
tacks, as well as identify the unknown attack class. Longari et al. [64] propose an IDS based
on LSTM autoencoders to detect anomalies and possible attacks by comparing reconstructed
data streams with the real ones. Another LSTM approach is given by Hossain et al. [65], which
propose an IDS able to detect several types of attacks (e.g., denial of service, spoofing, or mal-

functions).

2.4.3 ADVERSARIAL ATTACKS AGAINST IDS

Given the widely adopted usage of ML or DL models for IDSs, these systems can be vulnera-
ble to adversarial attacks, which are a category of well-researched attacks in the literature [66].
To address this issue, Pawlicki et al. [67] propose a methodology to detect several adversarial
attacks in different IDSs. Instead, several research works focus on using GANSs to fool the de-
tection systems. For instance, polymorphic Distributed Denial of Service (DDoS) attacks can
be carried out using those generative networks, as shown by Chauhan et al. [68]. Shu etal. [69]
present the Gen-AAL algorithm, which evaluates the susceptibility of ML-based IDS systems
to adversarial attacks which unlike other methods, it can utilizes active learning and GANs to
generate adversarial examples without requiring prior knowledge of the IDS model’s internal
structure or loss function. Apruzzese et al. [70] examine machine learning-based network IDS
to understand the real capabilities and conditions required for successful adversarial attacks. By
evaluating existing literature, it highlights the limitations and strengths of proposed adversar-
ial attacks. Lin et al. [71] propose IDSGAN, a generative adversarial network framework for
generating adversarial malicious traffic records to deceive and evade IDSs. IDSGAN performs
black-box attacks without knowledge of the detection system’s internal structure. Zhou et al.
[72] present a novel Hierarchical Adversarial Attack (HAA) method for Graph Neural Net-
work (GNN)-based intrusion detection in IoT systems with limited budgets. The approach

involves a shadow GNN model, a saliency map technique for generating minimal perturba-
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tions, and a hierarchical node selection algorithm based on random walk with restart (RWR)
to target vulnerable nodes. In [73] the authors propose a novel framework named FGMD that
offers defense against adversarial attacks by utilizing feature grouping and multi-model fusion
techniques. Mohammadian et al. [74] present a new approach for conducting adversarial at-
tacks against deep learning-based malicious network activity classification. The authors utilize
the jacobian saliency map to identify the best group of features, with varying features and per-
turbation magnitudes, to generate effective adversarial examples. Debicha et al. [75] examine
the actual feasibility of evasion attacks, specifically targeting Network-based Intrusion Detec-
tion Systems (NIDS). The researchers sought to demonstrate that their proposed adversarial
algorithm could effectively deceive these machine learning-based IDSs. The evaluation was
conducted in a black-box setting, where various constraints were considered to showcase the
practicality of such attacks. More generally, it is demonstrated by He et al. [76] that IDSs can
be fooled by artificially generated data even with restricted adversarial capabilities. Also Usama
et al. [77] propose an adversarial machine learning attack utilizing GAN’s to evade a machine
learning-based IDS successfully. Furthermore, they demonstrate that GANSs can be employed

to fortify the IDS against adversarial perturbations.
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Behavior-Based Driver Identification System

In this Chapter, first we delve deeper into the behavior-based driver identification systems pro-
posed in the literature. In Chapter 3.1, we take a closer look at the characteristics and security
aspects of these systems, viewing them as practical anti-theft measures in the real world. Then
in Chapter 3.2.1, we present the authentication system’s pipeline, outlining its main compo-
nents. Subsequently, in Chapter 3.2.2, we explore two system model scenarios to better under-
stand the system’s behavior and vulnerabilities. Finally, in Chapter 3.2.3, we provide detailed
insightsinto the implementation of the authentication device, emphasizing its essential features

and functionalities.

3.1 TOWARD A PERFECT BEHAVIOR-BASED DRIVER IDENTI-

FICATION SYSTEM

A vast amount of literature considers the problem of identifying the driver behind the wheel
based on behavioral data. This could be useful in identifying and blocking vehicle thefts but
can also be used to offer more personalized experiences to drivers. For example, it can be used to
set some parameters of the vehicles based on user preferences [78] or to collect data to optimize
and enforce driver-based insurance calculating risk factors on the fly [17]. However, except for
some of the works [79, 17, 80, 81], the main target is identifying the driver.

Most approaches extract CAN bus data via the OBD-II port which can provide a wide va-
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Goal  Type Model References

o Clustering  Clustering [81]
E\ Statistical ~Time-domain [80]
DL CNN, LSTM [17]
LSTM [86, 15, 87, 78]
RNN [78, 88, 89, 23]
CNN [90, 89]
SVDD [90]
DL AdaBoost [o1]
Autoencoder  [92]
. DeepRCN [14]
Driver 4-la;)er MLP  [03]
GAN [94, 95]
GMM [96]
k-means [97]
ML KNN [82, 22,98, 99, 84]
RF [83, 98, 99, 84]
SVM [98, 99, 84, 100, 21, 20]

Table 3.1: Summary on the different models employed by papers in the literature. The paper’s target can be to profile the
driving style of the driver or to identify the driver.

riety of sensors and actuators readings to characterize the vehicle state. Many researchers do
not provide access to the dataset they used, making it complicated for the community to re-
produce and improve the results, other works employ publicly available datasets. The most
used one comes from the OCSLab [4, 82] and comprises 54 sensors reading from the vehicle
bus, including ten different drivers. Other less considered datasets contain different data types,
such as stability [83] and Global Positioning System (GPS) data [84]. Few works also employ
physiological data [85], even if its applicability in a real scenario is challenging. In our work,
we will use the OCSLab [4] dataset to make our results easily comparable with others in the
literature.

Almost all the works attempting to identify the driver employ ML or DL algorithms, as sum-
marized in Table 3.1. The paper by Erzin et al. [79] is one of the first to discuss how features
such as pressure on pedals, vehicle speed, engine speed, and steering angle can be combined to
identify a driver. They state that authentication should be done before the vehicle moves. How-
ever, these data can be solely employed to verify the driver’s state (sleepy, active, etc.). In [83],
the authorized driver has a specifically-trained ML model containing their profile information.

They do binary classification and show that not only they can authenticate drivers, but they
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can also extract features such as gender from the trained model. The authors of [100] use CAN
bus data of an Electric Vehicle (EV), particularly focusing on pedal operation patterns and GPS
traces of different drivers driving on the same route. The authors use such data to implementan
Support Vector Machine (SVM) and Universal Background Model (UBM)-based ML model
to authenticate users. In [90], Xun et al. propose driver fingerprinting to authenticate a user
in real-time using CAN bus data. The authors use DL methods such as Convolutional Neu-
ral Network (CNN) combined with Support Vector Domain Description (SVDD) to detect
illegal drivers. Other ML models have employed with discrete success, such as k-Nearest Neigh-
bors (kNN) [82, 22, 98, 99, 84], Random Forest (RF) [83, 98, 99, 84], and Gaussian Mixture
Model (GMM) [96]. Better successes have been observed with DL models, especially employ-
ing LSTM [86, 15, 87,78] or RNN [78, 88, 89, 23]. Other models have been tried as well, such
as AdaBoost [91], Autoencoder [92],and GANSs [94, 95]. In [95] researchers introduce a new
GAN model, Convolutional Long short-term GAN (CLGAN), which combines LSTM and
CNN. This model excels in feature extraction and preservation while minimizing overfitting,
showing promise for generating high-quality outputs.

Together with the models, the number of features to be employed has also been analyzed in
the literature. Marchegiani et al. [100] conduct some tests to assess the feasibility of identifying
a driver with one feature only (e.g., acceleration or brake) using SVM. Rahim et al. [84] employ
GPS data only, training ML models with solely three features (orientation change, stable speed,
total acceleration), but still reaching up to 90% accuracy in detecting drivers. Thanks to its
complexity, DL are usually more suited to manage a higher number of features. For example,
Chenetal. [92] employed 51 features available in the OSCLab dataset to train an Autoencoder,
while Ravi et al. [15] employs 40 features in a LSTM.

Several preprocessing techniques have been employed to make the best use of the data. Miya-
jima et al. [96] employ cepstral spectral features, generally used for speech and speaker recogni-
tion, associated with a GMM model. Fugiglando et al. [80] employs a time-domain analysis of
the features to extract the maximum entropy to characterize the drivers. DL and LSTM usually
require less preprocessing effort since the model can automatically capture the peculiar feature
of the data. Most works in the literature divide the data with a sliding window approach to be
better analyzed by the models. The window size may vary from 12 seconds [91] to 300 [90].
Moreover, to enhance the number of samples, some papers maintain an overlap between adja-
cent windows [14, 97, 82].

Another factor impacting these systems is their implementation in real-world scenarios. Most

of these works do not specify which system component is responsible for driver authentication.
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Although simple ML algorithms can be executed on cars, DL networks based on complex and
deep structures might require prohibitive costs for the execution on a vehicle and are more
likely to be implemented on a dedicated and resourceful server, at least for the training part.
El Mekki et al. [78] implemented a proof-of-concept authenticator with Automotive Grade
Linux [101], showing its easy applicability to Ul personalization. However, no one ever imple-
mented or discussed in detail how a physical anti-theft device based on driver behavior can be
developed.

Since running and, especially, training ML and DL models can be expensive, some literature
works delegated at least one of these tasks to a central server in the cloud. For instance, Kwak
etal. [82] propose to implement the anti-theft module in a remote server accessible via the in-
ternet. The car sends via wireless communication driver behavior CAN bus data to the server,
which then extracts specific features and feeds them to a previously trained ML model. Based
on the same system model, Ezzini et al. [99] proposed a driver authentication scheme imple-
mented on an internet-connected dedicated server that extracts predefined features from CAN
bus data to authenticate the driver. In other works [78, 86, 102, 97], a remote server has a part
in the authentication process. All these works, however, do not mention security on the chan-
nel between the vehicle and the server, ignoring the threat imposed by sharing users’ sensitive
plaintext data over a wireless channel which may expose them to possible thefts by malicious

users.

3.2 AUTHENTICATOR SYSTEM MODEL

We now discuss the characteristics that an anti-theft system should have to be secure as a real-
world device. First, we show the pipeline of the authentication system in Chapter 3.2.1, while
in Chapter 3.2.2, we discuss two possible deployment scenarios. Then, in Chapter 3.2.3, we
provide more details on the possible implementation by defining the used models and their

parameters.

3.2.1 PIPELINE

In Figure 3.1, we show the pipeline of the behavior-based anti-theft system. The first step is
the collection of the raw data from the CAN bus, which can be performed in different ways,
e.g., from OBD or directly from the CAN bus. The second stage envisions data processing, i.c.,

reshaping the collected data into suitable data structures for the classification model. The third
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Figure 3.1: Pipeline of the authenticator system.

phase is model training. As typical in the literature [14, 20], we assume that the data collection
phase is secure, i.c., no training data poisoning. After training, the model is ready to be tested
and, based on the implemented model and collected data, may be able to recognize more than

one driver.

Input data must be processed to extract the features that the authentication model will use.
In Chapter 3.1, we show many works in the literature that use LSTM models, given their ability
to grasp causality between data samples. For this reason, sequential data must be aggregated in
different time windows, which will then be fed to the classifier in batches. Here, the model
will process each batch to generate a prediction, i.e., determine whether the driving data comes

from a legitimate driver.

3.2.2 SYSTEM MODEL SCENARIOS

The overall system model we analyze in this thesis comprises a behavior-based authenticator sys-
tem, employed as an anti-theft mechanism, that continuously authenticates the driver againsta
list of known and acceptable drivers. As depicted in Figure 3.2, the authentication system can

be deployed inside the vehicle’s network in the two following configurations.
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Figure 3.2: A schema of the system and threat model.

EXTERNAL AUTHENTICATOR (A1). The easiest way to connect the anti-theft module is via
the OBD-II port. Thanks to UDS capabilities, such a system is interoperable between different
vehicles because of its standardized data structure, which is employed in all vehicles in the mar-
ket. Ideally, a vehicle owner can buy the anti-theft device even after the vehicle’s purchase and
easily configure it. The ease of configuration further simplifies the setup process, enabling own-
ers to install and activate the anti-theft module without the need for specialized knowledge or
complex installations. Such a solution can run on a cheap microcomputer (e.g., a Raspebbery
Pi [103]), employing a cloud computing service for the one-time training during the configu-
ration phase. To prevent an attacker from simply disconnecting it from the OBD-II port, the
anti-theft must be equipped with anti-tampering and physical intrusion detection solutions,
such as [104]. However, developing such technology in an almost plug-and-play device could
be difficult. This could expose the device to Man-in-the-Middle (MitM) attacks through which
an attacker can freely tamper with all the UDS responses, launching simple replay attacks to

break the authenticator.

INTERNAL AUTHENTICATOR (A2). The connection of the authenticator to the internal net-
work is inherently more robust. Removing or disabling a hidden device requires a higher level
of expertise and effort, making it a more daunting task for attackers to accomplish. Moreover,
anti-tampering techniques developed by the manufacturing company during the vehicle design
can be more effective compared to those developed by a third party [105, 104]. Being connected

to the main CAN bus, the authenticator is exposed to the raw packets sent by ECUs to control
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vehicle parameters and regulate driving. An attacker aiming at tricking it is then forced to send
packets to the main bus and deal with its consequences. In fact, a simple replay attack cannotbe
feasible without compromising driver safety, as better explained in Chapter s.1. Conversely, it
is worth mentioning that such a solution can be implemented only by the manufacturing com-
pany since the data format is usually proprietary and not publicly available. Even if there has
been some effort in reversing packet formats of cars [106], the physical deployment inside the
vehicle could be tricky. For sure, it will be less convenient than a plug-and-play solution like
Ar.
Independently of its location, the authentication system can collect generic data commonly
used in the literature for behavior-based driver authentication without restricting to a specific
subset, e.g., pedal pressure, wheel steering, engine Revolutions Per Minute (RPM). We consider
the general framework, where every data exchanged on the CAN bus or requestable through
the UDS protocol can be collected and suitably combined for authentication purposes. In
particular, the authentication model is periodically fed with a series of values representing the
vehicle state. A state comprises the most recent value for each feature collected from the data.
Depending on the capabilities of the device installed in the vehicle, authentication can be
donelocally inside the device or delegated to a third party. In the latter case, data can be reported
to a central authentication server through an internet-based wireless connection which will feed
the cloud model with the driver’s behavioral data and reply with a decision. In the second case,
as typical in the literature using this system model, the communication between the vehicle
and the authentication server is not secured [82, 94]. However, differently from the existing
literature, we strengthen the system’s security by considering an encrypted connection to a

central server that can recognize the sender and infer its legitimacy.

3.2.3 AUTHENTICATION DEVICE IMPLEMENTATION

Grasping the best insight from the many works on behavior-based driver identification in liter-

ature (Chapter 3.1), we develop our solution for a robust authentication system.

TRAINING DATA. In order to ensure consistency with previous research works, we leverage
a frequently employed dataset called OCSLab [82]. This dataset comprises 94380 data points,
thus accounting for around 26 hours of driving. Initially, we considered a dataset with s 4 fea-
tures, but after careful analysis, we discovered that eight features had either zero or constant

values throughout the dataset. Realizing the negligible variation and significance of these eight
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features, we concluded that they would not contribute meaningfully to the authentication pro-
cess. Consequently, we made the decision to filter out these eight features resulting in a final
set of 46 features for the baseline authentication. In addition to feature selection, we perform
windowing on the time series data. This process involves dividing the dataset into windows
of a specified size. The windows are created by iterating through the data with a step size of
window-size/2. We consider a window size of 16 seconds, which is slightly smaller than the
average found in the literature but it offers distinct advantages for our classification purposes.
The choice of a smaller window size enables us to perform the classification more frequently,
allowing us to gain insights into driving behavior patterns in finer-grained intervals.

The data is organized into batches, each containing four time windows. Each window rep-
resents driving behavior observations collected over 16 seconds. To ensure data quality and the
suitability of the dataset for the authentication models, essential pre-processing steps, such as
normalization, are applied to the dataset to ensure data quality and suitability for the authenti-
cation models. By doing so, we eliminate any potential bias that may arise due to differences in
the magnitude of features, ensuring that all features contribute equally to the authentication

models.

MobpEeLs. We re-implemented several authentication models proposed in the literature to es-
tablish the best system. We selected the top three performers from these models based on their
reported accuracy and effectiveness [78, 23, 88]. By selecting the top performers, we aimed to
ensure that the final authentication system we adopt is robust, reliable, and capable of deliver-
ing accurate results in identifying authorized users based on their driving behavior. The chosen
models for the baseline authentication are Long Short-Term Memory Fully Convolutional Net-
work (LSTM-FCN) [78], LSTM [23], and RNN with Gated Recurrent Unit (GRU) [88].
After pre-processing the data by aggregating it in time windows and batches, we train and test
the selected models on the dataset. We employed an ensemble approach to further enhance the
robustness and reliability of the authentication system. We combined the outputs of the three
selected models using majority voting, and the ensemble performed better than all three models.
Moreover, using the ensemble of models with majority voting allows us to create a black-box
scenario for the attack. In a black-box setting, the attacker has limited knowledge about the
inner workings of the authentication models. By generating data that can defeat each of these
individual models independently, we demonstrate the effectiveness and versatility of our attack
approach. This demonstrates the potential vulnerabilities and limitations of the baseline sys-

tem, thereby highlighting the importance of further enhancing the authentication mechanisms
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to mitigate adversarial attacks.

IMPLEMENTATION. As stated in Chapter 3.2.2, the most secure implementation of the au-
thentication device envisions its connection inside the CAN bus (i.e., A2). Thus, after collect-
ing data from the legitimate driver behavior to perform training (which can require driving
for several kilometers), the system can finally be deployed for authentication. In the OCSLab
dataset, the driving data has been collected during a round-trip of about 46km (around 2.sh
of driving) for each driver. However, it might be possible to shorten this length by consider-
ing a round-trip that includes different driving behaviors (e.g., highway driving, urban roads,
traffic conditions). As done in the OCSLab dataset, a single data sample (i.c., a value for each
of the 46 features) is extracted each second. Considering the window size of 16 seconds, win-
dow advancement with 8 seconds step size (i.e., 8 seconds overlap with the preceding window),
and the batch size of 4, it leads the classification model to take a decision every 40 seconds of
driving. This time interval allows the system to evaluate and classify driving behavior at regular
intervals, enhancing the responsiveness and real-time nature of the authentication process.

Once a non-authorized batch of data is detected, it triggers appropriate actions to ensure the
security of the vehicle and its occupants. One potential action is notifying the vehicle owner
immediately, alerting them to the unauthorized access attempt. Alternatively, the system may
decide to initiate a more assertive response, such as pulling over the vehicle and blocking further
driving attempts. However, several aspects must be considered when dealing with possibly
unidentified behaviors.

Model Errors — The usage of DL models for authentication leads to high accuracy scores,
as discussed in the literature. These results, however, are rarely perfect (i.e., attaining accuracy
1) and they are not immune to misclassifications. Despite their high accuracy, there will al-
ways be a percentage of wrong predictions or misclassifications, especially when dealing with
challenging and ambiguous driving scenarios. For usability and security reasons, both the rate
of false positives (i.e., legitimate driver classified as not authorized) and false negatives (i.e., il-
legitimate driver classified as authorized) should be kept at a minimum. Thus, depending on
the baseline evaluation of the authentication system, notifications might be sent, or counter-
measures might be taken after detecting two or more non-authorized batches. This decision
threshold helps ensure that the detection is more robust and accurate, reducing the chances of
acting on isolated or occasional misclassifications. Implementing a threshold for the number
of non-authorized batches helps strike a balance between maintaining high security standards

and avoiding unnecessary interruptions for legitimate vehicle owners. It allows the system to
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discern genuine security threats from occasional anomalies in driving behavior that may occur
due to external factors or benign variations.

Early Driving Stages — The driving data used to train the models should be collected once
the vehicle is moving on the road. Indeed, early driving stages (e.g., idle state, coming out of a
parking lot) often do not contain any relevant data to identify the driver and thus might lead to
errors and misclassification. During the early driving stages, the vehicle may exhibit minimal
driving behavior, and the data collected during these periods might lack distinctive patterns or
features that are crucial for driver identification. For these reasons, the authentication system
should ignore predictions performed when the vehicle is not moving for extended periods or

when not on the road.
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Threat Model

Based on the knowledge that the attacker has on the victim profile and the authentication sys-

tem, we can define four different cases, as summarized in Table 4.1.

4.1 WHITE Box (WB): KNOowN MODEL AND DATA

In the White Box (WB) scenario, the attacker knows the architecture of the authentication
system and the data generated by the victim driver. The attacker can obtain the architecture
from either: i) known implementation disclosed by the manufacturer, ii) having direct access
to the hardware memory in case no Trusted Platform Module (TPM) is used, iii) having direct
access to the authentication system input/output and using model extraction techniques (from
local [107, 108] or from cloud [109]). Regarding data, the attacker can obtain data fed to the
local authentication system by either monitoring the data exchanged over the CAN bus (e.g.,

mounting a malicious ECU or compromising one already installed [16]) or by eavesdropping

Model Data | Difficulty
White Box (WB) v v Easy
Gray Box 1 (GB1) X v Medium
Gray Box 2 (GB2) 4 X Medium
Black Box (BB) X X Hard

Table 4.1: Different cases based on the attacker’s knowledge.
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communications between the car and the authentication server, if not encrypted.

4.2 GRrAY Box 1 (GB1): UNKNOWN MODEL, KNOWN DATA

In the first Gray Box (GBr1) scenario, the attacker can obtain data fed to the authentication
system by legitimate drivers but cannot obtain in any way the architecture behind the authen-
tication system. An example of such a scenario is a cloud authentication system getting data
through an unencrypted wireless channel from a vehicle [82, 94]. In this context, legitimate
drivers interact with the cloud authentication system through the wireless channel. However,
the data transmitted between the vehicle and the cloud is susceptible to eavesdropping by mali-
cious actors. An attacker with the capability to intercept and monitor the communication can

obrtain sensitive information that is being sent from the vehicle to the cloud for authentication.

Despite the attacker’s ability to intercept this data, the inner workings and architectural de-
tails of the authentication system itself remain hidden from their reach. This means that the
attacker cannot directly access or retrieve the model responsible for performing the authentica-
tion within the cloud infrastructure. The authentication model remains secure and obscured

from external entities, preventing unauthorized access to its sensitive components and logic.

4.3 GrAY Box 2 (GB2): KNOowN MODEL, UNKNOWN DATA

In the second Gray Box (GB2) scenario, the security landscape shifts, presenting a different set
of challenges for the authentication system. In this case, the attacker gains the ability to access
the architecture of the authentication system itself. This means that the internal structure,
algorithms, and design of the system become exposed to the malicious user, possibly through
the exploitation of techniques similar to those described in the White Box (WB) case. Despite
obtaining knowledge of the authentication system’s architecture, the attacker faces a limitation
— they are unable to directly access any data from the original driver. This means that they do
not have access to the input data that legitimate drivers use during the authentication process.
To enable such an attack, the malicious user can leverage model extraction attacks to get the

target ML model [109, 110].
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Ax A2

WB Replay Smart-Replay

GB1 Replay Smart-Replay

GB2 | GAN-CAN, and then replay =~ GAN-CAN
BB | GAN-CAN, and then replay =~ GAN-CAN

Table 4.2: Which is the easiest attack that will work in a certain scenario? With GAN-CAN, and then replay, GAN-CAN is
only needed to generate one sample to be submitted as a replay attack to the authenticator.

4.4 Brack Box (BB): UNKNOWN MODEL AND DATA

The Black Box (BB) case is the trickiest one. The attacker cannot freely access the authentica-
tion system’s or the legitimate driver’s data. However, the malicious entity can read responses

from the authentication system as in all the other cases.

In our threat model, we consider a malicious attacker aiming to get authenticated even if
not in the designated driver’s list. Table 4.2 summarizes the easiest attack for each location of
deployment of the authenticator and each attacker scenario. The A1 case is the easiest since a
simple replay attack is always sufficient to trick the model. However, in GB2 and BB cases, the
attacker has no legitimate driver data. Therefore, they must employ GAN-CAN to obtain a
valid state sample to be replayed to the authenticator. Note that, in the A1 case, the attacker can
send whatever data they need to the authenticator without caring about side effects since the
malicious data would never reach the internal bus. This is different in the A2 scenario, where
the attacker is limited to modifying only certain features not to compromise driving safety while
stealing the car. In those cases, an attacker cannot just replay the whole legitimate traffic but
always needs a more sophisticated solution. Still, in WB and GBr1 scenarios, a smart-replay
attack is possible, in which only specific features are modified to perform the attack. Due to
A2 scenario’s higher complexity, we will present only results related to this attacks.

Finally, we assume the attacker has access to the internal CAN bus of the victim vehicle
and know the data format of the vehicle’s bus [106]. This is a fair assumption since attackers
can physically access the CAN bus in various internal and external vehicle points, such as head-
lights [6]. The access can also be obtained remotely by compromising a connected ECU, for in-
stance, exploiting modern vehicles’ high connectivity [16]. These unauthorized vehicle accesses
underscore the need for behavior-based authentication systems and reveal the shortcomings of
traditional defense methods. In all cases, the attacker will get complete access to the network

since communications inside the CAN bus are neither authenticated nor encrypted [29].
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GAN-CAN Methodology

We now discuss the implementation of the GAN-CAN attack. While not adhering to the tradi-
tional GAN training framework, our generator models are optimized to bypass a fixed discrim-
inator (i.e., the authentication system) rather than incrementally training both components.
Thus, the deployed generative networks that are detailed in this section leverage the discrim-
inator feedback (i.e., the authentication system output) as a means of optimization and loss
computation. Chapter 5.1 discusses feature safety, which is essential to understanding attack
implementations. Based on the scenarios presented in Chapter 4, we divide the specification
of our methodology into three scenarios: GB1 in Chapter 5.2, GB2 in Chapter 5.3, and BB in

Chapter s5.4. The attacks are summarized in Figure s.1.

5.1 FEATURES SAFETY

As part of our study, we encounter a crucial safety concern about data injection into the CAN
bus. Because each packet sent alters the vehicle’s driving state, we need to avoid injecting pack-
ets that may impact the vehicle’s operation and the driver’s safety during the attack. There-
fore, we consciously select a subset of features enabling us to inject our malicious data into
the CAN bus while mitigating potential safety risks. For this reason, we divide the features
into three main categories: modifiable, borderline, and non-modifiable, as depicted in Table 5.1.
The modifiable category indicates that features can be altered or manipulated without affect-

ing the driver experience. These features offer total flexibility in terms of modifying their val-
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ues. The modifiable features are carefully selected and engineered to have minimal influence
on the overall driving behavior or vehicle performance. Conversely, features classified as non-
modifiable cannot be directly modified due to their inherent nature or external constraints.
Tampering with these features can change the vehicle’s state in ways that jeopardize the driver’s
safety. Non-modifiable features are critical parameters that directly influence the vehicle’s per-
formance, safety, and overall functionality. Finally, the borderline category includes features
that lie in a gray area between modifiable and non-modifiable. These features have certain con-
straints or limitations on their modification. For example, they may be partially modifiable
within certain predefined ranges or subject to specific conditions.

When conducting our attack, we do not want to compromise the driver’s safety. Therefore,
we focus solely on the 22 modifiable teatures out of 46 (i.c., the 48%). We have consciously de-
cided to exclude features categorized as borderline and not modifiable due to safety concerns.
By prioritizing safety, we acknowledge the potential risks of modifying certain features, partic-
ularly those related to critical vehicle systems or external environmental factors. Nonetheless,
we train the authentication model using all 46 features. The intention is to establish the per-
formance of the authentication system using a comprehensive set of features. However, when
conducting the attack phase, we constrain our manipulation efforts only to the 22 identified
safe features. This means that during the attack, we will exclusively focus on modifying and in-
jecting values into these specific features while keeping the values of the remaining features un-
changed. This constrained approach adds an extra level of defense against adversarial attempts.
Indeed, once the critical features have been identified (i.c., non-modifiable and borderline fea-
tures), one possible countermeasure to strengthen the authentication system could be using
only those kinds of features for classification. We attempted to train the authenticator mod-
els using solely the non-modifiable and borderline features. However, this approach led to a
decline in accuracy on the test set, with the performance dropping to 61.7% , due to the high
importance of modifiable features [15, 14]. Thus, we conclude that the modifiable teatures are

still essential for efficiently implementing the authenticator.

5.2 GRAY Box 1 SCENARIO

In this scenario, summarized in Figure s5.14, the attacker can access the authenticated data (i.e.,
legitimate driving behavior) without knowing the authenticator model implementation. How-
ever, since we are working in the A2 implementation of the authenticator model, as stated in

Chapter 4, the attacker cannot just replay the legitimate traffic they have access to. Thus, a
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Importance #

Features

Modifiable 22

Fuel consumption

Short Term Fuel Trim Bank1

Intake air pressure

Engine soacking time

Long Term Fuel Trim Bank1

Engine torque after correction

Torque of friction

Flywheel torque (after torque interventions)
Current spark timing

Engine coolant temperature

Engine Idel Target Speed

Engine torque

Calculated LOAD value

Minimum indicated engine torque
Maximum indicated engine torque
Standard Torque Ratio

Requested spark retard angle from TCU
TCU requests engine torque limit (ETL)
Target engine speed used in lock-up module
Activation of Air compressor

Engine coolant temperature.
Calculated road gradient

Borderline Is

Accelerator Pedal value

Absolute throttle position

Engine in fuel cut off

Engine speed

Flywheel torque

TCU requested engine RPM increase
Torque converter speed

Wheel velocity front left-hand

Wheel velocity rear right-hand

Wheel velocity front right-hand
Wheel velocity rear left-hand

Torque converter turbine speed - Unfiltered
Clutch operation acknowledge
Acceleration speed - Lateral

Steering wheel angle

Not-modifiable | 9

Throttle position signal

Current gear

Converter clutch

Gear Selection

Vehicle speed

Acceleration speed-Longitudinal
Master cylinder pressure
Steering wheel speed

Table 5.1: Distribution of features into safety classes.
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smart-replay attack must be deployed. With this attack, the attacker can replay the legitimate
traffic using only the features labeled as modifiable in Chapter s.1. Instead, the data for all
the other features (i.e., borderline and non-modifiable) are generated by the attacker themselves
while driving the stolen car. In this way, the attacker can drive the car without any interference

in their driving safety and still be authenticated by the anti-theft system.

5.3 GRAY Box 2 SCENARIO

In this scenario, summarized in Figure s.1b, the attacker can access the authenticator model
implementation without knowing the legitimate driving behavior. Thus, the attacker can pre-
emptively use the legitimate model to train the generator of a GAN. Indeed, it is possible to
use the authenticator model as an oracle and train a neural network with its feedback, creat-
ing a model that generates legitimate fake packets from random data. This approach diverges
from the conventional GAN training process. In this scenario, we do not employ a discrimina-
tor that learns in parallel with the generator. Instead, we utilize a pre-trained surrogate model
that furnishes feedback to the generator. Consequently, we can categorize this as a modified
GAN training process, predicated on the constraint of not having direct access to the data. The
Generator’s architecture consists of multiple layers as shown in Table 5.2, each responsible for
specific transformations of the input data. The network takes three main parameters as inputs:
batch size, window size, and number of features. The batch size represents the number of data
samples processed in each training iteration, while the window size defines the duration of each
time window for driving observations. The number of features signifies the number of input
features representing different aspects of driving behavior. The neural network architecture is
designed to efficiently generate realistic driving behavior samples. The first layer, which con-
sists of 128 neurons and performs a linear transformation on the input data. The LeakyReLU
activation function with a slope of 0.2 is then applied to introduce non-linearity and better
handle vanishing gradients during training. The second layer, consists of 256 neurons and
further processes the data using another linear transformation followed by the LeakyReLU ac-
tivation function. This process continues with the third layer, containing 512 neurons, and
the fourth layer, which has batch size * window size neurons. The role of fourth layer is partic-
ularly significant, as it serves as the bottleneck layer, reducing the dimensionality of the data to
fit within the desired window size. The network’s ability to compress and generate meaningful
representations within the confined window size is crucial for generating realistic and coherent

driving behavior. The final layer, with number of features neurons, performs the final linear
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transformation, mapping the reduced data back to the original number of features dimensions.
This output represents the generated deceptive driving behavior, closely resembling authentic
driving patterns.

Given the vast search space and potential challenges in convergence and local minima en-
countered, we employed a modified reinforcement learning approach to optimize the learn-
ing procedure for our generator. Doing so enables the generator to explore the search space
more efficiently and adapt its strategy based on feedback and rewards received during the learn-
ing process. This approach allows us to overcome the limitations of traditional optimization
techniques and navigate the complex landscape more effectively. By employing exploration-
exploitation strategies, the generator can balance between trying new approaches and exploit-

ing existing knowledge to find promising regions of the search space.

Layer Input Shape Number of Neurons Activation Function
Layer 1 num_features 128 Leaky RelLU (0.2)
Layer 2 128 256 Leaky RelLU (0.2)
Layer 3 256 512 Leaky RelLU (0.2)
Layer 4 512 batch_sizexwindow_size | Leaky RelLU (0.2)
Layer 5 batch_size*xwindow_size num_features Linear

Table 5.2: Architecture of the Generator.

The reinforcement learning parameters include the maximum episode length, the number
of episodes, the learning rate «, and the discount factor y. These parameters govern how the
generator’s latent input will be updated using reinforcement learning. The training loop con-
sists of episodes, where each episode starts with initializing the latent input and the episode
reward. Within each episode, the generator generates a sample based on the current latent in-
put. This generated sample is then evaluated by the surrogate model (i.e., the authentication
system). The surrogate model’s output makes predictions, and random target labels are created
for comparison. The reward is calculated as the mean accuracy of the predictions matching the
targets. The latent input is updated using reinforcement learning by computing the temporal
difterence error (td_error) as the difference between the reward and the cumulative episode
reward. The reward is a measure of how well the agent performed in a specific episode, pro-
viding immediate feedback on the quality of its decision. The cumulative episode reward, on
the other hand, represents the total reward accumulated throughout an entire episode length
which is the maximum number of steps or actions allowed within a single episode of the rein-
forcement learning process. By calculating the #d_error as the difterence between the reward

and the cumulative episode reward, we are trying to capture the discrepancy between the imme-
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diate feedback received and the overall performance over an extended period. The latent input
is then updated by adding a scaled noise term to introduce randomness and exploration. The
scaling factor is determined by «, d_error, and the y factor raised to the power of the current
step:

a - td_ervor - y*? - latent_input. (5.1)

This update process helps the generator adjust its latent input based on the reward signal and
explore different regions of the latent space. After the episode, the generator is updated using
the final latent input. This scaling factor influences the magnitude of the noise added to the la-
tent input, potentially increasing or decreasing the level of exploration based on the #d_error’s
magnitude. By scaling the noise with the #d_error, the agent can adjust the exploration level dy-
namically during the training process. Higher #d_error may correspond to larger scaling factors,
leading to more exploration and increased randomness in the latent input updates. Conversely,
lower td_error may result in smaller scaling factors, reducing the level of exploration and increas-
ing the exploit as the agent refines its estimates and converges towards better solutions, this will
decrease randomness in the latent input updates. Also by raising y to the power of the current
step, we apply a temporal discounting factor that decreases the impact of future rewards as the
number of steps increases. As the agent gains more experience and learns from previous steps,
the influence of future rewards on the scaling factor decreases, allowing the agent to focus more
on optimizing its policy based on immediate feedback. The surrogate model evaluates the gen-
erator’s output, and a target label tensor is created for the loss calculation. The generator’s loss
is computed using the cross-entropy loss function, and backward propagation is performed to
update the generator’s parameters. The trained generator is returned once the specified number
of episodes is reached. In summary, this reinforcement learning approach in the GAN training
process utilizes rewards from the surrogate model to guide the generator’s learning. The latent
input of the generator is updated using a noisy term scaled by the reward and reinforcement
learning parameters. Iteratively optimizing the generator based on the reward signals aims to

generate samples that can effectively deceive the surrogate model.

The physical implementation of the device follows the steps detailed in Chapter 4. Since
training is done in advance, timings are not a matter of concern in this scenario, also considering

the availability of cloud GPUs that can be rented cheaply.
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5.4 BLACK Box SCENARIO

In the BB scenario, the attacker has no knowledge of the legitimate driving behavior nor the
authenticator model architecture. Given the particularly challenging nature of this attack, the
best course of action for a malicious party is to gain insight into one of the two factors to fall

again into one of the two Gray Box scenarios. Thus, two approaches can be followed.

5.4.1 GAINING KNOWLEDGE ON THE DATA (BB1)

To obtain legitimate driving behavior data, the attacker must use a two-stages attack, as summa-
rized in Figure s.1c. In the first stage @, the attacker identifies the target vehicle and physically
deploys the malicious device connected to the CAN bus of the victim vehicle. It can be done,
for instance, under the car’s front bumper [6]. To ensure that the acquired data reaches the
attacker, the malicious device needs to be equipped with telecommunication capabilities. This
allows the device to transmit the sniffed CAN bus traffic to a remote location controlled by the
attacker, enabling them to gather the collected data conveniently and discretely.

Once the attacker has amassed a sufhicient amount of legitimate driving behavior data through

this eavesdropping process, the second phase @ is the same as detailed for GB1.

5.4.2 GAINING KNOWLEDGE ON THE MODEL (BB2)

In this particular approach, which is depicted in Figure 5.1d, the attacker adopts a clever strat-
egy to steal the car in a single stage, but at the expense of waiting longer to gain authentication
to the vehicle. Indeed, to perform this attack, the thief exploits the implementation of the au-
thenticator system while the vehicle is in an idle state. As explained in Chapter 3.2.3, when the
car is parked or not moving, the authenticator model ignores any prediction for notification or
countermeasures since the extracted features might lead to errors and false positives. Thus, the
attacker can exploit this behavior to train a generator using the authenticator system as an ora-
cle without risking alerting the vehicle owner. The generator is the same as the GB2 scenario.
Indeed, by using the reinforcement learning procedure, the generator model can converge in
justa few episodes. Once trained, the model can be used as a generator to forge packets to inject

in the CAN bus and successfully steal the car.
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(a) Gray Box 1 attack scenario.

(b) Gray Box 2 attack scenario.
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(d) Black Box 2 attack scenario.

Figure 5.1: Schema of the main steps for each attack.
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Evaluation

We now evaluate our implemented behavior-based authentication system and our GAN-CAN
attack on it. Our evaluation comprehends all scenarios detailed in the previous Chapters. We
use three different metrics of evaluation: accuracy, F1-score, and Attack Success Rate (ASR).
The ASR value, as perceived by the attacker, is equivalent to the False Acceptance Rate (FAR)
value from the victim’s standpoint. By using True Positives (TP), True Negatives (TN), False
Positives (FP), and False Negatives (FN), those metrics are formally defined as follows.

TP+ TN

Accuracy = , (6.1)
TP+ FP+ TN+ FN
2TP
Fl= , (6.2)
2TP+ FP+ FN
SR — # malicious batches fooling the authenticator. (6:3)

# malicious batches sent

We start by evaluating the implementation of our authenticator in Chapter 6.1, which will
serve as a baseline for our attacks. The evaluation of the GAN-CAN implementations is dis-

closed in Chapter 6.2, in which we treat each scenario separately.
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Model Accuracy F1 Score
LSTM-FCN [78] o0.911 0.911

LSTM [23] 0.965 0.944
RNN-GRU [88] o0.957 0.960
Ensemble 0.967 0.968

Table 6.1: Baseline results of the authentication systems on the OCSLab dataset [4].

6.1 BASELINE AUTHENTICATION RESULTS

After preprocessing the data and training our baseline models, as depicted in Chapter 3.2, we
evaluated their performance on the test set. The observed results are shown in Table 6.1. To
turther improve the performance and exploit the strengths of these individual models, we cre-
ated an ensemble by combining their predictions. Leveraging the diversity and complemen-
tary strengths of the individual models, the ensemble achieves enhanced prediction capabilities,
with an accuracy of 0.967 on the test set. For our task, we divided the dataset into training, val-
idation, and test sets with respective sizes of 85%, 5%, and 10% of the total dataset size. While
keeping the window size at 16 and batch size at 4, we trained them for 120 epochs with a learn-

ing rate of 0.001.

6.2 GAN-CAN REesuLTs

To assess the effectiveness of the GAN-CAN framework, we can focus our evaluation on the
GB1 and GB2 scenarios. Indeed, as stated in Chapter 4, in the WB scenario, the attacker has
access to both data and model and can thus apply one of the gray boxes methodologies. Fur-
thermore, the two black-box scenarios, BB1 and BB2, use the same approaches as GBr and
GB2, respectively. Here, the only difference resides in the data collection procedure for BB1

and the slower training procedure for BB2.

6.2.1 GB1 EvAaLuaTIiON

To evaluate the GB1 scenario, we consider each driver both as an attacker and a victim. For
each attacker batch of data, we overwrite the modifiable features with the ones contained in
the victim driver’s batches (target). We then feed these combined batches of data to the en-
semble model of the baseline authenticator. The purpose of this evaluation is to determine if

the ensemble model can classify the combined data (modifiable features from the target driver
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data, while borderline and non-modifiable features from the attacker’s driving behavior data)
as the same class as the target driver. The experiments’ results are shown in Figure 6.1. Each
cell in the Figure has been evaluated on approximately 32 batches of data, which accounts for
2048 points in the dataset. The mean ASR obtained in all combinations is 0.865. This indi-
cates that the modifiable teatures alone are sufficient for the attacker to deceive the ensemble of
baseline authenticators and be classified as an authentic user. Therefore, an attacker can replay
the modified data containing only modifiable features and still achieve successful authentica-
tion without compromising the driver’s safety. However, it can be noticed that some of the
drivers are more vulnerable than others (e.g., driver o and driver 4). This can be due to several
factors, such as peculiar driving patterns in the training data or biases in the dataset creation
(e.g., different routes, different times of collection). Conversely, some drivers (e.g., driver 6)
appear more resilient to the attack, and thus relying on only modifiable teatures might not be

enough to obtain a high ASR.

6.2.2 GB2 EvALuaTION

For the evaluation of GB2, we employ the generator model optimized through reinforcement
learning, which utilizes the output of the ensemble of three models as the surrogate model
for each driver in the dataset. Our goal is to generate data packages that could be classified as
the authenticated driver. For the sake of this evaluation, we will consider each driver in the
dataset as the legitimate driver once. We trained the generator to forge data specifically tailored
to each driver in the dataset. Furthermore, as discussed comprehensively in Chapter 5.1, we
use the generated data only for the modifiable features, while the others are extracted from the
attacker’s driving behavior. In our evaluation, we observe that the generator can successfully
forge data for nine out of ten drivers in the dataset with a mean ASR of 0.994 and a standard
deviation of 0.012. The training process of the generator involves randomness, and the output
labels from the generator may have multiple possibilities. Consequently, there is a low chance
that the generator may not converge, as it may not obtain the desired output label from the
authentication model for generating data, but in our observations, we found that this issue of
the generator not converging did not occur frequently in our experiments. Also, given that
the training process takes a really short time , our attackers can easily initiate the training pro-
cess again if needed, furthermore the timing is not a concern in GB2 scenario as the training
is done offline. Upon careful analysis, we discovered that the generator’s inability to converge

for the problematic driver (driver 9) even after re-initiating the generator was related to the
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Figure 6.1: ASR for each target driver and each attacker driver for the GB1 scenario.
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driver’s feature class characteristics. It has the lowest representation within the dataset, and the
authentication models struggled to train effectively in that class. As a result, the models do not
produce accurate outputs for that class. In real-world usage, the authenticator would require
the legitimate driver to provide more data (i.e., driving a little bit longer) for training. Since the
generator relied on the output of the ensemble of models, it was unable to access reliable infor-
mation for generating data specific to that driver. For this reason we did not consider driver 9
in our reported ASR. Although the forged data was created using the ensemble’s output, it still
was able to deceive each of the three baseline models and could be classified as the label of the
targeted driver.

Nevertheless, these evaluations underscore the effectiveness of our generator model opti-
mized through reinforcement learning in generating malicious data that can bypass the authen-

tication models, even when limited to modifying only specific features.

6.2.3 BB1 EvAaLuaTION

In this scenario, we perform the same attack described in the GBr1 scenario. However, the ca-
pability of this attack is limited by the data collection part, as shown in the first stage @ of
Figure 5.1c. In the GB1 evaluation, we used the whole test set (for each driver individually) to
calculate the ASR of the attack. Thus, since, on average, the dataset contains 9438 data points
for each driver, and the test set size has been set to 10% of the total dataset size, the test set
includes around 16 minutes of driving data for each driver. To evaluate the effects of smaller
test sets, we consider different percentages of the original test set (from 10% to 90%, with a step
size of 10%) and repeat the evaluation performed for GB1. The results show that the test set
size does not affect the attack significantly, with a mean ASR of 0.894 and a deviation of 0.011.
Therefore, the attacker can stop the first part of the attack after collecting just one batch of

legitimate data and use that for all the following smart-replay attacks.

6.2.4 BB2 EvALUATION

In this scenario, we use the same model as for the GB2 scenario. However, the training process
is restricted by the authentication system behavior, which can generate only one prediction for
each batch. Thus, the number of episodes the generator model needs to converge becomes
tightly related to the time required to steal the car. Indeed, for each episode, we can generate
only one batch of data, which is collected by the authentication system over 40 seconds. In

Figure 6.2, we show the episode of convergence for the generator model while targeting each
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Driver

Figure 6.2: Episode of convergence of the generator model for each driver.

driver. The mean convergence episode is 30. The time needed for each episode to be processed,
even on the CPU, is negligible (around o.1 seconds). Therefore, the attacker will need, on av-
erage, 20 minutes to train the generator and then be able to inject malicious packets to fool
the authenticator model. This restriction imposed by the authentication system behavior is
pivotal in understanding the practical implications and time constraints associated with the at-
tack. The inability to influence or accelerate the authentication system’s data gathering process
places limitations on the attack’s speed. If the limitation on data gathering did not exist, the
attacker would have had the opportunity to provide their generated data to the authentication
system and obtain results much more quickly. Without the constraint of the fixed 40-second
data collection per batch, the attacker could potentially accelerate the process. With this in-
creased efficiency, the attacker would have been able to generate batches of legitimate data in
under two minute, significantly reducing the time required to execute the attack. However, it
is crucial to recognize that such a scenario assumes an unrestricted and idealized setup, which
is not reflective of real-world constraints and practical implementations that we suggested in

Chapter 3.2.2, so we will not consider this scenario in our evaluation.
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Time to steal the car
ASR P
Setup Data Training Total
WB | 0.994 | 2min - offline 2 min
GB1 | 0.865 | 2 min - - 2 min
GB2 | 0.994 | 2 min - offline 2 min
BB1 | 0.865 | 2min 1 min - 3 min
BB2 | 0.994 | 2 min - 20min 22 min

Table 6.2: Summary of the GAN-CAN results.

6.3 SUMMARY

Throughout the thesis, the central objective of an attacker is to gain unauthorized access and
ultimately steal a vehicle. With this critical goal in mind, the thesis extensively explores various
strategies and tactics that adversaries may employ based on their level of knowledge. In the WB
scenario, all the attacks are doable. However, a smart attacker will use the easiest and faster
attack (i.e., GB2). As summarized in Table 6.2, for an attacker without any knowledge of the
victim’s system, the best solution depends on the attacker’s access to the victim’s vehicle. If
they have access to it more than once, BB1 is the stealthy way to steal the car. They can also in-
sert a GPS tracker in the malicious device to easily find the vehicle for the second stage. In that
scenario, the time for data collection must also be taken into account. However, since we show
that the attack is successful even with only one batch of legitimate data, this process should
take at least 1 minute. More data could be needed to emulate the driver behavior, for instance,
to try to fool an IDS. Instead, for GB1 and GB2, this procedure is not necessary since, in the
former, data knowledge is part of the assumptions, and in the latter, data is generated from
randomness through the generator model. Otherwise, an attacker can leverage BB2 during
nighttime or while the victim is away from the vehicle for some time (22 minutes). However,
independently of the scenario, an attacker can successfully steal the car in a reasonable time.
The feasibility of stealing the car within a reasonable time emphasizes the importance of con-
tinuous improvement and vigilance in developing robust defense mechanisms. Researchers
and developers must stay one step ahead of potential adversaries, continually updating the au-

thentication system’s security measures to counter evolving attack strategies.
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Countermeasures

In this thesis, we discussed different attacks on state-of-the-art behavior-based authentication
systems, showing that even the best solution in the literature can be beaten by GAN-CAN.
To mitigate our attacks, some countermeasures can be employed. One of the root causes of
the vulnerability is the unauthenticated and unencrypted nature of the CAN bus. Some re-
search proposes to secure the communication with lightweight encryption [111] or authen-
tication measures [112]. However, an attacker can still replay packets if no proper sequence
number verification is done or can understand the content of the messages by exploiting en-
crypted packet analysis [113]. Moreover, these solutions can add overhead on a safety-critical
channel, exposing the driver to safety risks. Another approach can be the usage of IDSs to iden-
tify unusual patterns in the CAN bus traffic. By analyzing the driver’s behavior and detecting
deviations from normal patterns, potential replay attacks can be detected and flagged for fur-
ther investigation [114]. For example, deploying an IDS system in the CAN bus can affect the
data collection phase of BB1. Indeed, while we show how an attacker needs only one batch of
data to perform the attack, replaying the same data samples repeatedly might alert the system.
Thus, the attacker might need to collect more data to fool both the authenticator and the IDS
system.

Other approaches can be considered in the behavior-based authentication system as well.
Protecting the model used for authentication is crucial to prevent attackers from accessing and
analyzing its output. Techniques such as model encryption, obfuscation, and secure model

deployment can be employed to safeguard the model’s integrity and confidentiality [115, 116].
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Moreover, incorporating adversarial training techniques during the model training process can
enhanceits robustness against attacks [117]. By exposing the model to adversarial examples dur-
ing training, it can learn to better differentiate between genuine and malicious inputs, making
it more difficult for attackers to forge data. In our pursuit of countering the GAN-CAN at-
tack, we explored the effectiveness of a simple adversarial training approach. Our aim was to
generate a sufficient amount of malicious data for all classes in the dataset. Subsequently, we
labeled these newly generated malicious data and merged them with the authenticated dataset.
Our intention was to train the authentication models using this augmented dataset, with the
hope that they would be able to successfully differentiate between the generated malicious data
and the authentic data. However, the performance of the authentication models significantly
dropped after training with the augmented dataset. This outcome indicates that the some part
of generated malicious data bears a resemblance to the authentic data. The similarity between
the two types of data posed a challenge for the authentication models, making it difficult for
them to accurately distinguish between genuine and malicious instances.

This result sheds light on the resilience of the GAN-CAN attack and highlights the sophis-
tication of the generated malicious data. The similarities between the generated and authentic
data, despite efforts to label and combine them, indicate that a more comprehensive and so-
phisticated defense mechanism is necessary to eftectively counter the GAN-CAN attack.

Our findings emphasize the need for further research and exploration of advanced counter-
measures beyond simple adversarial training. These countermeasures should take into account
the unique characteristics and challenges posed by GAN-CAN, aiming to develop robust au-
thentication models that can withstand the increasingly sophisticated attacks in the realm of

behavior-based driver authentication systems.

7.1 DOES BEHAVIOR-BASED AUTHENTICATION ALONE PRO-

VIDE AN EFFECTIVE SOLUTION ?

Behavior-based authentication is undoubtedly a valuable component in the authentication pro-
cess, contributing to a higher level of security. However, relying solely on this method might
leave potential vulnerabilities in the system. To bolster the security further, adopting a multi-
layered approach that incorporates additional authentication methods is recommended. This
makes it much more difficult for attackers to gain access, even if they are able to defeat one of the

authentication methods. Integrating biometrics, passwords, or other authentication alongside
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behavior-based authentication can create a robust and dynamic security framework. Each layer
contributes unique strengths to the overall authentication process, making it more difficult for
attackers to compromise the system. Nevertheless, a balance must be struck between security
and usability. Introducing multiple layers of security may enhance protection, but it could also
lead to user inconvenience and annoyance. The challenge lies in finding the right balance that
maintains a high level of security without compromising user experience. Thus, while elimi-
nating the possibility of the GAN-CAN attack is desirable, the design of the authentication
system should be carefully considered to achieve an optimal trade-off between security and us-
ability. It requires a thoughtful approach to design an authentication system that seamlessly
integrates security layers while minimizing disruptions to the driver experience. Implementing
strong security measures without unduly burdening the driver is also crucial for widespread
adoption and seamless user experience. Moreover implementing transparent and efficient au-

thentication mechanisms can help drivers feel more at ease while ensuring their safety.
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Conclusion and future works

8.1 CONCLUSION

Despite the huge interest in finding novel solutions to prevent car theft and to provide novel
authentication factors, we demonstrated the fragility of the behavior-based authentication sys-
tem for drivers. While these systems have been researched for many years, their practical deploy-
ment is still problematic. Indeed, we identified possible implementations of these systems and
highlighted their potential vulnerabilities. After developing the best behavior-based authen-
tication solution starting from the state-of-the-art, we demonstrated how a properly trained
GAN could defeat such a system under various hypotheses on the adversary’s knowledge and

capabilities with a high success rate in a few minutes.

However, with the advancements of DL, better systems may be created based on driver be-
haviors. The findings of this study underscore the need for robust security measures to protect
against attacks on behavior-based authentication systems in vehicles. Future research should
focus on developing enhanced defense mechanisms and secure implementations to mitigate
the risks associated with these emerging authentication approaches. The automotive industry
must also address the practical challenges of implementing such complex security systems in
vehicles without compromising user convenience or overburdening drivers with cumbersome
processes. Striking the right balance between robust security and user experience will be a crit-

ical aspect of shaping the future of automotive authentication.
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Furthermore, GAN-CAN, has provided a promising tool for researchers to evaluate the se-

curity of newly proposed behavior-based authentication models against adversary attacks.

8.2 FUTURE WORKS

8.2.1 REFINING AND IMPROVING GAN-CAN

Further research can focus on refining the GAN-CAN attack to enhance its effectiveness and
success rate while minimizing the time required for deployment. This can involve exploring
different variations of generator architectures, optimization techniques, and injection strate-
gies. Additionally, the research can extend to studying the transferability of the GAN-CAN at-
tack across different behavior-based authentication models. Assessing the attack’s performance
on various systems can reveal common vulnerabilities and provide insights into improving the

overall security of behavior-based authentication across the automotive industry.

8.2.2 EXPLORING COUNTERMEASURES

As highlighted before, there is an urgent need to address the security vulnerabilities in behavior-
based driver authentication systems. Future work can involve investigating and proposing ef-
fective countermeasures to mitigate the GAN-CAN attack. This may include enhancing the
security of the CAN, implementing IDSs, or developing more robust authentication mecha-

nisms that combine behavior-based analysis with additional layers of verification.

8.2.3 ASSESSING THE IMPACT ON REAL-WORLD SCENARIOS

It would be valuable to assess the impact of the GAN-CAN attack in real-world scenarios by
considering factors such as different driving conditions, variations in sensor data quality, and
diverse vehicle models. Considering diverse vehicle models in the evaluation of the GAN-CAN
attack offers valuable insights into its adaptability across various automotive platforms. It helps
identify potential weaknesses in specific vehicle models and guides manufacturers in fortifying

their systems against the attack.
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8.2.4 ETHICAL CONSIDERATIONS AND RESPONSIBLE DISCLOSURES

Future work should also address ethical considerations related to the GAN-CAN attack. This
involves analyzing the potential consequences of such attacks, understanding the legal and pri-
vacy implications, and developing responsible disclosure guidelines to ensure the findings are
appropriately communicated to relevant stakeholders, including vehicle manufacturers and se-
curity researchers. Analyzing the potential consequences involves evaluating the impact of suc-
cessful GAN-CAN attacks on vehicle security, safety, and privacy. This assessment should ex-
tend to the broader implications, such as the potential for accidents, theft, or even life-threatening

situations.

8.2.5 TESTING WITH BIGGER DATASETS

To further evaluate the resilience and adaptability of behavior-based authentication systems
against the GAN-CAN attack, future work should involve testing with larger datasets. This
will provide a more comprehensive assessment of the attack’s success rate, its ability to generate

realistic malicious data, and the impact on the authentication models’ performance.

By focusing on these areas of future work, we can further advance the understanding of
behavior-based driver authentication vulnerabilities and contribute to the development of ro-

bust and secure systems for vehicle security.
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