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A B S T R A C T   

The goal of industrial/organizational (IO) psychology, is to build and organize trustworthy knowledge about 
people-related phenomena in the workplace. Unfortunately, as with other scientific disciplines, our discipline 
may be experiencing a “crisis of confidence” stemming from the lack of reproducibility and replicability of many 
of our field's research findings, which would suggest that much of our research may be untrustworthy. If a 
scientific discipline's research is deemed untrustworthy, it can have dire consequences, including the withdraw of 
funding for future research. In this focal article, we review the current state of reproducibility and replicability in 
IO psychology and related fields. As part of this review, we discuss factors that make it less likely that research 
findings will be trustworthy, including the prevalence of scientific misconduct, questionable research practices 
(QRPs), and errors. We then identify some root causes of these issues and provide several potential remedies. In 
particular, we highlight the need for improved research methods and statistics training as well as a re-alignment 
of the incentive structure in academia. To accomplish this, we advocate for changes in the reward structure, 
improvements to the peer review process, and the implementation of open science practices. Overall, addressing 
the current “crisis of confidence” in IO psychology requires individual researchers, academic institutions, and 
publishers to embrace system-wide change.   

1. Introduction 

Science is a systematic endeavor that builds and organizes knowl-
edge in the form of testable explanations and predictions about nature 
and the universe (Heilbron, 2003). In the scientific discipline of indus-
trial/organizational (IO) psychology, this endeavor concerns the study 
of the human mind and behavior at work. Thus, IO psychologists 
develop predictions and collect and analyze data to test their predictions 
with the objective to better understand how people think, feel, and 
behave at work and to help solve problems in the workplace2. To 
generate accurate and trustworthy cumulative knowledge on these 
people-related phenomena, the scientific method must be followed, and 
the editorial review process ought to ensure that deviations and errors 
are identified and corrected. In cases where misleading or erroneous 
results are published and enter the cumulative knowledge, science itself 

ought to be self-correcting. That is, new research should test and confirm 
previously published findings. Indeed, it is generally believed that 
published erroneous findings will get detected as these events are rare 
and “occur in a system [i.e., the scientific method] that operates in an 
effective, democratic and self-correcting mode” (Broad & Wade, 1982, 
p. 11–12). 

Unfortunately, over the past decade or so, there has been growing 
concern about the state of this self-correcting mechanism in the sciences 
generally (e.g., Stroebe et al., 2012) and in IO psychology and related 
fields, such as social psychology and management, specifically (e.g., 
Bergh et al., 2017; Byington & Felps, 2017; Earp & Trafimow, 2015; 
Hensel, 2021; Kepes & McDaniel, 2013; Pashler & Wagenmakers, 2012). 
For the last decade or more, articles in the popular press (e.g., Carey, 
2011; Lehrer, 2010; Yong, 2018) and academic journals (e.g., Ioannidis, 
2005; Kepes & McDaniel, 2013; O'Boyle et al., 2017; Simmons et al., 
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2011) have repeatedly questioned the robustness and trustworthiness of 
scientific knowledge. This can lead to reputational damage and the loss 
of public trust (e.g., Chopik et al., 2018; Simmons et al., 2011; Wingen 
et al., 2020). Indeed, Broomell and Kane (2017) found that uncertainty 
regarding a scientific field's evidence leads to the field as being 
perceived as less valuable. This can have drastic consequences. In 
addition to shaping future research agendas by misleading or erroneous 
findings, the misallocation of limited resources for scientific research, 
and the widening of the often-lamented science-practice gap (e.g., 
Aguinis et al., 2020; Kepes et al., 2014; Rynes et al., 2018), the loss of 
public trust has the potential to increase the already growing anti- 
science movement (Hotez, 2021; Philipp-Muller et al., 2022). This, in 
turn, is likely to lead to less public support and, therefore, funding for 
important scientific endeavors. Indeed, drastic cuts in science spending 
in countries across the world, ranging from the U.S. (Ledford et al., 
2019) and U.K. (Patten, 2021) to Brazil (Kowaltowski, 2021) and India 
(Nair, 2019), have been proposed or enacted. 

The social sciences are often especially affected by these (proposed) 
cuts. In the U.S., there have been and continue to be proposals to cut 
federal support for the National Science Foundation's funding for the 
social sciences (e.g., Matthews, 2014; Ross, 2017; Sides, 2015). It seems 
likely that these attempts will only grow if the public continues to lose 
trust in our scientific endeavors and published findings. As the House 
Science Committee told Ed Yong recently, “there's a lot of sloppy science 
that's out there - irreproducible science” (Yong, 2017). Therefore, in this 
review, we discuss the current state of affairs in IO psychology, and 
related fields such as social psychology and management, as it relates to 
its trustworthiness and credibility. Where we lack IO psychology- 
specific evidence (or social psychology/management), we highlight 
this and relate findings from other fields. As part of our review, we 
discuss factors that affect our field's credibility and the trustworthiness 
of its cumulative knowledge. We then provide several suggestions for 
how the identified problems can be addressed, including highlighting 
some ways in which we are already making progress. 

2. The current state of affairs 

As previously stated, science should be self-correcting. Two of the 
important pillars of the self-correction process are reproducibility and 
replicability. That is, published studies should be reproducible and 
replicable. Reproducibility denotes the ability of researchers to obtain the 
same results when they reanalyze the data of a published study. Once a 
particular research finding has been reproduced, the finding's replica-
bility should be assessed to determine whether the original study's 
findings can be obtained using other random samples (Asendorpf et al., 
2013; Kepes et al., 2014). As such, reproducibility is often viewed as a 
necessary but insufficient condition for replicability (Aguinis et al., 
2018; Asendorpf et al., 2013). Reproducibility and replicability have 
been called the “cornerstone of science” (Moonesinghe et al., 2007, p. 
218; Simons, 2014, p. 76) as they are methodological approaches to 
confirm or disconfirm as well as build on previously published results 
and, therefore, generate cumulative scientific knowledge. In other 
words, under the premise of “trust but verify,” they provide the neces-
sary proof that the cumulative knowledge on a particular phenomenon 
(e.g., the relation between X and Y) is accurate and trustworthy. In 
addition, replications help to identify boundary conditions, which is 
necessary to establish the generalizability of published findings. 
Although evidence indicates that published findings are rarely repro-
duced or replicated in psychology (Makel et al., 2012; Neuliep & 
Crandall, 1990), prompting some to call this a “crisis of confidence” (e. 
g., Earp & Trafimow, 2015, p. 1), there also have been more sanguine (e. 
g., Maxwell et al., 2015) or even contradictory voices (e.g., Gilbert et al., 
2016; Schmidt & Oh, 2016). Generally, these dissenting perspectives 
claim that changes in the underlying protocol of a study are a reason for 
being unable to replicate its findings (e.g., Gilbert et al., 2016). Alter-
natively, they suggest that issues related to sampling error and statistical 

power in replication studies explain the lack of successful replications (e. 
g., Gilbert et al., 2016; Maxwell et al., 2015; Schmidt & Oh, 2016), or 
state that replications do occur frequently (e.g., Schmidt & Oh, 2016). 

As Köhler and Cortina (2019) illustrated, different perceptions 
regarding the extent of the replication crisis may be due to a lack of 
precision and clarity when we use terms such as reproducibility and, in 
particular, replicability as there are different forms of replication, 
including literal or exact, quasi-random, constructive, confounded, and 
regressive replications. Not distinguishing between these terms and, 
instead, using them interchangeably tends to muddy the waters. 
Furthermore, the Open Science Collaboration's (OSC's) replication at-
tempts (discussed in more detail in the coming sections) generally used 
replications that were higher-powered than the initial studies (OSC, 
2015). Lastly, the argument that “the large number of meta-analyses in 
our literatures shows that replication studies are in fact being conducted 
in most areas of research” (Schmidt & Oh, 2016, p. 32) fails to account 
for the large and substantial degrees of heterogeneity published meta- 
analytic mean estimates often entail (Kepes, Wang, Cortina, 2023), 
which explicitly indicates that research findings do not necessarily 
replicate. 

Next, we review the current evidence regarding the reproducibility 
and replicability of research findings. Although there is little to no 
research on these issues explicitly in the field of IO psychology, there is 
ample evidence in related disciplines, including general psychology, 
social psychology, management, and economics, and there is little 
reason to assume that the situation is different in IO. 

2.1. Reproducibility 

As noted previously, reproducible findings are results that can be 
verified by a third party, typically an independent researcher, using the 
same data and the same methodological approaches and steps. Recently, 
Artner et al. (2021) examined the reproducibility of major statistical 
conclusions drawn from 46 articles in 2012 by three journals from the 
American Psychological Association for which the raw data were avail-
able. The researchers identified 232 key statistical claims and attempted 
to reproduce the underlying statistical results (185 of these claims were 
associated with statistically significant results). They were only able to 
successfully reproduce 163 (70.3 %) of the 232 claims following the 
analytical approach outlined in the original articles. An additional 18 
(7.8 %) could be verified by deviating from the methodological 
description in the respective articles (the remaining 51 [22 %] could not 
be replicated). Notably, 13 (7 %) of the 185 claims deemed statistically 
significant by the authors of the original studies (out of the 232 total 
claims) were no longer significant upon reproduction. Other studies in 
psychology (e.g., Bakker & Wicherts, 2011; Hardwicke et al., 2018; 
Wolins, 1962), strategic management (Bergh et al., 2017; Goldfarb & 
King, 2016), economics (Chang & Li, 2022), and the medical sciences (e. 
g., Bergeat et al., 2022; Ioannidis et al., 2009; Naudet et al., 2018) re-
ported similar findings, suggesting that the relatively low levels of 
reproducibility are not limited to psychology but, instead, are present in 
virtually all of the social and medical sciences. 

To determine the reproducibility of meta-analytic studies in psy-
chology, Maassen et al. (2020) conducted an interesting study with two 
parts. First, they selected 33 meta-analytic studies that included a data 
table with the primary studies that contributed data to the respective 
meta-analysis. Overall, the 33 meta-analytic studies included 1978 pri-
mary study effect sizes. Next, they tried to reproduce (i.e., re-calculate) 
500 randomly selected primary study effect sizes and found that they 
could only do so without any issues in 276 (55.20 %) of the cases. Then, 
in part 2 of their study, Maassen et al. (2020) estimated the effect of non- 
reproducible primary study effect size data on meta-analytic results. 
Unsurprisingly, the authors found that the meta-analytic results (e.g., 
mean effect size estimate, confidence interval, heterogeneity statistics) 
of 13 (39.39 %) meta-analytic studies were adversely affected. In sum, it 
seems that reproducibility is a serious concern in the sciences overall 

S.K. Keener et al.                                                                                                                                                                                                                               



Acta Psychologica 239 (2023) 104005

3

and, particularly, psychology. 

2.2. Replicability 

Examinations regarding the replicability of research findings have 
taken two major forms. First, reviews of the published literature have 
examined how many of the published studies in journals are replica-
tions. For instance, in their review of the 100 most prestigious psy-
chology journals, Makel et al. (2012) found that only about 1.6 % of all 
articles published since 1900 used the term ‘replication’ in the text. In a 
more extensive examination of 500 randomly selected articles, the au-
thors estimated an overall replication rate of 1.07 %. More recently, 
using a sample of articles in three of the most prestigious IO psychology 
and management journals, Köhler and Cortina (2019) showed that some 
types of replications are fairly common, while others are rare. 

In their study, Köhler and Cortina (2019) first distinguished between 
five different types of replications, literal replications, quasirandom 
replications, constructive replications, confounded replications, and 
regressive replications. In addition, all types of replications can be 
dependent (i.e., the same researchers that conducted the original study 
are conducting a replication) or independent (i.e., different researchers 
are conducting a replication independently).3 

Each of these types of replications have different purposes. For 
instance, while the purpose of a literal replication is to exactly replicate 
the original study, including the sample, research design, measures, and 
statistical procedures, the purpose of a constructive replication is to 
improve upon the original study by, for instance, using a more carefully 
defined sample, more valid measures, or more sophisticated statistical 
techniques. Quasirandom replications fall between these two types and 
confounded and regressive replications tend to contain methodological 
compromises that can weaken the rigor of the original study. Thus, 
constructive replications may be the most valuable as they explicitly 
attempt to improve the original study, allowing one to gain new insights. 

Köhler and Cortina (2019) found that quasirandom replications are 
quite common in IO psychology and management, which may be 
responsible for the perception that plenty of replications exist (e.g., 
Schmidt & Oh, 2016). However, these types of replications are generally 
not conducted with the express purpose of improving upon the original 
study. Instead, factors such as convenience or familiarity with a 
particular methodological aspect of the study motivates these replica-
tions. As such, it is typically unclear whether the incorporated modifi-
cations actually strengthen or weaken the original study. Therefore, 
these types of replications tend not be particularly valuable when trying 
to better understand a phenomenon of interest and make scientific 
progress. Unfortunately, the most beneficial type of replication, the 
constructive replication, which allows one to gain new insights, was 
virtually absent from Köhler and Cortina's sample. This, specifically, is 
what they labeled the “replication crisis” (p. 510). 

The second type of study regarding the replicability of research 
findings are direct replication attempts, often including several repli-
cations in one large-scale project. Many of these are conducted with the 
goal of being literal replications. However, they often fall short of this 
objective as, for instance, the methodological descriptions in the original 
studies are not clear enough. Similarly, sometimes, these replication 
efforts try to improve upon the original studies, often by using larger 
samples to increase the statistical power. The probably most influential 
empirical investigation of this type stems from the OSC. In the early 

2010s, the OSC started to conduct replications of 100 experimental and 
correlational studies published in three psychology journals, typically 
with higher-powered designs when compared to the original published 
studies. Using three different criteria to determine replicability, the OSC 
concluded that “a large portion of replications produced weaker evi-
dence for the original findings despite using materials provided by the 
original authors, review in advance for methodological fidelity, and high 
statistical power to detect the original effect sizes” (OSC, 2015, p. 943). 
As an example, only 35 (36.08 %) of the 97 originally reported signifi-
cant effect sizes were also significant in the replication, which is a 
substantial and statistically significant reduction. These replicability 
rates were lower in social psychology (14/55; 25 %) than in cognitive 
psychology (21/42; 50 %). 

Many other large-scale replication efforts have been published in 
psychology, particularly social psychology (e.g., Ebersole et al., 2016; 
Ebersole et al., 2020; Klein et al., 2014; Klein et al., 2022; Ritchie et al., 
2012). Although replicability rates in these studies have varied (e.g., 3/ 
10 [30 %] in Ebersole et al., 2016; 10/13 [77 %] in Klein et al., 2014), 
they generally suggest replication rates that are less than desirable. 
Unfortunately, there are no studies focusing explicitly on the replica-
bility of findings in IO psychology. This is possibly due to the shunning 
of exact replication in most of our journals (Kepes & McDaniel, 2013; 
Martin & Clarke, 2017; Tipu & Ryan, 2021). Indeed, in Köhler and 
Cortina's (2019) sample of IO psychology and management journals, 
literal (or direct) replications were virtually absent. However, given the 
similarity of IO and social psychology, which shows generally low rates 
of successful replication, we have no reason to believe the situation is 
any different in our field. 

In sum, the evidence regarding the reproducibility and replicability 
of research in psychology, particularly social psychology, is disheart-
ening, which also bodes poorly for our discipline. Furthermore, recent 
evidence indicates that failed replications of published psychological 
studies have little effect on the citation rates of the originally published 
studies (von Hippel, 2022). As such, it seems as if replication failure does 
not affect the influence of non-replicated findings, which means self- 
correction may not be occurring. 

3. Causes of the replication crisis and the untrustworthiness of 
our cumulative knowledge 

There are several factors that make it less likely that research find-
ings will be reproducible or replicable and ultimately contribute to the 
untrustworthiness of the cumulative knowledge in IO psychology. Three 
specific issues include scientific misconduct, the use of questionable 
research practices (QRPs), and errors in scientific studies. Scientific 
misconduct includes behaviors such as fabricating or falsifying data or 
results, plagiarism, or otherwise mischaracterizing a study's research 
method, such that the stated approach and findings do not represent the 
true way in which a study or its results was conducted (e.g., Stroebe 
et al., 2012). There have been several high-profile cases of individuals 
who conduct research in the areas of IO psychology, social psychology, 
and management engaging in scientific misconduct. For instance, David 
Degeest, admitting to falsifying results, leading to four retractions 
(Retraction Watch, 2018). As a more extreme example, Diederik Stapel 
was found to have fabricated data for several studies, resulting in 58 
retractions (e.g., Callaway, 2011; Retraction Watch, 2015). Notably, in 
these cases, many of the retracted articles had been published at pres-
tigious journals (e.g., Science, Organizational Behavior and Decision Pro-
cesses, Psychological Science, Personality and Social Psychology Bulletin, 
Journal of Organizational Behavior, Journal of Management) and, thus, 
likely had an outsized influence on cumulative knowledge and future 
research agendas. 

Besides these cases, there are other instances of misconduct that can 
be identified by examining the stated reasons for retractions. For 
instance, Stricker and Günther's (2019) analysis of retractions of IO 
psychology-related articles from PsycINFO found that misconduct was 

3 Theoretically, independent replications tend to be favored as this type ad-
dresses potential conflicts of interests and confirmation biases (e.g., the original 
study authors may have a vested interested in replicating the originally ob-
tained results). However, recent studies by Landy et al. (2020) and Schweins-
berg et al. (2021) illustrate that such replication attempts can face substantial 
practical hurdles (e.g., different subjective design choices or operationalizations 
can yield vastly different results). 
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identified as the cause of retractions at a rate of 0.77 per 10,000 articles 
published between 1860 and 2017. Focusing on a more recent sample 
(1998–2017) of 160 retractions published in psychology journals, Craig 
et al. (2020) found that, across psychology disciplines, data fabrication, 
falsification, and fraud accounted for 48 % of the retractions and 
plagiarism, including self-plagiarism, accounted for an additional 13 %. 
In a similar investigation of retractions of business and management 
studies, Tourish and Craig (2020) found that misconduct was also a 
frequent cause for retractions. Specifically, data fraud accounted for 
33% of the 154 reasons provided for the 131 retractions included in their 
analysis; plagiarism and self-plagiarism accounted for an additional 25 
%. Together, these findings suggest that when articles are retracted, 
misconduct is a common contributing factor; yet retractions overall, and 
scientific misconduct specifically, are, fairly rare. 

Of course, these cases of misconduct were eventually identified. 
Unfortunately, other research suggests that there may be additional 
instances of misconduct that have not been caught. Indeed, in the field of 
management, Bedeian et al. (2010) found that 26.8 % of the surveyed 
faculty stated they were aware of at least one faculty member fabricating 
their data within the past year. It is difficult to say how much miscon-
duct this actually translates to, but it suggests that misconduct is likely to 
occur and may not be detected. That being said, across two studies of 
management researchers, Banks et al. (2016) found fairly low rates of 
data falsification – only 0.4 % of their sample admitted to ever falsifying 
data. This is consistent with the rates suggested in John et al.'s (2012) 
survey of American psychologists (i.e., 0.6 % of those surveyed indicated 
that they had falsified data). Estimates from other studies of psycholo-
gists have been a bit higher, however. Specifically, 2.3 % of Italian 
psychologists admitted to falsifying data (Agnoli et al., 2017). Yet any 
estimate from the literature is likely to underestimate the true preva-
lence of scientific misconduct, as researchers may be unlikely to admit to 
such behavior and unaware, or unwilling to believe, that their col-
leagues do. Thus, it is reasonable to suspect that there is more scientific 
misconduct occurring than suggested by these estimates, and certainly 
more than is identified and labeled as such through retractions. 

Scientific misconduct is not the only behavior that affects the trust-
worthiness of our cumulative knowledge, however. QRPs, including 
selectively reporting hypotheses, hypothesizing after the results are 
known (HARKing), adding or dropping data, and modifying scales (e.g., 
removing items) after data are collected (see Table 1 for examples of 
QRPs), characterize a set of behaviors that skirt the line between ethical 
and unethical research practice. For instance, dropping data from a data 
set may be perfectly acceptable in some instances (e.g., if the datapoints 
are identified as outliers using a priori decision rules). Yet, if datapoints 
are dropped purely because doing so moves a marginally significant 
result to below the magical p < .05 threshold, many researchers would 
conclude that there is no legitimate justification for dropping these data. 

The frequency of engagement in QRPs varies depending on the 
specific type of QRP. For instance, Banks et al. (2016) asked two samples 
of management researchers if they had ever engaged in a selection of 

behaviors: 11.1 % admitted to rounding off p-values, 49.7 % selectively 
reported hypotheses that “worked”, 49.6 % engaged in HARKing, 28.5 % 
decided to drop data after looking at how doing so would impact their 
results, and 33.3 % had selectively included/excluded control variables 
based on statistical significance. Similar rates of QRP engagement have 
been found in studies of American (John et al., 2012) and Italian (Agnoli 
et al., 2017) psychologists. 

As discussed earlier, these percentages may underestimate the true 
prevalence of QRPs as they rely on researchers freely admitting to the 
behavior. Thus, there have been other attempts to examine these be-
haviors using methods that do not rely on self-admission. One approach 
has been to compare published and unpublished studies to uncover 
differences between them that may suggest QRP engagement. For 
instance, Mazzola and Deuling (2013) compared journal articles and 
dissertations in IO psychology to determine which had more supported 
and unsupported hypotheses. Consistent with expectations, journal ar-
ticles had significantly more supported hypotheses and significantly 
fewer unsupported hypotheses as compared to dissertations, which 
suggests that IO researchers are engaging in selective outcome reporting 
and/or HARKing. A similar study of management researchers at top 
universities compared different versions of the same study (i.e., disser-
tations to the published version of the dissertation; Kepes et al., 2022). 
Evidence showed that unsupported dissertation hypotheses were drop-
ped from published articles at a higher rate than supported dissertation 
hypotheses. Further evidence indicated that newly created hypotheses 
were more likely to be supported than unsupported (suggesting 
HARKing). They also found that researchers engaged in a variety of 
QRPs, such as adding data and changing covariates to change unsup-
ported dissertation hypotheses to supported hypotheses in published 
articles. Similar findings have been observed in other studies in man-
agement (O'Boyle et al., 2017) and psychology (Franco et al., 2016). 

Another approach to determine how common QRP engagement oc-
curs is examine trends in published studies. For instance, in two studies 
(one examining articles published in two top IO journals and one 
examining a meta-analysis on the relation between job satisfaction and 
job performance), Bosco et al. (2016), showed that effect sizes were 
larger for hypothesized relations than non-hypothesized relations. After 
ruling out several other potential explanations, they concluded that 
these findings were consistent with HARKing. As another example, 
O'Boyle et al. (2019), reviewed six top journals in the fields of IO psy-
chology and management and found that, despite low statistical power, 
most reported moderated multiple regression models were statistically 
significant. Further examination uncovered factors (e.g., an increase in 
p-values just below the 0.05 cutoff) that suggested outcome reporting 
bias was a contributing factor. Similar findings have been observed in 
psychology for mediation effects (Götz et al., 2021). Taken together, 
these studies provide evidence that QRP engagement among IO and 
management researchers is quite common and much more common than 
outright scientific misconduct like completely fabricating one's data. 

Besides intentional unethical or questionable behaviors, errors in 
scientific studies also contribute to potential untrustworthiness. Though 
true errors are unintentional and the reasons for their occurrence may be 
different from those for misconduct or QRPs, they still make it less likely 
that research findings will replicate.4 Errors are not exactly rare either. 
Bakker and Wicherts (2011) found in two studies that between 9.7 % 
(Study 1) and 12.8 % (Study 2) of results in a sample of psychology 
articles were reported incorrectly. Furthermore, between 55 % (Study 1) 
and 35 % (Study 2) of articles contained at least one error. Regarding 
specific types of errors, in their sensitivity analyses, Nuijten et al. (2016) 

Table 1 
Examples of questionable research practices.  

Questionable research practices Example articles for more information 

Selective reporting of hypotheses Fanelli (2010, 2012), Greenwald (1975),  
Sterling et al. (1995) 

Selective reporting of conditions Agnoli et al. (2017), John et al. (2012) 
Selective reporting of studies Agnoli et al. (2017), Fanelli (2010, 2012),  

John et al. (2012) 
Adding/dropping data Kepes et al. (2022), O'Boyle et al. (2017) 
Rounding p-values Hartgerink et al. (2016), Nuijten et al. 

(2016) 
HARKing Kepes et al. (2022), Kerr (1998) 
Modifying measures (e.g., scales) after 

data collection 
Kepes et al. (2022) 

Adding/dropping DVs Agnoli et al. (2017), John et al. (2012) 
Adding/dropping covariates Kepes et al. (2022)  

4 Although these are described here as “errors”, it is difficult to determine if 
the identified issues are due to real errors. It is also possible that the informa-
tion was intentionally misreported to distort study findings and misrepresent 
the conclusions that could be drawn from the study. This could ultimately 
enhance the chances of publication. 
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found that almost half of the psychology articles they examined had at 
least one inconsistency between true p-values and the reported p-values 
and roughly 13 % of articles had “at least one gross inconsistency” (p. 
1209). On a positive note, however, the Journal of Applied Psychology 
(JAP) had the lowest rate of overall inconsistencies (only 33.6 % of ar-
ticles had at least one inconsistency; 12.4 % had at least one gross 
inconsistency). Similar findings regarding inconsistent p-values in JAP 
were reported in other studies (i.e., Veldkamp et al., 2014). 

A variety of errors related to CFA and SEM models have also been 
reported. In two studies examining articles published in top IO and 
management journals (i.e., Cortina, Green et al., 2017; Harms et al., 
2018), inconsistencies between reported degrees of freedom and models 
were noted between 38 % and 57 % of the time. Moreover, evidence 
suggests that some of the higher-order CFA models reported in top IO 
and management journals contain “demonstrably incorrect analyses” 
(Credé & Harms, 2015, p. 866), including chi-square values that are 
mathematically impossible given the models presented. 

Taken together, considering the evidence provided, it appears that 
IO psychology is not immune from the problems that plague other dis-
ciplines. Specifically, there is ample evidence that published IO litera-
ture contains many findings that are likely affected by errors and QRPs. 
Furthermore, although outright scientific misconduct appears to be rare, 
it does still occur and there have likely been instances where it has not 
been caught. Thus, although the evidence regarding reproducibility and 
replicability in IO literature specifically is lacking, it is clear that the 
underlying issues that contribute to problems with reproducibility and 
replicability are present in our field (see also Efendic & Van Zyl, 2019). 

4. Why are misconduct, QRPs, and errors problematic? 

Scientific misconduct, QRPs, and errors have a variety of negative 
effects that contribute to issues related to reproducibility, replicability, 
and ultimately an untrustworthy cumulative knowledge in our field. 
First, high-profile cases of misconduct resulting in retractions may 
decrease trust in science (Stroebe et al., 2012). That being said, cases of 
misconduct, QRPs, and instances of errors that are not identified and 
retracted have a more insidious effect, as they appear to be legitimate 
but are actually inaccurate and, therefore, misleading. 

While it is clear why any scientific misconduct would have a negative 
impact on the credibility and accuracy of the cumulative knowledge in 
IO psychology – the data and/or results are falsified – the impact of QRPs 
may be less immediately clear. As the goal of engaging in QRPs is to 
make one's research look “better,” they usually involve manipulations 
that result in the hypothesized effects being statistically significant and 
effect sizes being inflated. Stated differently, hypotheses that would be 
unsupported without QRP engagement become supported. On the other 
hand, hypotheses that remain unsupported are likely to be dropped from 
the research paper. Together, this means that QRPs produce false posi-
tive results that are unlikely to replicate and, furthermore, hide evidence 
related to unsupported results (Rupp, 2011; Simmons et al., 2011). Thus, 
QRPs clearly contribute to the replication crisis (Earp & Trafimow, 
2015; Maxwell et al., 2015). 

Errors, regardless of their direction (in favor of, or against, antici-
pated results) also make it unlikely that findings will replicate. Confir-
mation bias suggests, however, that errors aligning with initial 
suppositions may be less likely to be caught than errors that go against 
them (see e.g., Nickerson, 1998 for a discussion of various ways that 
confirmation bias affects researchers). Thus, as with QRPs and miscon-
duct, errors that make it into published articles likely indicate false 
positives or inflated effect sizes. 

It is important to note that the issues caused by scientific misconduct, 
QRPs, and errors are not isolated to the specific articles in which they 
occur. Publication bias (PB) occurs when the published literature on a 
topic is not representative of all existing evidence related to that topic 
(Banks et al., 2015; Kepes et al., 2012). Thus, PB occurs when re-
searchers suppress specific hypotheses that are unsupported or choose 

not to publish a study at all because it did not “work” (i.e., putting these 
results into their file-drawer). While it is possible that suppressed results 
are suppressed for good reason (e.g., there was not enough statistical 
power to detect the hypothesized effect), it is notable that unsupported 
and supported hypotheses are typically not suppressed at the same rate 
(see e.g., Kepes et al., 2022). Thus, even among underpowered studies, 
which are very common in psychology and management (e.g., Maxwell, 
2004; Paterson et al., 2016), supported hypotheses are still more likely 
to be published as compared to unsupported hypotheses. Ultimately, 
when meta-analysts attempt to summarize the literature, these unpub-
lished findings are more difficult to locate and often end up not being 
included. This suppression of non-significant effect sizes, coupled with 
the inclusion of effect sizes that are affected by misconduct, QRPs, and 
errors, likely results in misleading (typically inflated) meta-analytic 
mean effect size estimates. It is possible that effect sizes that are influ-
enced by misconduct, QRPs, and/or errors represent outliers in a meta- 
analytic dataset and, therefore, could be identified and removed. Un-
fortunately, many meta-analyses do not include comprehensive sensi-
tivity analyses, such as PB or outlier analyses (Aguinis et al., 2011; Banks 
et al., 2012; Siegel et al., 2021). Therefore, the impact of PB and outliers 
on a particular meta-analysis may be unknown. However, large scale 
sensitivity analyses in the field of IO psychology clearly suggest that PB 
likely influences the trustworthiness of meta-analyses in our field. For 
instance, depending on the method used to detect bias, Siegel et al. 
(2021) found evidence of non-negligible bias in between 60 and 70 % 
and 70–80 % of meta-analytic datasets examined. Thus, one can 
conclude that roughly 70 % of meta-analytic datasets examined con-
tained non-negligible bias. When meta-analytic results are significantly 
impacted by PB or outliers, their conclusions are likely to be misleading. 
This is particularly troublesome as meta-analyses often have a great 
impact on cumulative knowledge in a particular area (Borenstein et al., 
2009; Kepes et al., 2013). This impact, in turn, affects future research 
agendas and funding (Ioannidis, 2012), and contributes to the widening 
of the science-practice gap (Kepes et al., 2014). 

5. Why do misconduct, QRPs, and errors occur? 

The likelihood of individuals engaging in scientific misconduct or 
QRPs and making errors may be influenced by various internal and 
external factors (Hoole, 2019). First, some personal characteristics may 
increase the likelihood that an individual engages in misconduct and/or 
QRPs or makes errors. Specifically, ample evidence shows that consci-
entiousness, agreeableness, and morality are negatively related to un-
ethical behaviors, such as academic dishonesty, while impulsivity and 
narcissism are linked to higher instances of these behaviors (Lee et al., 
2020). Furthermore, highly conscientious individuals may be less likely 
to make errors (e.g., accidentally mis-specifying a model or incorrectly 
copying results output) as they tend to be detail-oriented (Fong & Tosi, 
2007). Taken together, individuals with these characteristics may be 
more resistant, or particularly susceptible, to the system-wide factors 
discussed next. 

The second factor that influences misconduct, QRPs, and errors is 
that the training many receive in psychology graduate programs may be 
insufficient, particularly when it comes to advanced statistical methods 
(Aiken et al., 2008; Tonidandel et al., 2014), sampling issues (Fisher & 
Sandell, 2015) and research ethics (e.g., Byrne et al., 2014; Swift et al., 
2022). Errors may occur due to lack of knowledge. For instance, a 
researcher may be unaware that they are choosing an inappropriate 
statistical test, conducting a statistical analysis incorrectly, or reporting 
and/or interpreting results incorrectly (Hardwicke et al., 2019). Indeed, 
studies have shown that many psychology students and researchers 
misunderstand core concepts in research methodology and statistics, 
including the assumptions associated with regression analyses (Ernst & 
Albers, 2017), how to interpret p-values (e.g., Gigerenzer, 2018), and 
the importance of statistical power (e.g., Gigerenzer, 2018). Addition-
ally, due to technological advances in statistics software, researchers do 
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not need to fully understand statistical analyses to run them (Cortina, 
Aguinis et al., 2017), making it more likely mistakes will be made. 
Furthermore, HARKing and related QRPs have actually been advocated 
by some well-known and influential researchers and publications (e.g., 
Bem, 1987; Dane, 1990; see more detailed discussions in, e.g., Kerr, 
1998; Leung, 2011; Maxwell, 2004). Thus, some research methods 
training may directly encourage the use of QRPs. Relatedly, although 
many programs include formal training related to research ethics and 
students state that they feel prepared to behave ethically (Fisher et al., 
2009), graduate students are more likely to engage in QRPs when their 
mentors do (Swift et al., 2022). Given how common QRP engagement 
seems to be among IO and management researchers (e.g., Banks et al., 
2016; Bedeian et al., 2010), it is reasonable to suspect that the informal 
training many students receive also supports QRP engagement. This 
informal training is especially harmful, because it may not only “serve to 
reinforce or undermine what is taught in the classroom” (Swift et al., 
2022, p. 21), but also because it can influence subsequent students by 
passing down questionable behavior from one generation to another. 

Third, researchers operate in a system that emphasizes the impor-
tance of publishing, particularly in top journals, for tenure, promotion, 
individual prestige, and academic rankings (Ball, 2005; Gomez-Mejia & 
Balkin, 1992; Nosek et al., 2012; Ostriker et al., 2009; Podsakoff et al., 
2008). Given that journals, especially top journals, prefer to publish 
articles with statistically significant results (e.g., Kepes & McDaniel, 
2013), and given that “environment and psychological processes can 
lead us to engage in ethically questionable behavior even if it violates 
our own values” (Bazerman, 2020, p. 93), researchers are motivated to 
engage in a variety of behaviors to increase the likelihood of publication, 
including misconduct and QRPs. Supporting this idea, Diederik Stapel 
stated the following after his extensive fraud was uncovered: “In the past 
years the pressure became too much for me. I have not been able to 
withstand the pressure to score, to publish, to be better and better” 
(Stapel, 2011, cited in Stroebe et al., 2012). However, it is also 
reasonable that we behave unethically in these situations out of self- 
interest but might be unaware of our unethical behavior (i.e., moti-
vated blindness; Bazerman, 2020) and the damage it may cause to sci-
ence. Furthermore, when individuals are under significant pressure, 
their performance is likely to suffer (Lepine et al., 2005), which could 
result in them making more errors. 

Lastly, there is ample opportunity to engage in misconduct and 
QRPs, as these behaviors, along with errors, are unlikely to be caught. 
Specifically, it is often difficult to verify findings during the peer-review 
process or post-publication because data sharing does not yet appear to 
be the norm (e.g., Gabelica et al., 2022; Tenopir et al., 2015; Wicherts 
et al., 2006). Indeed, in one study, psychologists appeared to be less 
willing to share their data than researchers in many of the hard sciences, 
such as biology and engineering (Tenopir et al., 2015). Furthermore, 
many have identified problems with the peer-review process (see e.g., 
Hardwicke et al., 2019; Miller, 2006; Suls & Martin, 2009), including 
poor inter-rater agreement in reviews (see e.g., Starbuck, 2005). As 
noted earlier, many reviewers may be insufficiently prepared to critique 
the statistical techniques used in articles, and thus, unlikely to identify 
problematic issues or even errors (Hardwicke et al., 2019). Furthermore, 
reviewers and editors sometimes encourage engagement in QRPs, such 
as dropping unsupported hypotheses (e.g., Rupp, 2011). To provide a 
particularly extreme example of potential issues with the peer-review 
process, Hindawi and Wiley (who owns Hindawi) announced plans to 
retract more than 1200 articles that appear to have been published as 
part of peer-review rings, where authors, reviewers, and editors 
conspired to publish papers without adequate peer review (e.g., 
Retraction Watch, 2023). Although such peer-review rings are (hope-
fully) rare, this scandal highlights what could go wrong if we do not take 
the peer review process seriously. 

Importantly, our most prestigious, or supposedly “high-quality,” 
journals do not seem to be immune from misconduct, QRPs, and errors. 
For instance, in a sample of IO and management journals, Kepes et al. 

(2022), found that QRPs were more common in highly prestigious 
journals when compared to less prestigious ones. This is consistent with 
research in other fields, which has found that top journals tend to 
publish more statistically significant results than lower-tier journals 
(Eisend & Tarrahi, 2014; Murtaugh, 2002). Furthermore, in their anal-
ysis of retractions, Craig et al. (2020) found that almost a quarter of 
retractions (37/160; 23 %), including those issues for misconduct and 
errors, were at journals with impact factors greater than five. Thus, it is 
not clear that articles published in our most prestigious journals are any 
more credible or trustworthy than articles published in journals that are 
not commonly considered top journals. 

6. A path forward 

It is likely not possible to address every potential reason why re-
searchers may engage in misconduct and QRPs and make errors. For 
instance, as a field, we are probably not going to start assessing in-
dividuals' morality prior to admitting them to graduate programs. 
However, there are several changes that we can make, which should 
help reduce the frequency and impact of misconduct, QRPs, and errors. 
Specifically, we can improve training and address the incentive structure 
in academia by, for example, using open science practices (OSPs). 
Below, we expand on each of these potential remedies and, where they 
exist, provide examples of positives changes that are already being 
made. 

6.1. Improving the quality of training 

In the field of psychology as a whole, and thus likely in IO as well, 
current training seems to be inadequate to ensure that researchers grasp 
important statistical concepts and new techniques (e.g., Gigerenzer, 
2018; Tonidandel et al., 2014) as well as minimize researcher miscon-
duct and QRPs (e.g., Byrne et al., 2014; Swift et al., 2022). Therefore, 
more extensive training and explicit discussions of inappropriate 
researcher behaviors, including misconduct and QRPs, during training 
for (under)graduates, doctoral students, and other researchers, is needed 
(Swift et al., 2022). Such information could, for instance, be provided in 
courses on ethics, research methods, and statistics, or be taught directly 
in the labs (Grand, Rogelberg, Allen, et al., 2018). Education about 
replicability and reproducibility might (at least temporally) shift un-
dergraduates' attitudes towards these behaviors (e.g., Chopik et al., 
2018). Similarly, Sacco and Brown (2019) tested the efficacy of an 
intervention to reduce the acceptance of QRPs in psychology graduate 
students from different graduate programs and found promising evi-
dence, although additional training and education are necessary for 
long-term benefits. Furthermore, researchers (both in school and after 
obtaining their Ph.D.) should be encouraged to continue their profes-
sional education in statistics and research methods through programs 
such as the Consortium for the Advancement of Research Methods and 
Analysis (CARMA; https://carmattu.com). By receiving training on 
methods that they may be unfamiliar with, researchers can reduce the 
likelihood of making errors and improve their ability to identify prob-
lematic issues in papers when acting as a peer reviewer. 

6.2. Re-aligning the current incentive structure 

Even if future researchers receive better training, it is not likely to 
lead to the extinction of misconduct and QRPs until the academic 
incentive structure changes as well. As previously stated, individuals 
engage in misconduct and QRPs because, among other reasons, they face 
pressure to publish statistically significant results, and feel they can 
engage in these behaviors without getting caught. The retraction case of 
Hart (2013), from the IO related field of social psychology, illustrates 
this clearly. The graduate student who was responsible for the data 
noticed that he could achieve statistically significant results if he would 
fake some data, so he duplicated some cases while deleting others. As 
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consequence, he “recognized that the system rewarded him, and his 
collaborators, not for interesting research questions, or sound method-
ology, but for significant results. When he showed his collaborators the 
findings, they were happy with them—and happy with [him]” (Tullett, 
cited in McCook, 2017). Furthermore, the more senior researchers did 
not question the student's data: “Hindsight's a b*tch…I wish we had 
treated our data with the skepticism of someone who was trying to 
determine whether they were fabricated, but instead we looked at them 
with the uncritical eye of scientists whose hypotheses were supported” 
(Tullett, cited in McCook, 2017). As Tullett (cited in McCook, 2017) 
sums up: “the incentive structures in the field are problematic … this is 
an extreme case of what the consequences of that can be.” In other 
words, “the reward system in academia may be rewarding A (the use of 
QRPs) while hoping for B (the use of scientifically sound and rigorous 
processes and procedures) (Kerr, 1998)” (Kepes et al., 2022, p. 1192; see 
also Spector, 2022). 

To address this, we need more system-wide change to re-align the 
incentive structure in academia. This could be achieved, for example, 
with changes to the reward system, including the tenure and promotion 
processes, more tolerance for the publication of “null” (i.e., statistically 
non-significant) results, a change in the current review process, and the 
broad and field-wide use of OSPs. 

6.3. Changing the reward system 

The promotion and the tenure processes are still strongly determined 
by the number of publications, especially in highly prestigious journals 
(Aguinis et al., 2020; Podsakoff et al., 2008). Therefore, it is not sur-
prising that tenure status is associated with QRPs. For instance, in the 
field of management, Kepes et al. (2022) found that QRPs were more 
likely in early stages after dissertations were completed (when people 
are typically tenure-seeking) than in later stages. This suggests that 
changes in the tenure process may reduce the motivation to engage in 
misconduct and QRPs. Spector (2022) explains misconduct and QRPs as 
a product of perceived pressure (e.g., a need for publication), opportu-
nity (e.g., having the skills to use QRPs), and rationalization (e.g., a 
willingness to justify QRPs). Changing the reward system would help to 
address the pressure-element. For instance, we recommend that pro-
motion and tenure committees widen their focus from assessing only 
research quantity (mainly in prestigious journals) to also focusing on the 
quality of publications (i.e., the quality of the specific article rather than 
just the journal where it was published). Especially in IO, findings may 
have a valuable impact beyond academia, even though not published in 
an A journal. Rather than striving to publish a large amount of research 
in the most prestigious journals, regardless of the quality or topic of the 
research, it may be more beneficial to demand the development of a 
coherent research program (i.e., becoming an expert in a specific area). 
This includes formulating interesting research questions, using scien-
tifically sound and rigorous scientific methods, and submitting a 
reasonable number of high-quality studies to journals that provide the 
best fit for them (for more examples how to evaluate academic perfor-
mance in IO, see Spector, 2022; Grand, Rogelberg, Allen, et al., 2018). In 
such a changed reward system, researchers would not need to be doing 
everything they can (e.g., misconduct, QRPs) to increase the chances 
their article will get published in a “prestigious” journal. 

6.4. Emphasizing null-results 

Emphasizing the importance of “null” results could also add to the 
realignment of our problematic reward structure. It would clearly 
reduce the motivation to engage in misconduct and use QRPs to find 
statistically significant results if more journals would encourage the 
publication of “null” findings. Despite what many believe, such findings 
from rigorous research cannot only set an example for the importance of 
thorough research (regardless of its results), they also offer benefits as 
long as these findings inform the field. For instance, statistically non- 

significant results may call into question the generalizability of a the-
ory and, therefore, encourage the investigation of boundary conditions. 
Like Landis et al. (2014) put it, “we need a complete picture of our 
phenomena of interest to truly advance our scientific knowledge” (p. 
164). Recognizing this, the Journal of Business and Psychology dedicated 
a special issue to null results. In their editorial, the editorial team illu-
minated the advantages of publishing null results and offered sugges-
tions for editors, reviewers, and authors (Landis et al., 2014). Some 
journals, like Meta-Psychology or Academy of Management Discoveries also 
recognized the importance of null results and welcome studies with 
them or even “negative” ones on their websites. Unfortunately, these 
types of journals are often not viewed as top-tier. Thus, the motivation to 
publish in them is comparatively lower. 

6.5. Changing the review process 

The review process functions as a bottleneck for scientific discov-
eries; it determines which studies get published. Although it is the 
purpose of peer-review to “maintain the integrity of science by filtering 
out invalid or poor-quality articles” (Wiley, 2000-2023), and things 
would certainly be worse without any form of peer-review, the current 
process is not ideal. As previously mentioned, editors and reviewers are 
more likely to recommend publishing an article with statistically sig-
nificant results (Fanelli, 2012). This tendency against publishing null 
results has a long history (Sterling, 1959; see Sterling et al., 1995 for a 
replication); therefore, editors and reviewers need to change behavior 
that was common for over 50 years. They also occasionally encourage 
authors to engage in QRPs (e.g., dropping some of their insignificant 
findings or to exclude certain conditions) “to streamline manuscripts” 
(Franco et al., 2016, p. 8), at least in psychology experiments. Thus, even 
if individual researchers are trained in research ethics and are willing to 
provide a more complete report of their study, they are unlikely to do so 
if they fear negative consequences (i.e., a rejection). 

Following this, some researchers have argued that the aforemen-
tioned improved training and re-alignment of the current incentive 
structure is only achievable with a change in the review process (Nosek 
et al., 2012; Wagenmakers et al., 2012). One proposal to strengthen the 
review process is the use of results-blind review (RBR; see also the 
section on Registered Reports, below), where manuscripts are reviewed in 
two stages (Grand, Rogelberg, Banks, et al., 2018; Kepes & McDaniel, 
2013). During Stage 1, a manuscript is submitted and reviewed without 
the results and discussion. With this format, a paper is judged by the 
quality of its research question, hypotheses, design, and methodological 
approach, not by the statistical significance-level of its findings. Thus, a 
paper with an important research question and rigorous methods is 
likely to get an ‘in-principle-acceptance,’ and will be published regard-
less of its results. During Stage 2, the whole manuscript, including re-
sults and discussion, is reviewed to ensure that the authors have 
followed their research plan (Grand, Rogelberg, Banks, et al., 2018; 
Kepes & McDaniel, 2013). RBR “reduces the impact of statistical sig-
nificance on acceptance decisions” (Kepes et al., 2014, p. 459) and thus, 
should reduce the motivation of individual researchers to engage in 
scientific fraud or QRPs. 

Some journals already offer RBRs. For instance, in 2016, a couple of 
IO psychology/management journals (e.g., Journal of Business and Psy-
chology; Leadership Quarterly) joined forces for a joint initiative towards 
more reliable research. They announced the launch of an optional 
results-blind review submission option (see https://jbp.charlotte.edu/). 
Beyond that, there are journals, such as the Journal of Management Sci-
entific Reports, that offer results-masked submissions (see https://smgmt. 
org/jomsr/). Allowing RBR is a valuable first step in changing the review 
process. However, to realize the change towards RBR as the new stan-
dard, more authors need to submit papers on this track and reviewers 
need explicit instructions (and more feedback from their action editors) 
on how to review a Stage 1 and Stage 2 manuscript and to learn about 
the underlying values of the two-stage process (i.e., a shift from outcome 
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focus to process focus; Grand, Rogelberg, Banks, et al., 2018). 
Although reviewing is a cornerstone in our profession (Köhler et al., 

2020), there are currently no requirements to follow formal guidelines 
or standards, for peer review, in general, and for RBR, in particular. 
However, some first training for peer reviewing has been developed, 
including top tips for reviewers (Chambers & Tzavella, 2022), the 
competency framework for reviewers (Köhler et al., 2020), and the 
entrance test for editors by the Peer Community in Registered Reports 
(https://rr.peercommunityin.org/). In addition, numerous reporting 
guidelines and standards are available (e.g., Appelbaum et al., 2018; 
Levitt et al., 2018; Moher et al., 2009). It should be the responsibility of 
reviewers and editors to ensure that researchers adhere to these guide-
lines and standards. To aid in this important endeavor, specific recom-
mendations for editors and reviewers could be developed, just as they 
have been for meta-analytic studies or particular methodological or 
statistical approaches (e.g., DeSimone et al., 2021; Kepes, Wang, Cor-
tina, 2022). 

A second suggestion to strengthen the review process by increasing 
accountability is open peer review (OPR), where some to all aspects of 
the peer review process are made publicly available. For instance, re-
viewers can agree to sign their reviews that can be published alongside 
published paper. Thus, OPR holds reviewers accountable for their 
comments while they are also able to get credit for their work. However, 
there is a debate about the pros (e.g., potentially higher quality reviews) 
and cons (e.g., potentially biased reviews) of OPR: Some studies found 
no effect of OPR on review quality, recommendation regarding publi-
cation, and time to review (Van Rooyen et al., 1999; Van Rooyen et al., 
2010). Interestingly, they did find an increase in decline to review. 
However, others found some positive effects of OPR (e.g., Kowalczuk 
et al., 2013; Walsh et al., 2000). Taken together, the findings are rather 
ambiguous (and partly outdated). Thus, to give a valuable suggestion 
regarding the use of ORP, we might need more research. 

6.6. Using open science practices (OSPs) 

In response to the replication crisis in social psychology, the Trans-
parency and Openness Promotion (TOP) guidelines (Nosek et al., 2015) 
introduced author guidelines for journals that are commonly known as 
OSPs. These practices have been developed as a tool to address the 
replication crisis, in particular, and the low reproducibility and repli-
cability of research, in general. OSPs carry the promise to reduce QRPs 
and foster a transparent research culture. The TOP guidelines (Nosek 
et al., 2015) include eight standards: citation standards; transparency of 
data, analytic methods (code), research materials, and design and 
analysis; preregistration of studies and analysis plans; and replication 
studies as publishing format. There are also recommendations and 
preregistration templates for reviews and meta-analyses (Moreau & 
Gamble, 2022; Van den Akker et al., 2020). Based on these eight stan-
dards and two other OSPs, registered reports as publishing formats 
(Chambers & Tzavella, 2022) and availability of open science badges in 

a journal (Kidwell et al., 2016; see Table 2 for more information on 
OSPs5), the Center for Open Science (COS) developed the TOP factor 
(Center for Open Science, 2020). The TOP factor assesses the degree to 
which a journal adopts each OSP and, thus, evaluates the degree to 
which journals support transparency and reproducibility (Kepes et al., 
2020; Nosek et al., 2015). Notably, some IO psychology journals have 
signed on to the TOP guidelines (e.g., JAP, Journal of Business and Psy-
chology, Journal of Organizational Behavior, Human Resource Management 
Review; https://www.cos.io/initiatives/top-guidelines). However, how 
successful are those practices in achieving the goal of transparent and 
rigorous research? Fortunately, there is initial evidence for the success of 
OSPs in psychology (Hardwicke et al., 2018; Obels et al., 2020). To 
illuminate the use of OSPs and their benefits, we provide more detail and 
some examples in the following sections. 

6.6.1. Preregistrations 
Preregistrations are one means to reduce the use of QRPs (Banks 

et al., 2019). When preregistering, researchers commit to a research plan 
and/or analysis plan before they conduct their study and collect data. 
This plan is then submitted to an online repository like the Open Science 
Framework (OSF). A preregistration can include, for example, hypoth-
eses, dependent variables, conditions, analyses, exclusion criteria, and 
determination of sample size (cf. https://aspredicted.org/). The 
reasoning behind preregistrations is that they limit the use of 
“researcher degrees of freedom” (Simmons et al., 2011) and thus the 
“methodological flexibility” of researchers when analyzing data (Kepes 
& McDaniel, 2013), which should minimize the display of QRPs and, 
therefore, lead to more reproducible and replicable results and more 
trustworthy cumulative knowledge. For instance, HARKing (Kerr, 
1998), the selective reporting of outcomes (John et al., 2012), p-hacking 
(i.e., “report only […] analyses […] that ‘work’;” Simonsohn et al., 
2014, p. 534), and false positive results (Nosek et al., 2019) should be 
minimized. Indeed, evidence indicates that preregistrations can help to 
decrease false positive findings (i.e., Type I error rates) as there are 
fewer statistically significant results in preregistered samples than in 
non-preregistered ones (Toth et al., 2021). Further, they are associated 
with greater transparency and more rigorous reporting of study methods 
and analyses (Toth et al., 2021). A survey among scientists revealed that 
implementing preregistration is perceived to improve the quality of their 
projects and research process (Sarafoglou et al., 2022). 

6.6.2. Registered reports 
Another OSP that is closely related to preregistrations are Registered 

Reports (RRs; Chambers, 2019; Chambers & Tzavella, 2022). RRs are a 
publication format in which peer review is conducted before data are 
analyzed, like with the results blind review process. The main difference 
between RRs and RBRs is the timing of data collection (Grand, Rogel-
berg, Banks, et al., 2018). While there are no specifications for RBR, RRs 
always undergo the Stage 1 review process before any data collection. 
This allows authors, reviewers, and editors to discuss and optimize hy-
potheses, methods, data collection, and analyses. 

Against commonly heard doubts, research has shown that RRs are 
not only equally novel and creative, but they are also likely to be of 
higher rigor and quality than other studies (Soderberg et al., 2021). This 

Table 2 
Overview of open science practices.  

Open science practices Example articles for more information 

Citation standards Cobb et al. (2023) 
Transparency of data, analytic methods 

(code), research materials, and design 
and analysis 

Grahe (2021); Nosek et al. (2015) 

Preregistration of studies and analysis 
plans 

Wagenmakers and Dutilh (2016);  
Nosek et al. (2019) 

Replication studies and crowdsourcing Asendorpf et al. (2013); Brandt et al. 
(2014); Köhler and Cortina (2019);  
Landy et al. (2020); Moshontz et al. 
(2018); Schweinsberg et al. (2021);  
Simons (2014); Uhlmann et al. (2019) 

Registered reports Chambers and Tzavella (2022) 
Open science badges Kidwell et al. (2016)  

5 To the list of OSPs provided in Table 2, we also added a note on replication 
studies and crowdsourcing. Recently, the idea emerged to pool our limited 
resources to conduct so called crowdsourced multisite replication research 
(Moshontz et al., 2018; Uhlmann et al., 2019) to study the replicability and 
generalizability of effects with high statistical power. In IO psychology, Castille, 
Kreamer, et al. (2022) suggested the creation of a multisite replication project 
that brings together practitioners and researchers alike – “ManyOrgs” (p. 548). 
Additional examples of these crowdsourcing initiatives, as well as references to 
articles that provide general guidance on conducting replication studies, are 
also provided. 
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is noteworthy, however, not surprising, because the review process 
before data collection allows improving the research design (Van't Veer 
& Giner-Sorolla, 2016). Further, RRs might prevent selective reporting 
and the file-drawer problem (Sterling et al., 1995) because they increase 
the chances of publishing null findings (Allen & Mehler, 2019). Indeed, 
there is a higher balance of the ratio of supported/unsupported hy-
potheses in RRs (44 % positive results) than in the standard literature 
(96 % positive results; Scheel et al., 2021). Thus, RRs are one means to 
reduce PB and Type I error inflation (cf. Franco et al., 2016). Some 
reservations regarding RRs include the fear that they might decrease a 
journal's impact factor, because mixed (or negative) results may be 
viewed as less interesting and, thus, less likely to be reported by the 
media and cited by the research community. Preliminary evidence from 
a comparison of citations between published RRs and comparable arti-
cles from the same journals dispelled these fears. Hummer et al. (2017) 
found similar to slightly greater numbers of citations for RRs. 

6.6.3. Open science badges 
Journals that want to incentivize the use of OSPs can award open 

science badges to articles that use OSPs. Currently, there are three open 
science badges that can be rewarded for an article that (a) has been 
preregistered, and/or made (b) its data or (c) its materials publicly 
available (Center for Open Science, n.d.). In psychological journals that 
offer these badges, the frequency and quality of data and materials 
sharing increased when compared to journals without such badges, the 
data and materials were not only more accessible and complete but also 
more correct and usable (Kidwell et al., 2016). In addition, Schneider 
et al. (2022) found that the use of badges increases the perceived trust in 
scientists by student teachers and social scientists. Badges can also 
further reduce the epistemic beliefs that scientific knowledge are sub-
jective opinions. Thus, open science badges function as a signal for new 
norms in a field (Center for Open Science, n.d.) and may help science to 
be seen as objective and data-driven (instead of merely an opinion; 
Schneider et al., 2022). Taken together, open science badges are a 
simple and cost-effective method to foster the use of OSPs (Kidwell et al., 
2016). 

6.6.4. Open science practices and IO psychology 
As OSPs have their origin in social psychology, some people argue 

that OSPs are not as suitable for IO psychology (Guzzo et al., 2022). 
Indeed, when talking about the implementation of OSPs in our field, IO 
specific characteristics need to be considered. Here, we discuss some of 
these specifics and illuminate whether they are compatible with OSPs. In 
particular, we discuss how OSPs can go hand in hand with (a) qualitative 
and inductive research, (b) the handling of sensitive data, and (c) studies 
in organizations or with other practitioners in the field. 

First, Torka et al. (2023) identified a methods bias among editors 
from IO and management. When the editors were asked about their 
reasons to not include OSPs on their websites, they indicated a perceived 
inadequacy of available OSPs for certain research approaches (e.g., 
qualitative or inductive research). Unfortunately, some individual re-
searchers also share (see Study 2 from Toth et al., 2021) and spread 
(Guzzo et al., 2022) this perspective. However, there is no need to fear 
that OSPs like preregistrations would devalue qualitative research over 
quantitative research or that OSPs will result in “methodological 
sameness” (Guzzo et al., 2022, p. 24). Instead, by being transparent with 
testing or developing hypotheses, and with which findings are (in-) 
consistent with expectations, using OSPs can build trust in inductive and 
exploratory research (Hüffmeier et al., 2022). Thus, preregistering a 
study is beneficial for all kinds of IO research (see also Torka et al., 2023) 
and, luckily, there are also preregistration templates available for 
qualitative research (e.g., Haven et al., 2020; Kern & Gleditsch, 2017) 
and preexisting data (Mertens & Krypotos, 2019). 

Second, in IO, we use data from organizations more regularly than 
other related fields. Indeed, those data are often very sensitive and not as 
easy to share with others. For instance, the data may not be anonymized 

(e.g., HR data about employees) or crucial for the success of a company 
(e.g., financial data). However, OSPs like data sharing are never forcing 
researchers to disclose any sensitive data or to harm a company. On a 
side note, there is also no movement in the direction of full data sharing 
in IO (see results from Hüffmeier et al., 2022 and Torka et al., 2023). 
Moreover, even if the data are sensitive, there are still different ways to 
enact the philosophy of accessibility. For instance, personal identifiers 
(e.g., demographics) could be excluded from the dataset before making 
it available to others. Researchers could also only share data relevant to 
reproduce their analyses (e.g., descriptive statistics, intercorrelations, 
reliability estimates) instead of sharing individual-level data (Banks 
et al., 2019). Going even further, it is possible to simulate a dataset with 
similar statistical characteristics as the original dataset. “This retains the 
statistical properties of the original data, allowing other researchers to 
run confirmation analyses if desired, but protects individuals' responses 
and characteristics” (Morgan et al., 2022, p. 540)6. Finally, even if re-
searchers are not allowed to share any data, they can still share relevant 
materials or analysis codes (see Transparency of data, analytic methods, 
research materials, and design and analysis, Table 2). Thus, using 
company data should not be an exclusion criterion for sharing data per 
se. 

Besides data being sensitive, there are other challenges when 
working with companies or other practitioners in the field. Companies 
often pursue their own goals by participating in a study (e.g., collecting 
data for their HR department) and researchers have to include their 
wishes in the research process. It is also not unlikely that they request 
changes to the research plan while the study is already running. Hence, 
writing a preregistration where you should, at least ideally, specify in 
detail every part of your study in advance, can be challenging in applied 
settings. The good news is that deviations from preregistration are 
allowed and common (Claesen et al., 2021). It is only important to be 
transparent about what changed and why. Moreover, preregistering 
studies regularly may also help IO researchers to anticipate and make 
plans for necessary changes throughout the research process (Toth et al., 
2021). 

6.6.5. Implementation of OSPs 
In general, OSPs can increase the perceived trustworthiness of 

research (Methner et al., 2022; Rosman et al., 2022; Schneider et al., 
2022) and may lead to more trustworthy cumulative knowledge. To 
address (some of) the causes of untrustworthy cumulative knowledge, it 
would be desirable for researchers to use OSPs, and for journals to adopt 
them in their policies. Unfortunately, there is currently an imple-
mentation gap in OSPs: researchers often do not use OSPs (Aguinis et al., 
2020; Ferguson, 2015; Tenney et al., 2021) and there are some reser-
vations about them (Guzzo et al., 2022; Woznyj et al., 2018). As one 
possible explanation, journal policies may help to explain why indi-
vidual researchers do not implement OSPs and still engage in miscon-
duct and QRPs. If journal guidelines do not encourage the use of OSPs, 
individual researchers may see little reason to use them. Indeed, 
research on the implementation of OSPs in journals' policies found that 
these practices were hardly mentioned by IO and management journals 
(Torka et al., 2023; see also Feeney, 2018). A survey of editors further 
revealed some barriers to the adoption of OSPs. Journal editors named 
the perceived lower suitability of OSPs for qualitative research (see 
6.6.4), missing authority, and missing familiarity with OSPs as a cause 
for the implementation gap (Torka et al., 2023). 

Journals seem to be the key player for the broad implementation of 
OSPs. As mentioned before, the implementation of open science badges 
by a journal can increase data and materials sharing (Kidwell et al., 
2016). However, there are also boundaries of these journal policies. For 
example, even with the requirement of data availability statements, 

6 These simulated/synthetic datasets can be produced using R packages such 
as 'synthpop' (Nowok et al., 2016). 
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many authors in the medical sciences are unwilling to share their data 
(Gabelica et al., 2022). It is also important to note that there are 
currently no incentives for journals to require the use of OSPs. In the 
medical sciences, preregistration requirements by journals led to in-
creases in preregistration only after requirements were paired with fines 
for not preregistering clinical trials (De Angelis et al., 2004; Dickersin & 
Rennie, 2012; Laine et al., 2007). Thus, it appears that journal policies 
offer the possibility to make a substantial difference regarding the 
adoption and expansion of OSPs. However, it is important to explore 
exactly how OSPs need to be implemented in IO to be most effective (e. 
g., providing badges for open data is preferable to data availability 
statements; incentives for preregistering may complement 
requirements). 

7. Conclusion 

In this paper, we discussed the current state of affairs in IO psy-
chology, and related fields such as social psychology and management, 
that affects the trustworthiness of our field's cumulative knowledge. 
Overall, the evidence regarding the reproducibility and replicability of 
research in our field is rather discouraging. Scientific findings are often 
neither reproducible (Artner et al., 2021; Bakker & Wicherts, 2011; 
Bergh et al., 2017; Hardwicke et al., 2018) nor replicable (Ebersole et al., 
2016; Klein et al., 2022; Open Science Collaboration, 2015). Addition-
ally, only a small number of studies deal with constructively replicating 
published effects (Köhler & Cortina, 2019; Makel et al., 2012). As a 
result, there is reason to doubt the credibility and self-correcting-ability 
(von Hippel, 2022) in our field. Thus, we discussed the causes of the 
replication crisis and untrustworthiness of our cumulative knowledge, 
as well as potential remedies to create a more credible scientific disci-
pline – some of which (e.g., open science badges, preregistration) are 
already being adopted by some journals in our field. 

Fig. 1 summarizes the internal and external factors that threaten our 
field's trustworthiness. On the right side of Box 1, we highlight some 
internal factors, such as personal characteristics, that can raise an 

individual's probability to engage in destructive behaviors (Fong & Tosi, 
2007; Lee et al., 2020). Further, researchers are affected by external 
factors, like insufficient training (i.e., formal and informal), a reward 
system that incentivizes research-quantity, journals preferring statisti-
cally significant results, and the opportunity to engage in behaviors that 
increase the likelihood of publishing as many studies as possible (e.g., 
missing norms for data sharing). These factors, in turn, lead to a variety 
of researcher behaviors (Box 3), such as errors (e.g., inconsistency be-
tween reported degrees of freedom and described CFA and SEM models) 
and the use of QRPs (e.g., selectively reporting hypotheses) and outright 
scientific fraud (e.g., fabricating data). These types of behaviors then in 
turn adversely affect the trustworthiness of our cumulative scientific 
knowledge (Box 4) as they result in, for example, false positive results, 
low replicability, and publication bias. Thus, it currently remains un-
certain what conclusion can be drawn from some of the findings in IO 
psychology. 

We also outlined suggestions for addressing the harmful external 
factors (see Fig. 1). The left side of Box 1 contains a variety of proposed 
changes that would combat the current external factors identified on the 
right side of the box. One of these recommendations involves enhancing 
the quality of both formal and informal scientific training, with a 
particular focus on topics related to replicability and reproducibility. 
Additionally, it would be beneficial to implement a reward system that 
promotes research-quality (instead of research-quantity) and journals 
that publish null results, as well as to decreases the opportunity to 
engage in misconduct, QRPs, and errors. In the long run, these changes 
could mitigate the publication of false positive results and PB. Finally, it 
should be noted that OSPs (Box 2) offer the potential to moderate the 
effects of internal and external factors on researcher behaviors. By 
promoting and implementing OSPs, there is a possibility to reduce the 
use of misconduct and QRPs. This, in turn, can address some of the 
existing problems in our field. 

Although the focus of this paper was on system-wide factors that 
could help address the credibility crisis in IO psychology (see also Hoole, 
2019), this is not to say that individual researchers cannot act prior to 

Fig. 1. Theoretical model: reasons for and examples of misconduct, QRPs, and errors.  
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systematic adoption of suggested changes by academic institutions and 
journals. Indeed, as noted by Castille, Köhler, et al. (2022), if each of us 
take small steps towards embracing open science principles, over time, 
we can change the field. Therefore, we recommend that all researchers 
(1) continue their professional education in research methods and sta-
tistics to reduce their likelihood of making errors, as well as increasing 
the likelihood of catching others' errors during the review process; (2) be 
as transparent as possible by, for instance, making data and code 
available and explaining the reasoning for various decisions made 
throughout the study design, analysis, and reporting process; and, (3) 
take advantage of alternative publishing avenues, such as results blind 
review. For more recommendations for different stakeholders in IO, see 
Table 2 in Grand, Rogelberg, Allen, et al. (2018). 

In conclusion, we hope that our paper sparks debate surrounding the 
best ways to implement system-wide change and encourages researchers 
and journals to consider the adoption of OSPs, like preregistration, RRs 
and open science badges, as a viable path forward towards a trustworthy 
cumulative knowledge. 
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Köhler, T., González-Morales, M. G., Banks, G. C., O’Boyle, E. H., Allen, J. A., Sinha, R., 
… Gulick, L. M. V. (2020). Supporting robust, rigorous, and reliable reviewing as the 
cornerstone of our profession: Introducing a competency framework for peer review. 
Industrial and Organizational Psychology, 13(1), 1–27. https://doi.org/10.1017/ 
iop.2019.121 

Kowalczuk, M. K., Dudbridge, F., Nanda, S., Harriman, L., & Moylan, E. C. (2013). 
A comparison of the quality of reviewer reports from author-suggested reviewers and 
editor-suggested reviewers in journals operating on open or closed peer review models. 
Chicago, USA: [Poster Presentation]. 7th International Congress on Peer Review and 
Biomedical Publication. https://f1000research.com/posters/1094564.  

Kowaltowski, A. J. (2021). Brazil’s scientists face 90% budget cut. Nature, 598, Article 
566. https://www.nature.com/articles/d41586-021-02882-z. 

Laine, C., Horton, R., DeAngelis, C. D., Drazen, J. M., Frizelle, F. A., Godlee, F., … 
Verheugt, F. W. A. (2007). Clinical trial registration — Looking back and moving 
ahead. New England Journal of Medicine, 356(26), 2734–2736. https://doi.org/ 
10.1056/NEJMe078110 

Landis, R. S., James, L. R., Lance, C. E., Pierce, C. A., & Rogelberg, S. G. (2014). When is 
nothing something? Editorial for the null results special issue of journal of business 
and psychology. Journal of Business and Psychology, 29(2), 163–167. https://doi.org/ 
10.1007/s10869-014-9347-8 

Landy, J. F., Jia, M. L., Ding, I. L., Viganola, D., Tierney, W., , … Dreber, A., & 
Crowdsourcing Hypothesis Tests Collaboration. (2020). Crowdsourcing hypothesis 
tests: Making transparent how design choices shape research results. Psychological 
Bulletin, 146(5), 451–479. https://doi.org/10.1037/bul0000220 

Ledford, H., Reardon, S., Mega, E. R. E. R., Tollefson, J., & Witze, A. (2019). Trump seeks 
big cuts to science funding – Again. Nature. https://www.nature.com/articles/d41 
586-019-00719-4.  

Lee, S. D., Kuncel, N. R., & Gau, J. (2020). Personality, attitude, and demographic 
correlates of academic dishonesty: A meta-analysis. Psychological Bulletin, 146(11), 
1042–1058. https://doi.org/10.1037/bul0000300 

Lehrer, J. (2010). The truth wears off. The New Yorker. https://www.newyorker.com/ 
magazine/2010/12/13/the-truth-wears-off.  

Lepine, J. A., Podsakoff, N. P., & Lepine, M. A. (2005). A meta-analytic test of the 
challenge stressor–hindrance stressor framework: An explanation for inconsistent 
relationships among stressors and performance. Academy of Management Journal, 48 
(5), 764–775. https://doi.org/10.5465/amj.2005.18803921 

Leung, K. (2011). Presenting post hoc hypotheses as a priori: Ethical and theoretical 
issues. Management and Organization Review, 7(3), 471–479. https://doi.org/ 
10.1111/j.1740-8784.2011.00222.x 

Levitt, H. M., Bamberg, M., Creswell, J. W., Frost, D. M., Josselson, R., & Suárez- 
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