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MSc in Computer Science

MSc in Applied Computer Science ==

N 2

Graduate Certificates: & Ll 4 —

Data Analytics -

Network Security

Web Application Development
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http://drewconway.com/zia/2013/3/26/the-data-science-venn-diagram
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THE FOUR INDUSTRIAL REVOLUTIONS

: 1750 : 1800 - 1850 - 1900 - 1950 - 2000

FIRST (1784] SECOND [1870] THIRD [1969]) FOURTH [NOW]
Mechanical production, Mass production, electri- Automated production, Artificial intelligence, big
railroads, and steam cal power, and the advent electronics, and data, robotics, and more
power of the assemblyline computers tocome

https://fortune.com/2016/03/08/davos-new-industrial-revolution./
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Machine
Learning

Representation

Deep Learning | earning

Goodfellow, I., Bengio, Y. y Courville, A. (2016). Deep learning. MIT Press.

Artificial
Intelligence







‘Learning is any process by which a system improves
performance from experience.”

— Herbert Simon



Definition by Tom Mitchell (1998):
Machine Learning is the study of algorithms that
improve their performance P
at some task T
with experience E.

A well-defined learning task is given by <P, T, E>.
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A classic example of a task that requires
machine learning: It Is very hard to say
what makes a 2

oot N\ (/48[ 2
D22 A5 H7
/¢ 7949404659
b ZI17 72\ 7T148%7
D8N T8 L94ag7
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mprove on task T, with respect to performance
metric P, based on experience b

I Recognizing hand-written numbers
P: Percentage of numbers correctly classified

E: Database of human-labeled images of handwritten
numbers

olaw !l N\ (/A2
%23 2 23> 7
/6 79449474659
b l|l72\N71437
b8 T3 4L9Qg7
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“‘Machine Learning: Field of study that gives
computers the ability to learn without being explicitly
programmed.”

— Arthur Samuel (1959)
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input — function — output

5 10 o + 10

14



nput — function—> output

2 machine |eaming nug‘ObOe(;l |2 —

number 2 =
0.91000
number 3 =

0.00025

15



Machine learning Is not
statistics

Statistics Machine Learning

Approach Hypothesis-driven development ©"eatiNg systems thatlearn from

data
Relationships between Optimization; prediction
variables accuracy
Assumptions Some knowledge about None

population is usually required

Usually applied to high-
dimensional data; ML learns
from data

Usually applied to low-
dimensional data

Data Complexity
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Types of machine learning

Supervised (inductive) learning

— Given: training data + desired outputs (labels)
Unsupervised learning

— Given: training data (without desired outputs)

Semi-supervised learning
— GGiven: training data + a few desired outputs

Reinforcement learning
— Rewards from sequence of actions

ND RESEARCH
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Types of machine learning

Supervised (inductive) learning

— Given: training data + desired outputs (labels)
Unsupervised learning

— Given: training data (without desired outputs)

Semi-supervised learning
— GGiven: training data + a few desired outputs

Reinforcement learning
— Rewards from sequence of actions
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If you're trying to predict a target value, then you
need to look into supervised learning.

— Given: training data + desired outputs (labels)

20
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Supervised learning:
regression

o Given (x1, V1), (X2, V2), ..., (Xn, ¥n)
e [earn a function f(x) to predict y given x

* yis real-value == regression

9 -
e
g °
a5 7 -
w p—
S E
—x 6 -
3g
Leg 2
o
E5 4
= S
24 3
g 2
=
Q.
A 1 -
0 I T I I 1
1970 1980 1990 2000 2010 2020
Year
N
Data from G. Witt. Journal of Statistics Education, Volume 21, Number 1 (2013) H[[ %@g&%ﬁ%@mﬂﬂw
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Supervised learning:
classification

e Given (x1, v1), (X2, y2), ..., (Xn, Vn)
e [earn a function f(x) to predict y given x

* yis categorical == classification

Breast Cancer (Malignant / Benign)

1(Malignant) o0 © 00
y
O(Benign)
Tumor Size
Based on example by Andrew Ng 55 S



Supervised learning:
classification

e Given (x1, v1), (X2, y2), ..., (Xn, Vn)
e Learn a function f(x) to predict y given x

* yis categorical == classification

Breast Cancer (Malignant / Benign)

1(Ma|ignant)1 o0 O 60

0(Benign) TO—CD—O—O—C >
Tumor Size

Predict Benign | Predict Malignant
~N
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Supervised learning

e X can be multi-dimensional

 Each dimension corresponds to an attribute

- Clump Thickness

- Uniformity of Cell Size

- Unitformity of Cell Shape

Tumor Size
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Basic principles of classification
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* Want to classify objects as boats and houses. i
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Basic principles of classification
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* All objects before the coast line are boats and all objects after the
coast line are houses.
e Coast line serves as a decision surface that separates two classes.
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Basic principles of classification

These boats will be misclassified as houses
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Basic principles of classification

Longitude

£

Latitude
\ 4

OOO
o ©

O Boat

House

>

* The methods that build classification models (i.e., “classification algorithms”)

operate very similarly to the previous example.
* First all objects are represented geometrically.

28

N
CENTER FOR INNOVATION
AND RESEARCH
IN COMPUTING

Southern Adventist University



Basic principles of classification

Longitude
>

og% o
. §) o OOO

O O O Boat

House

Latitude
v

Then the algorithm seeks to find a decision
surface that separates classes of objects

N
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Basic principles of classification

Longitude
>

These objects are classified as houses

?/?/ AW

? ? ?

N

These objects are classified as boats

Latitude
\ 4

Unseen (new) objects are classified as “boats”
if they fall below the decision surface and as
“houses” if the fall above it ﬁCENTERFORINNOVAmN
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SVM

 Support vector machines are considered by
some people to be the best stock classifier.

e Support vector machines make good decisions
for data points that are outside the training set.
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support
vectors

\maximum

margin
O classifier

The point closest to the separating hyperplane and make sure this is as far away from the

separating line as possible.

33
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Main ideas of SVMs

GeneY
N
*
LR 6
WRh et
* % * o “0 LR
* * Q‘ ® O
® o © ®
o ©
\ Y J ( ' J
Normal patients Cancer patients

> @Gene X

* Consider example dataset described by 2 genes, gene X and gene Y
* Represent patients geometrically (by “vectors”)

N
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Main ideas of SVMs

Decision surface

@ Cancer @
@)

Normal

» GeneX

* |f such linear decision surface does not exist, the data is mapped
into a much higher dimensional space (“feature space”) where the
separating decision surface is found;

* The feature space is constructed via very clever mathematical
projection (“kernel trick”). T ey
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3 5 Southern Adventist University



import numpy as np

features = np'array([[_la _1]9 [_2, _1]: [1’ 2], [_1, 1], [1, 1]])

labels = np.array([1, 1, 2, 2, 2])
from sklearn.svm import SVC

clf = SVCO

clf.fit(features, labels)
print(clf.predict([[1.5, 1]1]1))

[2]

" 36
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Supervised Learning through

Deep Learning

D RESEARCH
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MOUTH

Pictorial structures (Fischler and Elschlager, 1973)

praN
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Why Is Everyone So Excited
about Deep Learning?

Computer vision
* ImageNet (1 million labeled images)
e Yearly contest: train a classifier with the smallest possible error rate

. Smce 2012 deep learning has been the winner!
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ImageNet Challenge accuracy results

10% ©

N
-

OverfFeat

(Top-5 error)
GooglleNet

ResNet

O U 5 U

2010 2011 2012 2013 2014 2015 Humans

Sze, V., Chen, Y.-H. y Yang, T.-d. (2017). Efficient processing of deep neural networks: a tutorial survey. Proceedings of the IEEE, 105.
https://doi.org/10.1109/JPROC.2017.2761740

40



Deep Learning

Deep learning = layering

Goal: build complex, hierarchical representations
from simple building blocks.

Traditional artificial neural networks = few layers

Deep artificial neural networks = several layers (6 -
8, similar to the visual cortex)

D RESEARCH
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input — function — output

machine learning probability of classes

no glaucoma = 0.00869

fundus of the eye
picture

42



output

glaucoma = 0.99624
no glaucoma = 0.00869

fundus of the eye
picture —

43



sin
glaucoma no glaucoma

)

0.99754

0.99762

0.99444 0.99989

0.9948 0.99624

Espinoza, M., Alférez, G.H. y Castillo, J. (2018). Prediction of glaucoma through convolutional neural networks. En H. R. Arabnia, L. Deligiannidis,
G. Jandieri, A. M. G., F. G. Tinetti y Q.-N. Tran (Eds.), International Conference on Health Informatics and Medical Systems: The 2018 WorldComp
International Conference Proceedings (p. 90-95). CSREA Press.

44



Fig. 4 Glaucomatous left
and right eyes, respectively

B

Ca A Springer

'\‘ o

> B

Olivas, L.G., Alférez, G.H., & Castillo, J. (2021). Glaucoma detection in Latino population through OCT’s RNFL thickness map
using transfer learning. International Ophthalmology. https://doi.org/10.1007/s10792-021-01931-w

45


https://doi.org/10.1007/s10792-021-01931-w

“‘Misdiagnosis in the United States is disconcertingly

common. A review of three very large studies

concluded that there are about 12 million significant
misdiagnoses a year.”

— Eric

opol. "Deep Medicine.”

46
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“lololo]1]l1]o]o]o]0]0
“lo|lola|2r|a[a]|a|o]0o]0
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g %

Hidden layer Output

I - layer

r—->
_/ Detection
~ suspicious or not
suspicious

Marin, C., Alférez, G.H. Cdérdova, J. y Gonzélez, V. (2015). Detection of melanoma through image recognition and artificial neural networks.
En D. A. Jaffray (Ed.), World congress on medical physics and biomedical engineering (pp. 832-835). Springer.

47
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<)) Melanoma Detector =

&

Evidence was found:

Melanoma

Percentage of Detection:
97.9983 %
] m

Marin, C., Alférez, G.H. Cérdova, J. y Gonzalez, V. (2015). Detection of melanoma through image recognition and artificial neural networks.
En D. A. Jaffray (Ed.), World congress on medical physics and biomedical engineering (pp. 832-835). Springer.
ﬁ
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Returns image Returns results

| v v

loadModel(); takePicture(); analyze(image); print(results);
Start
I
) Request the camera See the result
The model is loaded
Carrier = 11:27 AM - Carrier = 11:2l7 AM - Carrier = 11:27 AM - Carrier = 11:27 AM -
Home Classify Camera Results

MALLAMPATI

Mallampati score

A

Press start Opens the

button i\ i\ camera
n v

Take picture to analyze it

Takes the
picture

Class: Mallampati 1-2

Accuracy: 96.9%

Press back button to start l
. -

Camera

start
¢ a» ¢ e
t

Aguilar, K, Alférez, G.H. y Aguilar, C. (2020). Detection of difficult airway using deep learning. Machine Vision and Applications, 31.

https://doi.org/10.1007/ s00138-019-01055-3
: E’ﬂ\ CENTER FOR INNOVATION
AND RESEARCH
IN'COMPUTING
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Applications  Activitles [ Terminal # D" enSunApr 1,2135 4 W B

nerdroid@nerdroid: ~/Dropbox/lapmaster1.l

Sylnice, J. & Alférez, G.H. (2018). Dynamic Evolution of Simulated Autonomous Cars in the Open World Through Tactics. Proceedings of the Future
Technologies Conference 2018 (FTC 2018), Vancouver, Canada.
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https://vimeo.com/262801726

Fig. 2. Tray with living Legacy blueberry plants. Fig. 3. Tray without living Legacy blueberry plants. Fig. 4. No tray.

Quiroz, I. A. y Alférez, G. H. (2020). Image recognition of Legacy blueberries in a Chilean smart farm through deep learning. Computers and Electronics in
Agriculture, 168, 105044. https://doi.org/10.1016/ j.compag.2019.105044
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Automatic
classification of
plutonic rocks with
deep learning

German H. Alférez, Elias L. Vazquez, Ana
Maria Martinez Ardila, Benjamin Clausen

Applied Computing and Geosciences -
Elsevier

https://doi.org/10.1016/j.acags.2021.100061

e 1)
£ N

APPLIED e
COMPUTING&

GEOSCIENCES

-P
AN INTERNATIONAL OPEN ACCESS JOURNAL r‘ ‘
e CEOSCIEN
/
“ RESEARCH INST

EDITOR-IN-CHIEF
ERIC GRUNSKY

Fig. 2. a) Diorite image taken under white light; b) granite image with a ruler; and c¢) a cropped granite picture.

52

Bl

CENTER FOR INNOVATION
AND RESEARCH
IN COMPUTING

Southern Adventist University


https://doi.org/10.1016/j.acags.2021.100061

Automatic
classitication of
polutonic rocks with
deep learning

German H. Alférez, Elias L. Vazquez, Ana
Maria Martinez Ardila, Benjamin Clausen

Applied Computing and Geosciences -
Elsevier

https://doi.org/10.1016/j.acags.2021.100061

APPLIED i
COMPUTING &

Table 5: Validation results per class for the gabbro, diorite, granodiorite, and granite combi

Rock Classes Precision | Recall | F; Score
gabbro 0.98 0.94 0.96
diorite 1.00 0.94 0.97

granodiorite 0.85 1.00 0.92
granite 1.00 0.94 0.97
Average 0.96 0.95 0.95

nation with an accuracy of 0.95.

GEOSCIENCES

D’
AN INTERNATIONAL OPEN ACCESS JOURNAL '

EDITOR-IN-CHIEF
ERIC GRUNSKY

53
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https://doi.org/10.1016/j.acags.2021.100061

Original Diorite

Automatic Classification of Plutonic Rocks
Pt - with Machine Learning Applied to Extracted
*, Shades and Colors on i0OS Devices

-t .: 1 Dominants colors Diorite
SRl P . . ‘ : i
"fi ool Alférez, G.H., Hernandez Serrano, S., Martinez Ardila, A.M., & Clausen, B.L. (2021). Automatic
Eit;b‘ Classification of Plutonic Rocks with Machine Learning Applied to Extracted Shades and Colors
iginal ro Average color Gabbro on |OS DeViceS.

Ay e""?“ ¢ :
¢ Dominants colors Gabbro

I]IE(E)LOGICAL 2021

Average color Granite SOC I ETY
OF AMERICA

wll TELCEL & ® 18:13 @ 100% 43
7 - s

Dominants colors Gabbro

Dominants colors Granite

Average color Granite

g 2o Dominants colors Granite
uﬁ T .". _.a‘l.l’
METED
Y
Original Granodiorite Average color Granodiorite

Dominants colors Granodiorite

_

Average color Granodiorite

Dominants colors Granodiorite

V7

| ]
ZX

b

N
CENTER FOR INNOVATION
AND RESEARCH
IN COMPUTING

5 4 Southern Adventist University



Automatic Classification of
Felsic, Mafic, and Ultramafic
Rocks in Satellite Images from

Palmira and La Victoria,
Colombia

Bosquez, S., Alférez, G.H., Martinez Ardila, A.M., & Clausen B.L. (2022). Automatic
Classification of Felsic, Mafic, and Ultramafic Rocks in Satellite Images from Palmira and La
Victoria, Colombia. Proceedings of the Computing Conference 2022, London, England.
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Areas with negative tweets in Manhattan
Alférez, G.H. (2016). Tweeting in New York City - Data Science Can Teach Us to Sympathize. Adventist Review, 193(2), 47-49
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T4 SoftMENA - [ X ¥ Zona Refugiados ONU 1/ Q) (3667, s2946..

2
T— Estilos individuales 9 Ninaua (3@29.4223)

9 Suleimaniya (35.546, 4...

J36.8679 © Dunok (36.8679, 42.9485) Q seecno 553,430

9 Hilla (32.4773, 44.4276)

Introduzca la latitud:

Introduzca la longitud:
@ Suleimaniya (35.546, 45.300)
|42.9485 .
° Saladino (34.863, 43.065)

Clasifica I

Irak 9
9 Hilla (32.4773,44.427...

Q Tal Afar (36.385, 42.274)
74 Mensaje v Q Ninaua (36.229, 42.23)
Q Kerbala (32,606, 44.010)
@ Erbil (36.206, 44.008)

l La clasificacion corresponde a: Refugiados

Aceptar Refugee zones (adapted from UNHigh
Commissioner for Refugees, 2017)

Classification Duhok, Irag

Gonzalez, M. & Alférez, G.H. (2020). Application of Data Science to Discover Violence-Related Issues in Irag. arXiv.
https://arxiv.org/abs/2006.07980
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e |f you're not trying to predict a target value, then
you need to look into unsupervised learning.

 E£.g., clustering.

59
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o Given X1, Xo,..., Xn (Without labels)

e QOutput hidden structure behind the x’s

N
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Interpreting the Geochemistry of Southern
California Granitic Rocks using Machine
Learning

Plot:PRBSMF clustered . '
Sri (Initial 875r/ 865y
| ratios) Analysis

‘.’k‘
“ ¥ §g '>;“‘? X Table 2. WEKA results for Sr,
', % s Kk, Cluster # NRHIDEE .Of Isotope ratio
50238 3 2006, 796% XKB00N samples

RO B 0 135 0.7091

i 1 358 0.7068

@: 31 0.7126

@®: 243 0.7042

Figure 4. Cluster assignment visualization for Srij.
, , Cluster 2 is
in red, and Cluster 3 is in blue

Alférez, G. H., Rodriguez, J., Clausen, B. y Pompe, L. (2015). Interpreting the geochemistry of Southern California granitic rocks
using machine learning. En D. de la Fuente, R. Dziegiel, E. B. Kozerenko, P. M. La-Monica, R. A. Liuzzi, J. A. Olivas y T.
Waskiewicz (Eds.), Proceedings of the 2015 International Conference on Artificial Intelligence (ICAl) (pp. 592-598). CSREA Press.
http://worldcomp-proceedings.com/ proc/p2015/ICA2786.pdf ﬁcmmm N——
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Machine learn
practlce
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* Understand domain, prior knowledge, and
goals

e Data integration, selection, cleaning, pre-
processing, etc.

e | earn and evaluate models
* Interpret results

* Consolidate and deploy discovered knowledge

- : [ | [ [ GREREERRGNVATON
Based on a slide by Pedro Domingos 53 (N COMPUTING
Southern A dventist University



Automated machine learning pipeline for geochemical analysis

You are viewing Oscar A. Esteban's screen

as: IV X

< C 0 @ localhost i B % O » &

AUTOML FOR GEOCHEMISTRY Home Info

Supervised learning 1. Select the variables 2. Balance the data - 4. Classification report 5. Classify new samples 6. Classification results

Split the data oy sy 4N

Select the percentage to be used in the training set:

Training percentage Testing percentage
0 ¥ 30
Train
and
evaluate

Oscar A. Esteban

ICD

Lance Pompe

ESP  11:08a. m.

HH O Escribe aqui para buscar LAA  19/10/2020 &

Press (©3tA) to unmute or hold space bar to
temporarily unmute.

Unmute Stop Video

Alférez, G.H., Esteban, O.A., Clausen, B.L., & Martinez Ardila, A.M. (2022). Automated machine learning
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scikit-learn
algorithm cheat-sheet

classification

NOT
WORKING

get
more
data

NOT
WORKING

NO

YES NO

regression

NOT

YES
Text WORKING
Data

<100K

NO
YES samples
samples
predicting a
ves | category
YES

do you have
labeled
NO data

NO

<100K £s
samples
YES \ -

NOT
WORKING

few features
should be
important

predicting a
number of quantity
YES categories

known

clustering

samples

NO

NO

just

NOT
WORKING

oT
WORKING

YES

10K . . .
- dimensionality
predicting .
reduction
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Why TensorFlow?

Developed by Google

Python AP

Portability: deploy computation to one or more
CPUs or GPUs in a desktop, server, or mobile

device with a single AP

Large community
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Companies Using

« Google
e OpenAl

e DeepMind

e Snapchat

o« Uber
e Airbus

e eBay

e Dropbox

* A bunch of startups

lensorklow
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The possibilities are
endless!
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