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Abstract

Diffusion-weighted magnetic resonance imaging utilizes the magnetic gradients of 

the system to de-phase protons undergoing diffusion with respect to the overall mag

netization. Areas of the image with reduced signal when compared to an un-weighted 

image represent where protons have undergone diffusion. The stronger the gradient 

applied during diffusion-weighting, the larger the signal loss due to diffusion, and the 

larger the b-value differentiating the diffusion coefficients. However, the maximum 

gradient strength during image acquisition is limited by both the original strength of 

the signal and peripheral nerve stimulation.

Nerve stimulation is induced because the changing magnetic fields of the gradient 

pulse sequence induce electric fields that cause stimulation. The stimulation thresh

old can be measured either in terms of the pulse sequence parameters of maximum 

gradient strength and slew rate, or in terms o f the induced electric field and the 

duration of the electric field pulse.

A  finite-difference simulation was used to approximate the electric field induced 

inside a visible man model. The effect of varying the size, resolution, and position 

of the model inside the simulation was investigated with the wire pattern from a 

customized head/neck gradient coil. For accurate simulations, it was most important 

to ensure that the resolution of the model was sufficient to capture the air cavities of 

the sinus and trachea.

m



The peripheral nerve stimulation thresholds o f a planar gradient coil were deter

mined from human experiments. While the electrical stimulation threshold parame

ters did not vary significantly from previous studies, the minimum gradient change 

and slew rate required to cause stimulation were significantly higher for the planar 

gradient than for reported thresholds of cylindrically designed gradient systems.

Several non-cylindrical localized gradient designs were investigated for diffusion- 

weighted contrast as a fourth gradient, in addition to the three imaging axes. Both 

resistive and inductive merits were investigated. O f these, inductive values proved 

to be the limiting factor when designing coils sized to perform in a full body MRI 

system. Optimal merit and gradient strength were obtained from a butterfly design, 

and planar coils provided localized strength over a larger region.

A  butterfly coil was constructed with hollow copper wiring and powered to produce 

diffusion weighting during MRI. Diffusion contrast b—1300 s/mm2 was obtained using 

the insert with significant time and signal to noise ratio improvements.

K ey w ord s : butterfly coil, magnetic resonance imaging, electric field, gradient coil, 

inductive merit, nerve stimulation threshold, optimization, peripheral nerve stimula

tion, planar gradient, resistive merit, scalar potential, simulation, stimulation, vector 

potential, optimization.
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Chapter 1

Introduction and Background

Magnetic resonance imaging (MRI) is a versatile tool that detects the changing 

magnetic field from excited protons precessing about a powerful main magnetic field 

[1]. The strength of acquired signal is dependent not only on the number of protons in 

the sample [2] but also on other parameters such as relaxation constants [3], and other 

weightings that can be applied with gradients o f magnetic field or contrast agents. 

Diffusion-weighted imaging is a contrast mechanism that depends on the application 

of gradients [4]. The following thesis demonstrates a method of diffusion-weighting 

that utilizes a novel fourth gradient axis, in addition to the three main imaging axes. 

Because strong, switched, magnetic fields have the potential to cause peripheral nerve 

stimulation in living subjects, this thesis also investigates the electric fields produced 

by localized gradients and the nerve stimulation thresholds of such gradients.

This chapter is intended as a brief introduction to the concepts presented in this 

thesis. The first section contains an overview of the principles of MRI, followed by a 

discussion of the theory behind diffusion-weighted imaging. Next, gradient-induced 

electric fields are described and the mechanism by which these fields cause peripheral 

nerve stimulation is discussed. Finally there is a brief overview of the thesis. The 

following discussion is not intended to be a comprehensive description of the entire
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field behind MRI, and several good textbooks [3] [5] [6] would provide more detail 

regarding the concepts presented here.

1.1 Magnetic Resonance Imaging

1 .1 .1  N M R  -  N uclear M agn etic  R esonance

Nuclear Magnetic Resonance (NMR) measures the electromagnetic signal produced 

by precessing nuclear magnetic spins. The proton of a hydrogen atom (spin |), is 

most frequently probed, although other elements such as xenon [7] and carbon-13 [8] 

can also be used.

The net magnetization of the sample is proportional to magnetic field and approx

imately proportional to susceptibility.

M  =  — B (1.1)
H o

In Equation 1.1, M  is the net magnetization; x  is the susceptibility, ¡iQ is the 

permeability of free space and B  is the applied magnetic field.

Individual spins tend to align either parallel or anti-parallel to the field, in almost 

equal proportions, with a slight energy advantage to aligning parallel to the field. An 

excess of about one spin in a million will align with the field as opposed to against 

the field. This minute difference is enough to produce a detectable magnetization.

A  signal is produced when the magnetization induced by a static field is excited by 

a perpendicular magnetic field (B\) oscillating at the Larmor frequency (o>) defined 

by Equation 1.2.
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uj =  7 B  (1.2)

In Equation 1.2, 7  is the gyromagnetic ratio and B is the magnitude of the large 

static magnetic field.

The excited magnetization will experience a torque, and accelerates perpendicular 

to both the magnetization (M  ) and magnetic field (B0). Due to this torque, and 

assuming no relaxation from the excited state, the magnetization will begin to precess 

as described in Equations 1.3, 1.4, and 1.5 at the Larmour frequency uj0 defined by 

B0.

Mx(t) =  Mx(0)cos(uot) (1.3)

My{t) =  —Mx(Q)sin(LL>0t) (1.4)

Mz{t) =  Mz( 0) (1.5)

In Equations 1.3, 1.4, and 1.5, Mx is the component of the magnetization in the 

x-direction. Similarly, My and Mz are the components of the magnetization in the 

y- and z- directions and t is the time after the initial excitation. The precessing 

magnetization will induce an electric field; a receive coil located in that field (as 

shown in Figure 1.1) will detect an alternating current.

The gyromagnetic ratio for hydrogen is 42.577 M H z/T, and most MRI systems 

operate at magnetic field strengths between 1-10 T. This means that the frequency 

of both the received and excitatory signals must be radio frequencies, on the order 

of 100 MHz. The electromagnetic coils designed to transmit and receive at these 

frequencies in an M R system are therefore called radio frequency (RF) coils.



4

A B

Fig. 1.1: (A) The net magnetization vector is initially aligned with the B0 field. (B) 
During excitation, the magnetization is tipped into the x-y plane. The component 
o f the magnetization in the x-y plane then precesses about the B0. The precessing 
magnetization induces a field that can be detected by a nearby receive coil.

By the principle of reciprocity [9], the signal (Snmr) received by an RF coil, given 

in Equation 1.6, is proportional to the electromagnetic field (EMF) induced by the 

coil.

Snmr =  - 4  [  M (r,t) • B i(r )d 3r (1.6)

The received signal is the dot product of the magnetization in the sample and the 

magnetic field of the coil, summed over the entire sample. The magnitude of the 

EMF is proportional to the time rate of change o f Mxy (the frequency of oscillation 

in Equations 1.3 - 1.5) and the magnitude of B0. As shown in Equation 1.7, the net 

signal is proportional to the frequency of oscillation and the field strength. However, 

the frequency is linearly dependent on field strength (Equation 1.2), so the signal is 

actually proportional to the field strength squared.

Snmr a  u0B0 — *yBl (1.7)
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1 .1 .2  B loch  E quations

In Equations 1.3, 1.4, and 1.5, the assumption was made that the magnetization 

remained perpetually excited in the transverse plane. However, once excited, the 

magnetization does not precess indefinitely [10], but begins to relax back to its initial 

state. A phenomenological description of this behavior is given by the Bloch equation 

in Equation 1.8 [11].

—  =  M  x 'yB -  Mx% \ My  ̂ -  (Mz ~  M °)k (L 8)
dt T2 Ti

In Equation 1.8, i , j  , and k , are the unit vectors in each of the x-, y-, and 

z-directions. T2 and are relaxation constants that describe the decay of the mag

netization in the transverse plane and the regrowth along the z-axis.

The solution to the Bloch equation is given in Equations 1.9, 1.10, and 1.11.

- t

Mx(t) =  M c(0)cos(a;oi)e 5? (1.9)

My(t) =  —M x(0)sm(a;oi)e 52r (1.10)

Mz{t) =  M0{1 -  e ^ ) (1.11)

T\ and T2 relaxation, shown in Figure 1.2, along with proton-density weighting, are 

the most common contrast mechanism for MRI imaging [12]. The relaxation constant 

Ti, spin-lattice relaxation, represents relaxation back to resting state. 7\ is on the 

order of 100’s o f milliseconds. As the field magnitude increases, in general, the Ti for 

a particular tissue increases [13].

T2 is de-phasing due to local inhomogeneities in magnetic field. T2 is considered 

to be composed of T2 and T2 effects. T'2 effects, illustrated in Figure 1.3, are local
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Fig. 1.2: After excitation, transverse magnetization quickly decays, while magnetiza
tion along the z-axis regrows more slowly.
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Fig. 1.3: (A) A net magnetization is excited into the transverse plane. (B) As it 
precesses some of the spins see a smaller magnetic field (II) and precess more slowly. 
Others see a larger magnetic field (V) and precess more quickly. (C) After the spins 
have been allowed to de-phase slightly, (D) the net relaxation is something less than 
the initial magnetization.

in-homogeneities which are consistent and can be reversed with careful manipulation 

of the magnetization. T2, on the other hand, is spin-spin relaxation [5], which is 

irreversible. The spin-spin relaxation is due to interactions with adjacent protons 

and the fluctuating magnetic fields produced by these spins. The total de-phasing T2* 

can be calculated from T2 and T2 using Equation 1.12.

I l l  ,
T* ~  T2 +  ¥2 (L12)

T2 is much shorter than Ti, on the order of 10’s of milliseconds. As the magnitude 

of the field increases, T2 tends to decrease [13].
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1 .1 .3  G radient coils

Ti and T2 relaxations provide information regarding the composition of the sample. 

However, to get an image, both information from different segments of the sample 

and knowledge of the location of the source of each data point is required. In MRI 

this is done by the manipulation of gradients so as to control the phase and frequency 

of the signal coming from each position. The full signal equation is given in Equation 

1.13 [2].

V,(t) =  Au0B ^ T ! £ ± } l e-i« .t J  d v > (f )T ( :r i (0 )e <' ’ k )

•e,27r^  Ildt’GTt)]-r

,ej 2̂
(1.13)

In Equation 1.13, j  is the square root of -1; Vs(t) is the voltage induced in the 

receiver coil; A  relates the actual electromagnetic field to the acquired signal; h is 

Planck’s constant; I is the proton’s spin (1 /2  for hydrogen); k is the Boltzmann 

constant and T  is the sample temperature in kelvin. p(r) is the proton density of the 

sample; Y (T i(r)) is an exponential function that relates the signal decay to tissue 

type and position. The signal is also affected by any deviation in the magnetic field 

from perfect homogeneity, thus G (r,t) is the applied linear gradient and A B (f,t)  is 

the unintentional in-homogeneities.

If gradients are intentionally applied, like in Figure 1.4, it is possible to receive a 

signal that is positionally dependent and interpretable.

A linear gradient, illustrated in Figure 1.5, applied during signal acquisition will 

produce a signal whose frequency is linearly dependent on position. A Fourier trans

form of that signal will produce different magnitudes from each position with a unique
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Gphase

Greadout

Fig. 1.4: A  basic pulse sequence with linear gradients applied in 3 orthogonal direc
tions. The signal is excited by the RF coil (B\). Simultaneously a slice-select gradient 
(Gslice) is applied. This exposes the spins to a range magnetic fields, but only a single 
RF frequency is transmitted. Thus, only in the slice where the applied frequency is 
the Larmour frequency for the spins is magnetization excited. Next, a phase encode 
gradient (Gphase) is applied to alter the phase of the spins linearly in an orthogonal 
direction. Finally, the readout gradient, (Gread) is applied during signal acquisition 
so that the frequency of the received signal is proportional to the position in the third 
dimension.
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Fig. 1.5: A homogenous field (A) is added to the linear gradient (B), to produce a 
net field during signal acquisition (C) that allows the frequency of the received signal 
to be dependent on position.

frequency.

Within the signal equation, frequency encoding is represented by manipulation of 

the term eJ’27r̂  Iodt'G(r’t)]-r, if  we assign a variable kx to a portion of this equation, 

and assume a magnetic field with a linear gradient in the x-direction is applied for 

time t, as shown in Equation 1.14, we get a description of the spatial frequency [2].

kx(t) =  ^  J*dt'Gx(t') =  ^ -G x ■ t (1.14)

In Equation 1.14, kx is the spatial frequency of the image along the x-direction. 

Spatial frequency is a description o f how often the image is sampled and determines 

the level of detail in the image. Higher values of kx, farther out in fc-space, result in 

a finer resolution in real space. The smallest value for k defines the largest region 

sampled or the field of view (FO V ), calculated in Equation 1.15, for the image.
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FOV =
2tt

jG xAt
1

A  kx
(1.15)

In Equation 1.15, A kx is the sampling step size and it corresponds to the smallest 

kx overall, or the lowest spatial frequency and the largest area sampled. The largest 

area should correspond to the desired field o f view for the image.

The readout gradients are applied while signal is being acquired. A  second method 

of position encoding adds positional-dependent phase to the spins and then acquires 

the data. A  gradient is applied to the sample so that magnetization in some areas 

precesses more rapidly than in others. After the application of the gradient pulse 

concludes, the spins resume then precessing in tandem and maintain their relative 

separation in phase. The distance between a full rotation of phase is the spatial 

frequency, as shown in Figure 1.6 [2]. The resulting profile gives information in a 

second dimension, the phase-encode direction. In Equation 1.16, the step size of the 

spatial frequency encoding in the phase-encoded direction is given [2], this is very 

similar to the equation for the frequency encode direction.

AM«) = ¿ G , • Ai ( 1. 16)

The third dimension is resolved by only exciting a single slice of the sample. In 

principal, excitation occurs when the spins experience an orthogonal magnetic field 

oscillating at the Larmor frequency. If a gradient is applied during the excitation, 

then the total magnetic field at a point becomes dependent on position. Basically, a 

single slice of the sample is exposed to the frequency it requires for excitation. Due 

to the magnetic field gradient, the remainder of the sample sees a RF field oscillating 

either too quickly, or too slowly to cause excitation.
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Fig. 1.6: (A) An excited sample with in-phase magnetization is exposed to a (B) 
magnetic field gradient, after a time the gradient is removed, and (C) the spins have 
de-phased. The arrow indicates the spatial sampling period for the gradient pulse in 
a predictable manner.
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The pulse sequence diagram shown in Figure 1.4 also illustrates that the gradients 

do not switch on and off instantaneously. They require some time to ramp up. The 

rate at which they ramp is a parameter called the slew rate (SR), and is defined in 

Equation 1.17 [14].

SR =
A  G 

t
(1.17)

In Equation 1.17 A G is the change in gradient amplitude and t is the time over 

which the change took place.

1.2 D iffu s io n

Diffusion is the movement of matter due to random molecular motion [15]. In the 

body 0 2 diffuses from the alveoi in the lungs into the blood stream and from the 

blood stream to inter- and intra-cellular spaces. Other molecules, such as water, also 

diffuse in and out of cells [16]. This random movement is described by application 

of Fick’s law to diffusion to a random walk to produce Equation 1.18 for diffusion 

length.

d =  2 VDt (1.18)

In Equation 1.18, d is the diffusion length, D is the diffusion coefficient for the 

molecule in the medium, and t is the time allotted to the diffusion. Because the 

movement is random, Equation 1.18 only gives the magnitude of the vector travelled 

by the diffusing molecule and not the direction.

1 .2 .1  D iffusion in im aging

Diffusion can be measured in imaging by determining how much of the signal loss 

is due to random phase accrued by the motion of molecules. In DWI phase is imbued
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intentionally by a gradient G. If the gradient is applied while diffusion is taking 

place, the spin sees a different magnitude magnetic field (B (l,rd )) at each point in 

time {rd). An example of this is represented in Equation 1.19 [3].

i
B (l,rd) =  B0 +  G d J 2 £i (1-19)

i = l

In the 1-dimensional system of Equation 1.19, d is the diffusion length o f the random 

walk and e is indicative of the direction of that walk, either +1 or - 1; 1 is the number 

of steps in the random walk. The phase accrued by a hydrogen atom undergoing that 

random walk is given in Equation 1.20.

N

0 =  - ^ 2 ' r r dAB(lTd)
1=1

N  l

=  -G d^rd d - 20)
1=1 i=l

(1.21)

Assuming that the sample is fully mixed and in equilibrium, then the mean change 

in phase in the sample at any time is going to be 0. On average, the molecules with a 

net positive phase will be countered by the molecules that have randomly acquired a 

net negative phase. However, the root mean square of the phase accrual, in Equation 

1.22, will not be 0.

<  02 > =
1 G2d272i3

rd
( 1.22)

From Equation 1.13, the signal equation, the phase acquisition can be inserted into 

the exponential expression to obtain Equation 1.23, relating the magnetization to the 

magnetic field inhomogeneities.
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< i 2> 1 g 2a2-y2t3
M  oc M0e 2 =  M 0e6 T<* (1-23)

Applying Ficks law to Equation 1.23 and simplifying results in Equation 1.24.

M  a  M0e ~ ^  =  MQe ^ &Dl? =  M0e~bD (1.24)

In the simple scenario developed in Equations 1.19 to 1.23, where a single gradient 

is applied for a fixed period and the amount of de-phasing is measured after the 

gradient application, the b-value can be calculated from Equation 1.25 [3].

b =  2G2t3 (1.25)

Any signal loss beyond that is not diffusion but some other de-phasing effect such 

as T2*. To counteract the effect of reversible de-phasing by gradients, it is common 

to apply a pulse sequence as shown in Figures 1.7 and 1.8: a gradient is applied so

that the protons are given a phase and allowed to diffuse and after some period of

time, the opposite gradient is applied. In this case, the net phase acquisition for 

stationary molecules is 0, but a hydrogen proton that underwent some displacement 

will not re-phase entirely. The resulting signal loss can be measured to determine the 

diffusion coefficient. The b-value for this pulse sequence is given in Equation 1.26 [17].

b =  j 2G2S2\A-\6\  (1.26)
O

A diffusion coefficient, D measured using a signal loss over a known b-value is 

known as the apparent diffusion coefficient (ADC). The actual value of the ADC can 

be affected by the duration of time allowed for diffusion (A , and other pulse sequence 

parameters and may not be the actual diffusion coefficient for the tissue.
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Fig. 1.7: The spins are given a phase and allowed to diffuse (A). After some period of 
time (B), the opposite gradient is applied (C). The net phase accrual for stationary 
molecules is 0, however any proton that underwent some displacement will not re
phase entirely. The resulting signal loss can be measured to determine the diffusion 
coefficient.
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Fig. 1.8: Diffusion during a DWI pulse sequence. A gradient is applied (A). The 
protons are given a phase (B) and allowed to diffuse (C). After some period of time, 
the opposite gradient is applied (D ). The net phase accrual for stationary molecules is 
0, however any proton that underwent some displacement will not rephase entirely, the 
resulting signal loss can be measured to determine the apparent diffusion coefficient.

1.3  E le c tr ic  F ie ld s  in  M R I

Powerful magnets are used to excite the MRI signal, provide position informa

tion, and manipulate the contrast. With the exception of the main magnetic field, 

these electromagnets are switched on and off, inducing electric fields. Equation 1.27 

describes the electric field in a system that is due to both the vector and scalar 

potentials [18].

=  Ea +  E* =
ÔÂ
dt

-  V $ (1.27)

In Equation 1.27, Etot is the total electric field; Éa is the field due to the vector 

potential (A ) and E$ is the field due to the scalar potential ($> ).
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(A) (B)

Fig. 1.9: Current flows through a closed loop (A) producing a magnetic field perpen
dicular to the plane of the loop and a vector potential (B).

1 .3 .1  V ector potential

The vector potential is due to the magnetic field as shown in Figure 1.9. A loop 

of current carrying wire will produce a vector potential that may be calculated with 

Equation 1.28 [19].

A (x ,y ,z ,t) =  J t j v
M f  J '{x',y',z',t')e jkRd y ,

R
(1.28)

Where

R2 =  ( x -  x')2 +  (y -  y ' f  +  (z -  ¿ ) 2 (1.29)

and

k2 =  u2/J,e(l +  -r—). (1.30)

—*
In Equation 1.28, J is the current density applied to the loop and R is the distance 

from the spatial vector potential point (x , y, z), to the source point (x\ y', z') as shown
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in Equation 1.29. In the term e jkr, k defined by Equation 1.30. In Equation 1.30, a 

is the conductivity; e is the permittivity of the medium and u is the frequency.

The magnitude of the field due to the vector potential is determined by the fre

quency of the currents oscillation, as well as the amplitude the current.

1 .3 .2  Scalar P otential

Scalar potential is the contribution of static charge to the electric field. The field 

produced by a charged particle is given in Equation 1.31 [19].

$ 0  ,y,z)
1 f  P(x',y\z'it)e jkR ,

47r(<7 +  jue) Jv R
(1.31)

In Equation 1.31, p is a scalar representing the amplitude of the charge at each 

point. The scalar potential is calculated by summing over the field produced by each 

charge.

The field is calculated from the scalar potential using Equation 1.32.

Ê* =  - V $  =  —V( 47r(cr 4- jue) JvL

p(x',y',z',t)e jkR
R

dV') (1.32)

1 .3 .3  Q u asi-static  approxim ation

Calculation of the electric fields can be complicated. The phase of the waveform 

at every point in the field can be a confounding factor in an attempt to model the 

field. Additionally, the field decays inside a medium because the electric field induces 

currents that tend to cancel out the main field. The magnitude of this skin depth 

effect depends on the permittivity of the medium and the frequency of the field [20].



20
If only the electric fields produced by the gradient coils in a human body or smaller 

object are considered, then the fields are oscillating at a frequency on the order of 

kHz. The skin depth for those frequencies, in tissue, are on the order of 10 m, and 

the wavelength of a kHz sine wave is even longer than 10 m. Over the 1 m, or so, 

o f a human body both the field decay and phase of the waveform can be neglected. 

Finally, if we can ignore the capacitive effects of the medium and model the system 

as purely resistive, then all complex notation is removed from the equation and what 

is left is the quasi-static approximations shown in Equations 1.33 and 1.34 [18].

A (x ,y ,z ,t) =  £  f
\x f  J '(x ',y',z',-Q dVl

R

^ 4tt(<7 +  jue) Jv R
dV')

(1.33)

(1.34)

(1.35)

This quasi-static approximation is the basis of the simulations performed in Chap

ters 2 and 3.

1 .4  P e r ip h e ra l N e rv e  S tim u la tio n

1 .4 .1  T h e  A c tio n  P otential

In the human body, the propagation of electrical impulses communicate, among 

other things, muscle and sensory stimulation [21]. The electric fields produced by a 

gradient coil are of interest because they can activate the nerves fibers involved in 

ways that can be interpreted as sensation.

Action potentials (Figure 1.10) are produced along a nerve membrane when a stim

ulus causes depolarization to exceed a stimulation threshold. The resting potential
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Fig. 1.10: The membrane starts at a resting potential. When the membrane potential 
exceeds a stimulation threshold, an action potential occurs. The potential rapidly 
depolarizes to a peak voltage around 40 mV. Membrane voltage decreases during re
polarization, and falls below the original resting potential. Gradually, the membrane 
potential increases from hyper-polarization levels to return to its resting potential.
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Fig. 1.11: The initial resting potential for the membrane potential is -65 mV. There is 
an external concentration of sodium ions and an internal concentration of potassium 
ions (A). If an electric field depolarizes the membrane beyond a threshold, sodium 
ion channels (B) open allowing a flood of positive ions into the cell. As the membrane 
potential reaches a peak, the sodium channels inactivate and the potassium channels 
open (C), causing an out-flowing of positive ions and the re-polarization of the cell. 
Eventually, the ion channels close (D), leaving the cell hyperpolarized. Eventually 
the resting potential is re-established

for a nerve membrane is about 65 mV (between 60 and 70 mV) [22], with the in

terior negative to the exterior. A  disruption of the resting potential (such as an 

electric field, a synapse, or a depolarization of the membrane by a sensory receptor) 

can cause the membrane potential to rise. When the potential exceeds a threshold, 

an all-or-nothing response is triggered. Voltage-gated ion channels in the membrane 

open (Figure 1.11) and Na+ moves with the concentration gradient (and initially with 

the electrical gradient) into the cell. The movement of the ions further depolarizes 

the membrane.

The action potential peaks around positive 40 mV, at which time the sodium-ion 

channels are inactivated and the potassium ion channels are fully open. This allows 

the potassium ions out of the nerve and begins the re-polarization of the membrane. 

Potassium ions exit the cell, again along both a concentration and electrical gradient, 

and the membrane re-polarizes. Eventually, the potassium channels close, but by this 

time the membrane potential has passed, the initial -65 mV resting potential and is
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Fig. 1.12: A receptor causes the depolarization of the nerve membrane, initiating 
an action potential. The signal travels down the axon, and causes the release of 
transmitters at the synapse between nerve cells. If enough dendrites in the next 
nerve are excited, another action potential is propagated down the nerve or ganglion 
and eventually reaches the brain.

hyperpolarized. The absolute refractory period is a time during which ion-channels 

are closed and cannot be re-activated. Eventually, the initial ion concentrations are 

resumed and the membrane returns to its resting potential.

1 .4 .2  Signal P ropagation

A signal propagates along an axon as sections of the nerve fiber’s membrane are ex

cited, depolarize, and, through depolarization, create a potential difference across the 

membrane that depolarizes the next section of membrane. (Figure 1.12). The signal 

can be propagated from one nerve fiber to another across a synapse and eventually 

reach its target.

An action potential can be induced in a nerve by the brain in order to activate 

muscles or other processes, or, conversely, receptors in the body can cause a nerve 

to signal in order to report sensory stimulation to the brain. Any nerve can also be 

excited by an externally applied electric field. Rapidly switched magnetic gradients 

induce electric fields in the body, with the resulting action potentials interpreted as 

sensations of tingling, pinpricks, pressure, or muscle contractions.
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1 .4 .3  Stim u lation  Thresholds

Each nerve membrane has a stimulation threshold on the order of tens of milli

volts. However, for a signal reaching the brain to be interpreted as sensation, or for 

an EMF to induce a muscle twitch, axons must be stimulated together and at suffi

cient frequencies to simulate sensation. The thresholds for stimulation are described 

empirically in Equation 1.36 by the electric field required to cause stimulation (Estim) 

and the duration of the pulse (r) [23].

Estim =  Er(l -1— ) (1.36)
r

In Equation 1.36, Er is the nerve rheobase, the minimum field required to cause 

stimulation, and is expected to be between 5-20 V /m  [22]; rc is the chronaxie time. 

A  pulse at the duration of the chronaxie time is on the order of 500 ¡is, and requires 

the minimum amount power to cause stimulation. This curve is illustrated in Figure 

1.13.

Although RF coils operate at high frequencies and amplitudes, their very high 

frequency prevents the RF fields from causing stimulation. The duration of the ap

plication of the pulse is on the order of picoseconds, so the magnitude of field required 

to initiate an action potential is higher than can be reasonably generated by existing 

technology. At radio frequencies the greater concern is power deposition in tissue and 

heating [24].

On the other hand, the electric field pulse duration for a gradient coil is on the order 

of 1000 ¡1 s, which is near the chronaxie time. Thus, stimulation can be achieved with 

a minimum of power. Given the frequency of gradient operation it is unsurprising 

that one of the first physiological limitations for gradient applications is PNS.
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Fig. 1.13: The curve represents the minimum electric field required to cause stim
ulation. For an infinitely long pulse, the field required to cause stimulation is the 
minimum rheobase. As the duration of the pulse decreases, the magnitude of the 
required field increases.
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1.5 T h e s is  O v e rv ie w

This thesis describes the consideration, design, construction, and implementation 

of a localized gradient coil for diffusion weighted imaging, as well as investigating the 

stimulation due to electric field for localized gradients.

1 .5 .1  Sim ulation  o f E lectric Fields

In the second chapter, the electric fields due to a customized head/neck gradient 

system were simulated with the Visible Man Model. The simulations were done to 

assess the relationship between gradient slew rate and induced electric fields. This 

chapter describes how the resolution, position, and size of the model was varied in 

order to determine the variation in induced electric field that might be expected from 

subjects of different sizes and in different positions. Nerve rheobase was estimated 

from the combination of simulation results and experimental data from a gradient 

system built to the same specifications as the simulation. The pairing of simulation 

and stimulation experiment is only possible in a limited number of cases where the 

precise wire pattern for the coil used in the stimulation experiment is known.

A  version of the simulation results from this chapter was presented as a poster at 

the ISMRM 17th annual Scientific Meeting (2009), held in Honolulu, Hawaii.

1 .5 .2  P N S  E xperim ents

The third chapter describes peripheral nerve stimulation experiments performed on 

a planar gradient coil for localized cardiac imaging. The planar design was similar to 

one of the localized gradient designs considered in the following chapter. The strong 

gradients possible using the localized coil and a non-cylindrical geometry suggested 

that a strong customized gradient system could be used for other applications, and 

that a non-cylindrical geometry may provide an advantage for some designs.
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A modified version of this chapter has been published as a paper in the journal 

Magnetic Resonance in Medicine (September 2009).

1 .5 .3  G radient O ptim ization

A design study was performed on several non-cylindrical gradient geometries. The 

optimal designs for butterfly, planar, half-cylindrical, and reduced radius cylindrical 

gradients were determined. The design studies optimized for both resistive and in

ductive merit and selected for strong gradients at reduced resistance or inductance. 

The gradient efficiencies for these designs were determined and the designs were pro

filed for a maximum inductance of 800 ^H, a minimum wire spacing of 3 mm, with 

dimensions constrained to fit within a 60 cm diameter.

A  version of the simulation results from this chapter were presented as a poster at 

the ISMRM 14th annual Scientific Meeting (2006) in Seattle, Washington.

1 .5 .4  C on stru ction , Integration , and Im aging

A butterfly coil was constructed and powered during a diffusion-weighted MRI 

sequence. The apparent diffusion coefficients for a phantom were determined using 

several b-values applied by the whole body gradients. Then the insert gradient was 

profiled based on the b-values induced in a homogenous phantom. Finally, diffusion- 

weighted images were obtained using the butterfly insert for diffusion weighting and 

images were compared to images obtained using a full body gradient for a range of 

b-values.
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Chapter 2

Electric Field Simulation

2.1  I n tr o d u c t io n

High performance gradient systems are desirable in magnetic resonance imaging 

(MRI) because they can be used to reduce imaging time, increase image resolution, 

improve image signal-to-noise ratios, or provide a combination of all three of these 

benefits [1], Improvements in gradient strength can be made by increasing the ca

pabilities of the gradient amplifier or by improving the efficiency o f the gradient 

coil. However, simply increasing the gradient strength is not always possible, as the 

rapidly changing magnetic fields induce electric fields [2] [3], and in tissue these fields 

can cause undesirable peripheral nerve stimulation (PNS) [4] [5]. The onset of PNS 

represents an operational limit to gradient strength and slew rate, and this threshold 

is a significant consideration in the development of pulse sequences. The theory of 

PNS is developed by adding the effects of externally generated electric fields, present 

during gradient switching, to the standard physiological cable theory of action po

tential initiation and propagation along electrically excitable cell membranes [6] [7]. 

One model describes the stimulation threshold curve in terms of the magnitude and 

duration of the induced electric field [3]. The magnitude of the induced electric field 

(Estim) at the stimulation threshold is related to the duration (r) of that field as
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illustrated in Equation 2.1.

Estim — Er(l +  —) (2.1)
T

In Equation 2.1, the nerve rheobase (Er) is the minimum electric field required 

to cause stimulation and the nerve chronaxie time (rc) describes the shape of the 

stimulation threshold curve. For a pulse duration r  =  rc, the stimulation threshold is 

twice the rheobase. Although the magnitude of the electric field stimulation threshold 

is theoretically independent of the positioning of the wires that comprise the gradi

ent system [8], this model is not frequently used when evaluating the threshold of 

nerve stimulation caused by switched gradients because of the difficulty inherent in 

accurately determining the electric field experienced by the nerve.

2 .1 .1  P eripheral N erve Stim ulation  D u rin g  G radient O pera

tion

PNS studies in gradient systems focus on the change in magnetic field required to 

cause stimulation rather than the induced field. Studies report their results in terms 

of pulse sequence parameters or the magnetic field slew rate (dB/dt) [8] [9]. A stim

ulation threshold model that describes the gradient change required to produce nerve 

stimulation (A Gstim) in terms of MRI pulse sequence parameters [10] is Equation 2.2.

AGgijjn — AGmin +  S R ^  • r  (2.2)

In Equation 2.2, r  is the time over which the gradient is varied. The slope of the 

linear threshold curve (SRmin) is the minimum change in gradient amplitude per unit 

time required to cause stimulation. The intercept (A Gmin) is the minimum change 

in gradient strength required to cause stimulation, regardless of the slew rate. This 

simple model has been experimentally verified in a number of studies [11] [12] [13].
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However, the actual values of A Gmin and SRmin vary from coil to coil [12] [9] [14] 

and are likely strongly affected by details of the gradient wire pattern.

A  conversion from the simple linear formulation of pulse sequence parameters in 

Equation 2.2 to the hyperbolic electric field parameter model of Equation 2.1 requires 

an estimate of rc and Er from the experimental model. To estimate the chronaxie 

time from experimental data, a conversion from the pulse sequence parameters must 

be done. It can be shown that the chronaxie time is the ratio of the two pulse sequence 

parameters A Gm%n and SRmin as in Equation 2.3.

rc
A  G,
SRmi

(2.3)

The chronaxie time for a nerve is expected to be the same across different experi

ments, regardless of the gradient coil causing the stimulation. However, the chronaxie 

time for different nerves change depending on the nerve diameter [15].

2 .1 .2  G radient Induced E lectric Fields

In order to calculate rheobase, the electric field generated by slewing the magnetic 

field of the gradient coil must be known. The electric field will be proportional to 

the slew rate, as shown below in Equation 2.4; however, the proportionality constant 

(/c(f)) will be dependent on the individual wire pattern of the gradient system under 

investigation and position of the subject with respect to the system.

« ( f )  • SRmin =  Etot (2.4)

To calculate «  , an estimate must be made of the electric field pattern induced 

in the system by the time-varying magnetic field. The electric field in the system 

is a combination of the electric field due to the changing magnetic field, the vector
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potential (A) and the field due to the distribution of charged particles, the scalar 

potential (<f>.) These two components combine linearly to produce the total electric 

field (Etot ) from Equation 2.5.

aX
Etot =  EA +  E§ =  — ——  V $ (2.5)

The vector potential calculated directly from the current wire pattern for any arbi

trary current density (J), assuming the quasi-static approximation, [16] is shown in 

Equation 2.6.

(2 .6)

In Equation 2.6, fi is the permeability of free space; x, y, and z indicate the 

location of the field point and J(x', y',z', t) refer to source points, essentially defining 

the wire pattern. R  is the distance between the field and source points given by 

Equation 2.7.

R2 =  (x -  x ' f  +  ( y -  y ' f  +  (z -  (2.7)

The scalar potential in Equation 2.8 is calculated directly from the electric charge 

density (p{x,y ,z ) ).

$(x ,y, z) 1 f  pjx^y^z^t) ,yl 
47t(o- +  jue) Jv R

(2.8)

In Equation 2.8, a is the conductivity, and e is the permittivity of free space. How

ever, unlike the wire pattern (source points) for a gradient coil, the charge densities 

in the system are not precisely known, so the solution to the scalar potential has to 

be determined using Laplaces equation (Equation 2.9), and a quasi-static boundary 

condition (Equation 2.10.)



35

V2$  =  0 (2.9)

*  = ' E*  <2 1 °)

In Equation 2.10, fi is the unit vector perpendicular to the surface o f the boundary
, —*

between conductive and non-conductive material and Ea is the electric field due to 

the vector potential.

Studies have been undertaken of the electric fields induced in subjects by movement 

in the static magnetic field surrounding an M R system [17] [18], and some electric field 

modeling of subjects in a switched gradient have been reported using other methods, 

such as modeling the vector potential alone, or finite-difference (FDTD) modeling [19]. 

The calculation of scalar electric field can be accomplished without the quasi-static 

approximation, by a FDTD method. However, in FDTD the spatial resolution of the 

final simulation is limited by the temporal resolution. Given the relatively low fre

quency of a gradient pulse, the processing of an entire wavelength is computationally 

intensive at a reasonable spatial resolution. In this study a quasi-static approach was 

used to investigate the electric fields generated during the operation of a customized 

head gradient with a simulated human subject [20] for comparison with real nerve 

stimulation data. In addition, the effect of model size and resolution was investigated.

2 .2  M e t h o d

2 .2 .1  Sim ulation

The electric field was calculated as the sum of two parts, the field due to the vec

tor and the scalar potential. The vector potential was calculated from a discretized 

set of source points that represented the wire pattern for each axis of the gradient
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coil. Each source point was represented by a spatial location, (x , y , z ), as well as a 

length, dl, which was expressed in Cartesian component form as (dx,dy,dz). The 

field contributions from each source point were summed to produce the vector po

tential (A(x,y,z)).  Taking the derivative of A  with respect to time, as in Equation 

2.5, yielded the vector potential contribution to the electric field (EA(x,y,z)).  This 

process was repeated until the electric field was found for all points at the desired 

resolution.

2 .2 .2  V isib le  M a n  M o d e l

The conductive human body was modeled using the Visible Man data set [20] to 

define the boundaries where charge accumulation produced the scalar potential. The 

electric field due to the scalar potential (E$(x,y,z)  ) was estimated using Laplaces 

Equation (Equation 2.9), and a boundary condition (Equation 2.10). The boundary 

condition depended on both EA(x,y,z),  and the shape of the boundary, as defined 

by a representation of the normal to the surface (N(x,y,z))  in component form 

(Nx, Ny, Nz). The normal to the surface was determined by analyzing the boundary 

between tissue and air on the Visible Man data set. The procedure for determining the 

direction of the normal is outlined in the appendix. An approximation of the scalar 

potential was obtained by iterating through the convergence algorithm, also outlined 

in the appendix. The electric field due to scalar potential was then calculated from 

Equation 2.4 and the total electric field was estimated by combining the contributions 

of both the scalar and vector potential according to Equation 1.27.

2 .2 .3  G radient C oil W ir e  P attern

All electric field simulations assumed a current slew rate (dl/dt) of 6283 A /s. This 

corresponded to the maximum slew rate for a 1-kHz-sinusoidal waveform with an 

amplitude of 1 A.



37
Axis x-axis y-axis z-axis

Diameter [cm] 32.5 35.5 38.5
rj [m T/m /A] 0.40 0.35 0.37

L at 1 kHz [/xH] 780 820 870
R at 1 kHz [mi2] 227 290 210

Table 2.1: Characteristics of a localized gradient designed specifically for the head 
and neck region. Information on the 2-gradient axis is provided only for completeness. 
Only the x- and y- gradient axes were simulated.

In this study, the electric fields generated by a gradient coil designed specifically 

for the head and neck region [21] were considered. The gradient coil was comprised of 

three discrete axes, which produced a linear gradient of the 2-component of magnetic 

field (Bz) in each of the x-, y-, and directions. For the simulation, each axis was 

represented by an array of more than 23,000 source points that approximate the wire 

pattern. The characteristics of the gradient axes are given in Figure 2.1. Information 

is provided for all 3 gradient axes designed and constructed for the customized coil. 

However the 2-axis was not simulated in this study as it was not used in the nerve 

stimulation experiment. Information on the 2-gradient axis is provided only for com

pleteness. The constructed gradient coil had an inner diameter of 32 cm and an outer 

diameter of 42 cm. The average minimum field o f view for this gradient set was 7.9 

cm and the imaging region was located at the edge of the coil. Figure 2.1 illustrates 

this gradient coil and imaging region (shaded) for both a) neck, and b) brain imaging 

mode.

2 .2 .4  Investigation  o f P osition -D ep en d en t Induced Electric  

Field

Simulations were undertaken on a Visible Man model with 3-mm resolution (ex

cept where noted). The model was simulated in two physical positions. In the first 

position (Figure 2.1A), the shoulders were situated at the edge of the gradient coil,
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A) Neck Mode

Region

B) Brain Mode

Fig. 2.1: Relative size and position of imaging region for a subject in the head/neck 
gradient coil for a) neck mode (with the neck in the imaging region) and b) brain 
mode (with the brain in the imaging region.). The inner diameter of the coil is 32 cm 
(shown in A ) and the outer diameter of the coil is 42 cm (shown in B).
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corresponding to a distance of 90.95 cm between the geometric centre of the gradient 

coil and the geometric centre of the model (the geometric centre of the model is illus

trated in Figure 2.2). In this position, labeled neck mode, the neck was in the centre 

of the coil’s imaging region. In the second position (Figure 2. IB) the nose was aligned 

with the edge of the coil, corresponding to a displacement of 104.45 cm between the 

centre of the coil and the centre of the Visible Man. In this position, labeled brain 

mode, the brain was centered in the imaging region. The electric field in and around 

the full-sized model o f the Visible Man was simulated in both neck and brain modes 

at highest resolution using 3-mm isotropic voxels.

2 .2 .5  In vestigation  o f R esolu tion -D ep en d en t Induced Elec

tric F ield

The resolution of the model was adjusted by grouping adjacent voxels. A lower 

resolution of 6-mm x 6-mm x 6-mm was achieved by grouping a cube of 8 adjacent 

voxels. Likewise, the resolution was adjusted to 9-mm x 9-mm x 9-mm by grouping 

a cube of 27 adjacent voxels. The resulting larger voxels were categorized as either 

conductive or non-conductive according to the constituent set of 3-mm-sided voxels. 

The electric field in and around the full-sized Visible Man was simulated for 3-mm, 

6-mm, and 9-mm sided voxels positioned in neck mode.

2 .2 .6  Investigation  o f M o d el-S ize -D ep en d en t Induced Elec

tric Field

To simulate the effects of the variation in human head volumes, the size of the 

Visible Man model was adjusted by scaling the model in relation to the dimensions 

of the gradient coil. The full-sized model was 187.8 cm tall (z-axis), 58.8 cm wide (x- 

axis), 34.2 cm deep (y-axis), and each voxel was 3-mm, isotropically. The dimensions 

of the model when it was reduced in size by 10% and 20% (producing 90% and 80%
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a) forehead
b) nose and sinus
c) lips and chin

d ) neck
e) below the shoulders

Fig. 2.2: Regional division of Visible Man Model used for analysis of peak electric 
field location. The five regions are a) forehead, b) nose and sinus, c) lips and chin, d) 
neck, and e) below the shoulders. The X  marks the geometric centre of the Visible 
Man Model when the legs are included.
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Scale 100% 90% 80%

2-axis (height) [cm] 187.8 169 150.2
rc-axis (width) [cm] 58.8 52.9 47
y-axis(depth) [cm] 34.2 30.6 27.4

voxel-side-length [mm] 3 2.7 2.4

Table 2.2: Characteristics of scaled Visible Man Model for 100%, 90% and 80% of 
the model size.

scaled models) are shown in Table 2.2. The 90% model was positioned with its centre 

83.8 cm from the coil centre to maintain the neck in the coils imaging region. The 

80% model was positioned with its centre 76.7cm from the middle of the coil. The 

electric field in and around the model, positioned in neck mode, was simulated for 

the full-sized, 90%, and 80% model.

Prom each of the simulations, the maximum calculated electric field was determined. 

The peak electric field was obtained for each of the five sub-regions: a) the forehead, 

b) the nose and sinus, c) the lips and chin, d) the neck, and e) the region below 

the shoulders). Figure 2.2 illustrates the division into regions on the Visible Man 

model. The peak calculated electric fields for these regions were compared to the 

number of subjects reporting stimulation in each of these areas during experimental 

determinations of nerve stimulation thresholds.

The maximum induced electric field from each simulation was combined with the 

experimentally determined SRmin from previously performed peripheral nerve stim

ulation experiments for both neck and brain mode positions [22]. Prom this informa

tion, and using Equations 2.1 and 2.4, the nerve rheobase was estimated.
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2 .3  R e su lts

2 .3 .1  Sim ulation o f  the G radient C oil

Figure 2.3 shows a) the z-component of the magnetic field, b) the gradient efficien

cies, and c) the empty-coil electric field of the customized head/neck gradient coil 

wire pattern. The efficiencies of the x-, y-, and ^-gradient axes are 0.42 m T /m /A , 

0.35 m T /m /A  and 0.37 m T /m /A  respectively, with the peak positive and negative 

magnetic fields located near the x- and y- edges o f the coil, and the ^-component 

of the magnetic field is 0 in the middle of the system. The linear gradient imaging 

region for this coil was designed to be located along the end of the coil (z=  29 cm ). 

Finally, the electric fields were calculated assuming a 1-ampere, 1-kHz sinusoidal cur

rent waveform (6283 A /s) for each axis. The peak electric fields were located close to 

the surface of the wires where the changing magnetic fields were the strongest.

2 .3 .2  M o d e l R esolu tion

The effect of model resolution on the estimated electric field driven by a 6283 A /s  

changing current is illustrated in Figure 2.4. The first set is a sagittal slice through 

the sinuses and trachea of the Visible Man at 3-mm isotropic resolution. The second 

set shows the same slice at 6-mm isotropic resolution, where some of the sinus detail 

has disappeared. The 9-mm isotropic resolution map illustrates a marked reduction 

of sinus detail to the point that the sinus passage tissue had merged with the tissue 

in the head. The peaks in the fields disappeared as the resolution was decreased. In 

the region behind the eyes and in the forehead, there were decreases in both peak and 

average electric field magnitude. The graph in Figure 2.5 quantifies the effect this 

has on the calculation of maximum electric field and the location of the maximum 

field. When driven at a dl/dtmax — 6238A/s (1-kHz, 1-A sinusoid) on the x- and 

y- axes, the gradient coil electric field simulation produced a maximum electric field
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Fig. 2.3: A) ^-component of the magnetic field for the customized head/neck gradient 
coil. Shown is the magnetic field per ampere of current for a single slice through the 
centre of the x-gradient wire pattern (left: coronal slice through the isocentre), the y- 
gradient wire pattern (middle: sagittal slice through the isocentre), and the z-gradient 
wire pattern (right: identical for sagittal and coronal slice). (B) The efficiency of the 
gradient o f the z-component of the magnetic field in the x-direction (left), ¿/-direction 
(middle), and z-direction (right). (C) Magnitude of the electric field produced by the 
head/neck gradient coil at the maximum slew rate of a 1-A-l-kHz-sinusoidal current 
waveform for the x-gradient axis (left), the ¿/-gradient axis(middle), and the z-gradient 
axis (right).
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Fig. 2.4: Magnitude of the electric field produced by the head/neck gradient coil with 
the neck of the Visible Man Model positioned at the imaging region. The calculations 
were based on a 1-A-l-kHz-sinusoidal current waveform using isotropic voxel sizes of 
3-mm (left), 6-mm (middle), and 9-mm (right).

of 0.178 V /m  for 3-mm resolution. This maxima was located in the sinuses. For 

6-mm resolution, the 0.085 V /m  maximum electric field was located in forehead. The 

maximum was decreased to 0.080 V /m  at 9-mm resolution and remained located in 

the vicinity of the forehead.

2 .3 .3  M o d e l Size

Figure 2.7 demonstrates the effect of changing the size of the model on the maxi

mum induced electric field, as well as the location of the maximum field on the model. 

The first bar in each set is the relative peak electric field for the full-sized model in 

neck mode, the second bar is the field for the model at 90% size, and the third bar
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Fig. 2.5: Magnitude of the electric field produced by the head/neck gradient coil with 
the neck of the Visible Man Model positioned at the imaging region. The calculations 
were based on a 1-A-l-kHz-sinusoidal current waveform using isotropic voxel sizes of 
3-mm (left), 6-mm (middle), and 9-mm (right).
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Fig. 2.6: Scaled models simulated in the electric field produced by the head/neck 
gradient coil. On the left is the 100% model (1.87 m height). The middle panel 
illustrates the electric fields for the 90% model (1.69 m height) while the final panel 
on the right panel displays the same results for the 80% model (1.5 m height). The 
models were positioned in neck imaging mode, with the chin aligned at the edge of 
the coil and the neck in the region of gradient linearity.

is the field for the model at 80%. Figure 2.6 demonstrates how the positioning of 

the model was adjusted with scaling to maintain the neck mode. Figure 2.6 also 

illustrates the pattern of induced electric field in all three models. The maximum 

electric field was 0.180 V /m  at full size, 0.162 V /m  at 90% and 0.142 V /m  at 80%. 

The location of the maximum induced electric field within the model did not shift as 

the size of the model decreased.
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Relative Magnitude of Electric Field by Region

Fig. 2.7: Graph of electric field for configurations with reduced model size, normalized 
to the peak field in the sinuses for the 100% model size. Peak field was calculated for 
a 100% model (1.87m height)(left bar in each grouping), 90% model (1.69m height) 
(middle bar in each grouping) and 80% model (1.50m height) (right bar in each 
grouping). Error bars represent the range of electric fields iterated through during 
the simulation.
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2 .3 .4  M o d e l P osition

The difference in electric field patterns due to model positioning is demonstrated 

in Figures 2.8 and 2.9. Figure 2.8 is an illustration of the electric field pattern at a 

current slew rate of 6283 A /s  with the Visible Man Model in both neck and brain 

mode. Figure 2.9 details the magnitude of the maximum electric field for both regions. 

The maximum field in brain mode was a little higher (0.2051 V /m ) than the maximum 

field in neck mode (0.1802 V /m ). From the calculations of electric field (illustrated in 

Figure 2.9) and the measured aggregate stimulation threshold for both positions [22], 

the rheobase could be estimated. The calculated nerve rheobases were 6.09 ±  0.5 

V /m  in neck mode and 6.9 ±  0.6 V /m  in brain mode.

2 .3 .5  R h eobase C alculations

The simulated current slew rate of 6283 A /s  multiplied by the x- and y- gradi

ent efficiencies resulted in a theoretical combined x — y gradient slew rate of 3.34 

m T /m /m s. To calculate K,(f) from Equation 2.4 the slew rate was combined with 

the results from the electric field simulation. For example, k(t) for the sinus at the 

location of peak electric field (0.178 V /m ) would be 0.0533 [V /m ]/[m T /m /m s]. Given 

the SRmin of 74.1 ±  7.6 m T /m  reported by Zhang et. al [12], the Er would be 3.95 

±  0.25 V /m , assuming that the stimulation occurred in the sinus.

Finally, in an attempt to investigate the relationship between the relative magni

tude of the induced electric field in the Visible Man and the stimulation locations in 

the subject population, the magnitude of the field in each region was plotted against 

the number of subjects reporting stimulation in that region during the stimulation 

experiments performed by Chronik et. al. [22]. The results are shown in Figure 2.10.
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Fig. 2.8: Illustration of the effect of positioning upon electric field. The figure on the 
left depicts the model positioned in neck mode with the neck in the linear gradient 
region. The figure on the right illustrates brain mode positioning with the brain in 
the linear gradient region. Solid bars on the right and left of the model represent the 
location of the gradient coil.
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Fig. 2.9: Graph of normalized maximum electric field by anatomical region. In brain 
mode the model experienced higher electric fields in the forehead and sinus region 
and thus a higher electric field overall. In neck mode, the model experienced higher 
electric fields in regions more distant from the current elements such as the neck, and 
regions below the shoulders. The electric fields are reported as normalized to the 
peak electric field in the sinus region of the model in neck mode.
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Fig. 2.10: Comparison of the relative magnitude of the peak regional field in the 3 mm 
model to the number of subjects reporting stimulation in that region. The electric 
fields are normalized against the peak electric field in the sinus region. The results 
plotted against the number of subjects reporting stimulation each region during an 
experiment. No significant trend was visible.
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2 .4  D is cu ss io n

Stimulation induced by this gradient system was reported to occur predominantly in 

the front of the head, in the vicinity of the sinuses, forehead and teeth. Qualitatively, 

the simulation images in Figures 2.6 and 2.8 suggested an explanation for this. Peak 

electric fields focused in and around the sinuses and mouth had a complicated pattern 

that seemed to correlate to the sharp curves of facial features and the air cavities of 

the sinus, mouth and trachea. W ith no air cavities (sinus) or surface irregularities 

(nose) in the posterior of the head, the amount of charge accumulation was lessened 

so that the minima and maxima of field were not as frequent or intense, potentially 

stimulating fewer nerves.

2 .4 .1  M in im u m  R esolu tion

The spatial irregularities in the air tissue boundary that induce peak electric fields 

diminished as the model resolution was decreased. From Figure 2.5 it can be seen 

that at 6-mm-voxel size, the magnitude of the peak field decreased by more than 

50%, and at 9-mm-voxel size it decreased another 5%. More importantly, however, 

the location of the peak field changed with the choice of resolution. The fi-mm voxels 

were too large to effectively detail the complex sinus passages and internal air cavities 

o f the human head, and even larger structures such as the trachea lost definition. So, 

the peaks in electric field due to those geometries were lost to the simulation, and 

the general location of the peak electric field changed from the sinus region to the 

forehead with coarser resolution. The peak field in the sinus region dropped by more 

than 65% with the larger voxel size.

2 .4 .2  Scale and Position

Figure 2.7 demonstrates that alterations in the overall size of the model accom

plished by scaling did had moderate effects on electric field. The magnitude of the
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field was decreased with scaling, but this was expected because the smaller model was 

exposed to a lower field due to the vector potential. The irregular surface boundaries 

of the front of the face and the sinuses, where charge accumulated, did not encounter 

the same magnitude of n • Ea , s o  the net field was lessened. However the overall shape 

of the boundary, and thus the angle at which the field due to the vector potential 

intersected that boundary, remained the same. Qualitatively, the pattern of peak 

electric fields did not change due to scaling of the model and the peak electric field 

remained located in the sinus area. As well, the field due to scalar potential decreased 

proportionally to the amplitude of the field due to the vector potential alone when 

only model size was scaled. The magnitude of the field decreased about 10% for the 

90% scale model and additional 11% (21% total) for the 80% scale model.

Altering the model’s position affected the magnitude of the net induced electric 

field more than it affected the pattern of field extrema in the head, as can be seen 

in Figure 2.8. The change in location of the model’s sinus and face boundaries from 

farther inside the coil towards the peak fields at the edge increased the magnitude of 

the peak fields by 17%. Figure 2.9 shows that, as with an alteration in model size, the 

location of the peak fields within the head did not change and the highest exposure 

remained in the sinus area.

2 .4 .3  P eak Fields and Stim ulation

The rheobase calculations, based on the simulated electric fields, are similar to those 

predicted from a cable model of nerve stimulation [15]. Unfortunately, it is impossible 

to draw a direct correlation between the magnitude of the electric field in the Visible 

Man Model and the probability of stimulation. The attempt to link the two in Figure 

2.10 demonstrated that although the location of peak field does correlate to the most 

frequent region of stimulation, no other connections can be made. Furthermore, the 

second and third most common locations of stimulation are not the forehead and
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then the neck as might be expected from the peak fields. In experiments, the lips and 

teeth are the second most common location of stimulation, and buzzing in the scalp 

is the third [22]. This suggests that, although the simulations give some interesting 

and encouraging qualitative insight into peripheral nerve stimulation, quantitative 

prediction is still uncertain. Perhaps a greater variety of model geometries or mod

els individualized to experimental stimulation subjects would provide the additional 

information required to predict stimulation, or possibly a more complex model than 

the nerve parameter model in Equation 2.2 is required.

2.5  C o n c lu s io n s

A combination of the electric field simulation and nerve stimulation experiments 

permit a preliminary estimation of nerve rheobase. The simulations also suggest the 

most frequent site of stimulation may be the location of peak field on the Visible Man 

model. However, in order to predict the location of other points of stimulation, its not 

enough to simply locate the second highest field magnitude. Perhaps the evaluation 

of additional model geometries with, sufficient resolution, will allow these predictions.
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Chapter 3

Peripheral Nerve Stimulation 

Experiment

3.1  In tr o d u c t io n

Stronger, more rapidly switched gradient fields are desirable in magnetic resonance 

imaging (MRI) because they can be used to reduce imaging time, increase image 

resolution, improve image signal-to-noise ratios, or provide a combination of all three 

of these benefits [1]. Improvements in gradient strength can be made by increasing 

the strength of the gradient amplifier or by improving the efficiency of the gradient 

coil. Simply increasing the gradient amplifier strength is not always possible as the 

rapidly changing magnetic fields produce electric fields [2] [3], and in tissue these 

fields can cause undesirable peripheral nerve stimulation (PNS) [4] [5] [6] [7] [8]. 

This motivates the pursuit of new gradient coil configurations that allow improved 

gradient performance while avoiding PNS. The thresholds of human nerve stimulation 

of a planar gradient system, which has been shown to improve gradient strength and 

switching time for localized applications such as cardiac imaging [9] [10], are reported 

in this chapter. These results may serve to guide the design of future high performance 

gradient systems that minimize unwanted nerve stimulation.
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Nerve stimulation due to switched gradients was predicted early in the development 

of M R technology [11], and later demonstrated to occur [12]. Safety agencies have 

issued guidelines regarding exposure to time varying magnetic fields [13] [14].

3 .1 .1  P eripheral N erve Stim ulation M o d els

A few models have been developed to describe and predict nerve stimulation, in

cluding an exponential model [15] and a hyperbolic model [16]. The hyperbolic model 

leads to a simple, linear formulation of stimulation thresholds in terms of gradient 

strength and slew rate [17] that has agreed well with previous experiments, and is 

used here to analyze the data.

The theory of PNS is developed by adding the effects of externally generated electric 

fields, present during gradient switching, to the standard physiological cable theory of 

action potential initiation and propagation along electrically excitable cell membranes

[15] [16] [17] [18].

From the hyperbolic model, the magnitude (Estim,) of the induced electric field at 

the stimulation threshold is related to the duration r  of that field as Equation 3.1:

Estim — Er • (1 H-----) (3.1)
tc

In Equation 3.1 the nerve rheobase, Er, is the minimum electric field required 

to cause stimulation and the nerve chronaxie time, rc, describes the shape of the 

stimulation threshold curve. For a pulse duration r  =  rc, the stimulation threshold 

is twice the rheobase.

Although this model is theoretically independent of the effects of gradient wire 

pattern, it can be difficult to implement a prediction o f stimulation thresholds during 

gradient operation because of the difficulty in determining the electric field produced
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by the combination of gradient wire pattern and subject geometry, as was shown in

the last chapter.

Following from the electric field model, a linear stimulation threshold, [17], can

AGstim, in terms of MRI pulse sequence parameters. Equation 3.2 describes this 

model.

cause stimulation. The intercept (A G min) is the minimum change in gradient strength 

required to cause stimulation, regardless of the slew rate. This simple model has been 

verified experimentally in several studies [19] [20] [21].

3 .1 .2  Equivalence o f N erve Stim ulation  M od els

The linear (gradient) model and the hyperbolic (electric field) model, are directly 

related. An estimate of the electric field rheobase is difficult because it would require a 

complex calculation of the field cause by the changing magnetic field and the interac

tion with the conducting matter inside the field. However, to estimate the chronaxie 

time from experimental data, a conversion from the pulse sequence parameters can 

be done. It can be shown [17] that the chronaxie time is the ratio of the two pulse 

sequence parameters AGmin and SRmm.

be derived that describes the gradient change required to produce nerve stimulation,

(3.2)

The time over which the gradient is varied is r. SRmin is the slope of the linear 

threshold curve and is the minimum change in gradient per unit time required to

AG.min (3.3)
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Chronaxie times axe expected to be similar across different gradient coil PNS exper

iments, to the extent that similar nerve populations are experiencing stimulation [22]. 

For that reason, it is important to compare chronaxie time values obtained in planar 

gradient coil experiments to those reported in different coil configurations.

The experimentally determined values of A Gmin and SRmin are expected to vary 

significantly for different gradient coil designs [18] [23] [19] [20] [21] [24], Because 

the stimulation threshold curve described by Equation 3.2 defines the limits of safe 

gradient coil operation, the experimental determination of this curve is important for 

all new gradient coil designs. To have an accurate picture of the range within which 

a gradient can be safely operated, thresholds need to be determined experimentally 

for each new design. While there are several reports of PNS thresholds for large, 

whole-body gradient systems [24] [25] [26], there are few studies of PNS thresholds 

for customized gradient coils [24] [27], and none have addressed these thresholds for 

planar gradient configurations.

3 .2  M e th o d s

All experiments were conducted using a planar gradient system powered with a 

switching amplifier capable of providing 320A and 1500V. The performance parame

ters for the gradient set, as reported in [9], are summarized in Table 3.1. The field of 

view (FOV) quoted in Table 3.1 is the range through which a 2D-unwarping algorithm 

can be applied and corresponds to a gradient change of about 50%. Each axis was 

constructed on a plane totaling 42 cm wide (x-direction) and 60 cm long (¿-direction). 

Further details regarding the imaging performance o f this gradient system are given 

in a previous publication [9].

The experiments were conducted with the gradient coil outside the bore of the 

scanner, in Earth’s ambient magnetic field. This greatly reduced noise produced by
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rr-axis y-axis z-axis

AG max [mT/m] at 5 cm from surface 170 230 325
r] Gradient Efficiency [m T/m /A ] 0.53 0.72 1.02

i H 472 858 922
Minimum rise time [/xs] 90 160 170

FOV [cm] 30 20 30

Table 3.1: Parameters for prototype planar gradient system.

the operation of the gradient system such that subjects typically could not hear them 

at all during operation. However, subjects could hear the gradient amplifiers and 

from that deduce the timing of the current waveform. For this reason, all subjects 

wore hearing protection to limit auditory feedback during the experiment.

Experiments were conducted in two different sessions, approximately 10 months 

apart. In the first session, PNS thresholds were measured for the 2-axis only. In 

the second session, PNS thresholds were measured for the x- and y- axes. These 

experiments are described separately in the paragraphs below.

3 .2 .1  z-axis experim ents

Fourteen healthy normal human subjects were recruited to participate in the eval

uation of the z-axis. The gender, height, and weight of subjects are listed in Table 

3.2. All subjects were employees of General Electric and displayed no obvious anxi

ety regarding the experiment. Institutional ethics approval and subject consent were 

obtained in all cases.

The first stage in the experiment was to identify a location of maximum stimulation 

(i.e. minimum threshold) for the subject. Individual subjects were positioned supine 

over the gradient set, knees slightly bent, as pictured in Figure 3.1. Initial subject 

placement was with waistline approximately at the origin of the z-axis. An oscillating
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2- axis x-axis and y-axis

Male Female All Male Female All
#  of Subjects 11 3 14 15 3 18

Weight Range [kg] 70-104 54-73 54-104 63-102 59-70 59-102
Average Weight [kg] 78 64 76 78 67 76

Std. Dev. [kg] 11 6 13 11 6 12
Height Range [cm] 160-168 157-168 157-198 170-193 167-170 167-193

Average Height [cm] 183 163 180 180 169 178
Std. Dev. [cm] 10 5 13 8 2 8

Table 3.2: Summary of subjects included in the determination of the z-axis planar 
gradient peripheral nerve stimulation threshold.

trapezoidal pulse train of 256 lobes, with rise time of 170 [is and flat-top duration of 

1000 [is was applied once every second. The initial gradient strength was set at 160 

m T/m , or 50% maximum. If the subject failed to experience stimulation under these 

conditions, the amplitude of the pulse train was adjusted by increasing the magnitude 

of the gradient amplitude in steps of 25 m T/m , until PNS was experienced. The pulse 

train was then applied continuously at that strength and the subject was asked to 

adjust his position along the ¿-direction until the sensation was maximized. The 

subject was asked to describe the nature and anatomical location of stimulation. A 

photograph was taken documenting the position of the subject and the location of 

stimulation. The subject was asked to remain in this position for the duration of the 

experiment.

The pulse sequence for the threshold curve experiment used the same train of 256 

oscillating trapezoids with a fixed rise time as was used for the localization phase, 

but with variable amplitude. Specifically, the gradient amplitude was stepped from 

zero to maximum in 32 steps. The pulse train was applied 4 times at each step with 

a repetition time of 1 second between applications. The subjects were instructed to 

report stimulation when they considered it to be definite. The sequence was then 

stopped immediately, and the gradient amplitude for that rise-time was recorded.
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Fig. 3.1: Subjects were asked to lie on the planar gradient coil with their belt approx
imately at the centre of the coil (white arrow), and knees bent. They then adjusted 
their position to maximize the perceived stimulation



65
This process was repeated for a selection of rise-times ranging in random order from 

20 ns to 1400 ¡is. Between 10 and 18 threshold points were recorded. Thresholds 

for rise-times at the edges of the detectable range were tested multiple times for 

consistency. The entire procedure for a single subject required between 45 minutes 

and 1 hour.

3 .2 .2  x - and y - axis experim ents

The x- and y- axis experiments were performed 10 months after the z- axis exper

iments. A  different set of subjects was used. 18 subjects participated in the testing 

of the x- and y- axis, and 8 of those subjects were common to both experimental 

sessions. The localization and threshold determination procedures were identical to 

the z-axis experiments with the following modifications.

The localization procedures were performed using x- and y-axes simultaneously 

with a net gradient strength of 146 m T/m . If an increase in strength was required, 

the increment size was 17 m T/m . This procedure was performed once and the po

sition was maintained for both the x- and y- axis threshold determinations. The 

threshold curves were determined for trapezoidal pulse trains with rise-times sampled 

between 50 and 700 ¡is. There were 15 trials per axis with between 3 and 9 rise times 

investigated for each curve. Some repetition in rise-time values occurred so that an 

experimental determination of variability in threshold perception could be made. The 

entire procedure required between 45 minutes and 1 hour.

3 .2 .3  V ariations in individual threshold determ inations

To gauge the variability in threshold reporting for individual subjects, the first 6 

subjects in the x- and y- axis experiments were exposed to a limited number of distinct 

rise times, with more repetitions at each point. These 6 subjects were exposed to 5 

repetitions of pulse sequences with rise times o f 170 ¡is, 300 ¡is, and either 250 ¡is
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(z-axis), or 600 /is (y-axis). The standard deviation in the 5 measurements at each 

rise-time allowed the estimation of uncertainty for the threshold measurements. The 

assumption was made that this uncertainty estimate was applicable to all experiments. 

The remaining 12 subjects were exposed to pulse sequences with rise times of 50 /is 

(3 repetitions), 100 /is, 170 /is, 250 /is (3 repetitions), 300 /is, 400 /is, 500 /is, 600 

/is, and 700 /is. The longest rise time in the series causing stimulation was repeated 

an additional 2 times.

3 .2 .4  C u rve F ittin g

Two methods were used to analyze the data points and produce a mean threshold. 

The first method was the calculation of an average from the individual fits. The second 

method determined a curve based on the population average stimulation threshold, 

calculated by logistic regression [28] where necessary, for each rise time.

Individual threshold curves of the form of Equation 3.2 were fit to each subject’s 

dataset to characterize individual threshold curves. For each subject, both the slope 

and the intercept were extracted from the fit. These values were also used to calculate 

a chronaxie time via Equation 3.3 for each subject. A  reduced chi-squared value was 

calculated for each fit. If multiple measurements were obtained for any give rise 

time, the uncertainty was taken to be the calculated standard deviation of those 

measurements. If multiple measurements were not made for a rise time, the average 

standard deviation obtained from the first 6 subjects in the x- and y- axis experiments 

was used.

An aggregate stimulation threshold curve was constructed using data from all the 

subjects. Uncertainty for each rise-time was taken to be the standard deviation of 

the subject thresholds at that rise-time. Not all subjects stimulated prior to reaching 

the machine limits for longer rise-times, so logistic regression [28] was used for the
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analysis of these time points to determine a mean and standard deviation. A  50% 

inclusion standard was applied to the data, such that for any given rise-time, if fewer 

than 7 of the 14 subjects (2-axis) or fewer than 9 of the 18 subjects (x- and y- 

axis) reported stimulation, the data for that rise-time would not be included in the 

calculation of the aggregate threshold curve. From the aggregate threshold curve data, 

the population average SRmin and AGmin were extracted using logistic regression, 

along with uncertainties in these parameters. The ratio of the parameters extracted 

from the fit was used to calculate an estimate chronaxie time and uncertainty.

3 .3  R e su lts

3 .3 .1  Q u alitative D escription  o f  Peripheral N erve Stim ula

tion

Stimulation during 2-axis operation was reported on the surface of the lower back 

and tailbone, or deeper in the abdomen and near the base of the ribcage. One subject 

reported stimulation as a twitch in the shoulder. Three subjects reported stimulation 

as tingling or pin pricks, 4 reported the sensation as pressure, a throb, pulse or tap, 

and 7 reported the stimulation as a muscle contraction or twitch. During 2-axis 

operation, the most common manifestation of stimulation was reported as a twitch 

in the abdomen, below the ribcage (6 subjects).

Stimulation during x-axis and y-axis operation was typically reported in the lower- 

to-mid back or abdomen. One subject reported stimulation in the thigh during y-axis 

operation. For all other subjects, stimulation was mostly centered in the middle of the 

back or experienced simultaneously on both the right and left side, and was described 

as: a tingle (x-axis: 11 subjects, y-axis:8 subjects), pressure (x-axis:4 subjects, y-axis:3 

subjects), or twitch (x-axis:3 subjects, y-axis:5 subjects). The most common mode



68
of stimulation was a tingle in the middle of the lower back.

3 .3 .2  N erve  Stim u lu ation  Thresholds

The first 6 subjects of the x- and y- axis experiment demonstrated an average 

variability in the reporting of stimulation thresholds of 16±2 m T /m  on the x- axis 

and 15±2 m T /m  on the y- axis. The remaining subjects demonstrated an average 

variability in the reporting of stimulation thresholds of 18±4 m T /m  on the x-axis 

and 14±4 on the y-axis.

Every subject reported stimulation for multiple rise-times, so a threshold curve 

was obtained for all subjects on all axes. The reduced chi-squared for the stimulation 

thresholds of the y-gradient axis fell between 0.54 and 2.55 with an average value of 

0.71. There was a single exception on the y-axis o f a fit with a reduced chi-squared 

value of 17.72. On the cc-axis, there were two abnormally high chi-squared values (18.5 

and 8.3). The remaining fits produced values between 0.50 and 2.71 with a mean of 

1.18. The 2-axis produced 3 abnormally high chi-squared calculations (381.55, 30.07, 

and 12.56) with the remaining falling between 0.46 and 1.76 with a mean of 1.34.

Figure 3.2 is a graph of A G s t i m  ( + G m a x  — ( — G m a x  )) versus switching time r  (time 

required to move from —Gmax to + G maa;)for two example subjects, for switching 

times between 100 and 1400 ys. The straight line through each data set is the linear 

best fit of a stimulation threshold based on those individual threshold points. Figure 

3.3 is a plot of the A Gmin values for all subjects calculated from the individually 

fit threshold curves. The median and mean A  Gmin were: 201 m T /m  and 213±13 

m T/m , respectively, for the 2-axis, 121 m T /m  and 118±4 m T /m  for the z-axis, 

and 115 m T /m  and 114±3 m T /m  for the y-axis. There was a significant difference 

between the 2-axis A Gmin and the intercept values calculated for both the x- and y- 

axes. Figure 3.4 is a plot of the SRmin calculated from the individual threshold curves.
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Fig. 3.2: For each subject the threshold of stimulation was plotted against the rise 
time for 2 gradient axes. The graph shows the results for 2 subjects for both the y- and 
2- axis. A  straight line was fit to each data set. Subject 1 (square markers) reported 
threshold higher than subject 2 (triangular markers) on the y-axis, but lower than 
subject 2 on the z-axis. This demonstrates that high thresholds are not necessarily a 
function of the individual subject along, but a combination of the subject and applied 
gradient.

The median and mean SRmin values were: 303 m T /m /m s and 250±32 m T/m /m s, 

respectively, for the 2-axis, 189 m T /m /m s and 195±16 m T /m /m s for the x-axis, 

and 180 m T /m /m s and 169±14 m T /m /m s for the y-axis. There were no significant 

differences between the mean slopes reported for each axis.

The same analysis was repeated after removing subjects with reduced chi-squared 

fits greater than 7. The resulting mean A Gm%n and SRmin were 204±4 m T /m  and 

284±10 m T /m /A , respectively, for the 2-axis, 116±1 m T/m  and 209±4 m T /m /A  

for the z-axis, and 115±1 m T /m  and 176±3 m T /m /A  for the y-axis. These values
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Fig. 3.3: The distribution of the minimum change in gradient strength for all three 
axes. The top set represents the data from the x-axis, the middle set represents the 
data from the y-axis and the bottom  set represents the data from the z-axis. The 
top bar in each set represents the standard error, and the bottom bar represents the 
standard deviation. The square represents the average and the triangle the median 
value. Sets marked with an asterix (*) highlight a significant difference between the 
grouped axes (P <  0.01).
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axis and the bottom set represents the data from the axis. The top bar in each set 
represents the standard error, and the bottom bar represents the standard deviation. 
The square represents the average and the triangle the median value. There was no 
significant difference between the axes.
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were not significantly different than those obtained without exclusion of the outliers. 

However, removing the outliers reduced the size of the error bars and this resulted 

in the calculation of a significant difference in SRmin between all 3 axes (P <  0.001) 

as well as maintaining the significant difference in AGmin between the x- and z- axes 

and the y- and z- axes.

Figure 3.5 shows the distribution of calculated chronaxie times. Chronaxie times 

were only computed for subjects with sufficiently good fits (i.e. with reduced chi- 

squared values of less than 7 as described above). The median and mean chronaxie 

times were 589 /is and 713 ±  27 ys, respectively, for the z-axis (N =  11), 560 ¡is and 

575 ± 7  ys for the x-axis (N =  16), and 658 ¡is and 697 ±  11 ¡is for the y-axis (N =  

17).

Figure 3.6 shows the aggregate stimulation threshold curve calculated by logistic 

regression. The aggregate A Gmin and SRmin values were: 218 ±  22 m T /m  and 252 

±  26 m T /m /m s, respectively, for the z-axis, 147±17 m T/m  and 222 ±  24 m T/m /m s 

for the x-axis, and 133 ±  13 m T /m  and 210 ±  18 m T /m /m s for the y-axis. Given 

the standard error in the logistic regression calculation, the linear fits produced re

duced chi-squared values of 0.85, 0.28, and 0.58, for the x-, y-, and z- gradient axes 

respectively. The aggregate stimulation thresholds for a customized head gradient 

coil and a full body gradient coil [27] are also shown on Figure 3.6 for comparison. 

The stimulation thresholds measured for the planar coils in the present experiment 

are significantly higher than those reported for these other coil designs.

3 .4  D is cu ss io n

To the best of our knowledge, this work represents the first experimental PNS 

threshold measurements for any non-cylindrical gradient system. At comparable gra

dient switching times, the PNS thresholds of the planar gradient system are sig-
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Fig. 3.6: A  mean threshold was calculated for each time point. For rise times where 
not all subjects stimulated, logistic regression was used to calculate the mean. Error 
bars are the standard deviation about the mean and represent the standard deviation 
of the population stimulation threshold at that rise time. Head and body comparison 
data has been previously published by Zhang et. al.
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nificantly higher than those of either a standard whole-body or a customized head 

gradient coil for all measured axes and rise-times [27]. Although the head gradient 

coil [24] has a FOV of 21 cm which is comparable to the FOV of the planar coils 

used in this experiment, typical whole-body gradient systems have uniform FOVs 

that are much larger (typically 40 to 50 cm). In order to make a fair comparison, 

the improved threshold performance of the planar system must be balanced by the 

reduced imaging region size and increased non-uniformity of the gradient field. Meth

ods for dealing with the performance issues of this planar gradient system have been 

discussed previously [9].

Individuals exhibit different stimulation thresholds as illustrated in Figure 3.2. 

These differences exist not only from subject to subject, but also across axes. A 

subject with a high stimulation threshold, relative to the subject population, on the 

2-axis may not have a correspondingly high threshold on the y-axis. Previous work has 

shown stimulation thresholds do not seem to correlate with any simple anatomical 

measurements [20], and the rough, self-reported, accounting of height and weight 

used in this study seems to confirm that finding. It is possible that the stimulation 

threshold differences may be accounted for by the interaction of the electric fields with 

the interface between the subject and the surrounding air, however that possibility 

has not yet been fully explored.

When the data from the subject groups is combined there are significant differences 

between the aggregate stimulation thresholds of the different axes of the planar gra

dient coil as summarized in Table 3.3. Overall, the 2-axis demonstrated the highest 

thresholds and the y-axis demonstrated the lowest. This result is not surprising given 

that the planar y-gradient must be designed such that the entire surface area of the 

back is exposed to the strongest magnetic fields, thus the strongest induced electric 

fields. The observed differences between the axes of the planar gradient system could
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Average 

of all linear fits
Average 

of linear fits 
(w /o  outliers)

Linear fit through 
average thresholds 
(linear regression)

^Gmin SRrnin A Grain SRjriin rc A Gmin SRrnin Tc
[mT/m] [m T/m [mT/m] [m T/m [ms] [mT/m] [m T/m [ms]

/ms] /ms] /ms]
x-axis
mean 118 195 116 209 575 147 222 659
±SE ± 4 ±16 ±1 ± 4 ± 7 ±17 ±24 ±104

y-axis
mean 114 169 115 176 697 133 210 632
±SE ± 3 ±14 ±1 ± 3 ±11 ±13 ±18 ±193

Z-BXÌS

mean 213 250 204 284 713 218 252 866
±SE ±13 ±32 ± 4 ±10 ±27 ±22 ±26 ±125

Table 3.3: Summary of PNS threshold parameters

be taken into account when optimizing pulse sequences used with the system. For 

example, consider an EPI pulse sequence utilizing a zero to maximum rise time of 250 

(is (switching time o f 500 (is). Stimulation would be expected to occur on average 

for a maximum gradient strength of 172 ±  18 m T /m  on the z-axis of the planar 

gradient, which corresponds to a slew rate o f 688 T /m /s . For the a;-axis stimulation 

would occur for a maximum gradient strength of 129 ±  15 m T /m  and slew rate of 

516 T /m /s , while using the y-gradient axis would permit a maximum gradient of 

119 ±  11 m T /m  and slew rate of 476 T /m /s . These values, in particular the slew 

rates, are substantially higher than what is typically possible for use with whole-body 

systems [24] [27].

Although the experimental PNS threshold curves were found to be higher for the 

planar gradient than for other types of gradient coils, the calculated nerve parameters 

compare well to literature values. The chronaxie time estimates, based on the aggre

gate X-, y-, and z- gradient thresholds, were 659 ±  104 (is, 632 ±  193 (is, and 866 ±
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125 /is respectively. All three of these values fall within the range of chronaxie times 

obtained in other gradient PNS experiments, where values ranging between 400 /¿s 

and 1100 ¡is have been reported [22] [24] [26] [5] [29] [30] [31]. This result is generally 

expected given that the chronaxie time is a nerve-specific parameter, and therefore 

should be independent of the gradient coil design.

Zhang et. al. [24] discussed the possibility of an inverse linear relationship between 

the imaging region and slew rate, A G mjn, and chronaxie time. Thus a smaller FOV 

would result in a higher stimulation threshold. This experiment demonstrated an 

elevated threshold that corresponded with the decreased maximum FOV. However, 

the stimulation threshold measured in this experiment is higher than what would have 

been deduced from the inverse linear relationship suggested by Zhang. This is most 

likely due to the planar design of this gradient set. Further studies are necessary in 

order to be better able to compare thresholds between gradient coils of very different 

geometry.

The average subject sensitivity to reporting peripheral nerve stimulation (16.5 

m T /m ) was approximately the size of the step used in between one level of gradient 

amplitude and the next (15.6 m T/m ). For the repeated switching-time measure

ments, 2 subjects displayed no variability in the reported threshold data, repeatedly 

reporting at the same level, regardless of the rise time tested. The majority of sub

jects reported thresholds that varied by no more than 2 steps. In one case a subject 

showed a variability of 5 steps on repeated tests. This suggests that, for at least 

some of the subjects, improved fits could have been obtained by reducing the step 

size, and decreasing the reading error in the measurement. However, that level of 

precision in the experiment would come at the expense of the number of threshold 

determinations that could be made since each threshold determination would require 

more time. The experiment as performed was sufficient to demonstrate the threshold
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differences between the planar design and other coils, as well as to differentiate mean 

thresholds between individual axes of the planar coil system.

In experiments similar to this one [20] [24] [27], between 5 and 10% of subjects 

exhibited a PNS threshold curve with a very large amount of variability and were not 

well described by Equation 3.1. In the present work, the x- and y-axis experiments 

resulted in approximately this same fraction of subjects with poorly defined threshold 

curves; however, the z-axis experiment resulted in a higher fraction (3 of 14). None 

of these 3 z-axis subjects participated in the x- and y-axis experiments conducted 

later. The single subject from the y-axis experiment with highly variable threshold 

data was also one of the two x-axis subjects with highly variable threshold data. It is 

not known whether this is due to subject confusion, or if these subjects are actually 

experiencing stimulation at a wide variety of thresholds. Further work is required to 

understand this small section of the sample population.

Although peripheral nerve stimulation limits gradient coil operation in many appli

cations, these show that new gradient coil designs do have the potential to significantly 

extend the operational limits in specific cases. The planar gradient coil used in this 

study can produce a localized gradient field that can safely operate at levels 2-3 times 

stronger than those possible with standard whole-body gradient coils. These results 

indicate that, although much more work is necessary to understand PNS thresholds 

as a function of gradient coil design, there is good reason to extend these experiments 

to an even larger range of gradient system configurations.
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Chapter 4

Insert Gradient Optimization

4 .1  I n tr o d u c t io n

In magnetic resonance imaging (MRI), contrast can be made to be a function 

of a number of parameters. The most basic contrast mechanisms include Ti, T2, 

and proton density. Imaging protocols that include these weightings link the signal 

intensity to spin-lattice relaxation, spin-spin relaxation, and the concentration of 

excitable protons in the sample. These contrast mechanisms report on the properties 

of static tissues and substances. Movement within the imaging region causes signal 

loss [1], Diffusion weighted imaging (DWI), takes advantage of this property to allow 

the proton movement and resulting signal loss to be imaged.

V ,  oc f(r , p ,  G ,  B 0, B u  T, 7 , T i)e_6De ^  (4.1)

Equation 4.1 is a representation of the received M R signal [2]. The voltage in 

the receive coils (Vs) is some function ( / )  of a large number of factors, including the 

position (r), proton density (p), the linear magnetic gradients (G), the main magnetic 

field (B0), the radio frequency (RF) coils magnetic profile {B\), the temperature (T), 

the gyromagnetic ratio for the proton (7), and spin-lattice relaxation rate (T i). The
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signal intensity is also exponentially dependent on the spin-spin relaxation rate (T2). 

All of these parameters play an important part in MRI image acquisition. In this 

discussion, the terms e~bD and e~i//T2 are separated from /  in Equation 4.1 because 

they highlight how selective application of the gradients allow us to make the received 

voltage dependent on time, the materials diffusion coefficient (D ), and strength and 

duration of the gradient application (b) [3].

Diffusion-weighted contrast can be used in classifying atherosclerotic plaques [4] [5], 

analyzing cartilage in joints [6] [7], or investigating other areas of the body [8] [9]. 

As well, diffusion tensor techniques are used to map neural connections in the brain 

[10] [11]. However, DWI is extremely sensitive to subject motion, and low signal to 

noise ratios (SNR) can limit the usefulness of this imagining technique as numerous 

repetitions and long scan times may be required. One study resorted to a five day 

scan in order to obtain images of sufficient detail [11].

Equation 4.1 suggests that diffusion-weighted images might be enhanced in two 

ways. It might be possible to increase the signal, for any image, by maximizing the 

term e-i//T2. That could be done by shortening t. Decreasing t, the time at which 

the data is acquired is a general motivation for implementing stronger gradients in 

MRI. In DWI, this is only possible by decreasing the time devoted to preparing the 

diffusion contrast (TE).

The other option suggested by Equation 4.1 is enhancing the diffusion-weighting 

itself, the e~bD term. This could be accomplished through manipulation of the b- 

value. The b-value is dependent on the pulse sequence, but the calculations have 

common parameters. The b-value for a spin echo-diffusion sequence is shown in 

Equation 4.2 [12].

b =  j 2G252\A — -|1 3 i (4.2)
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In Equation 4.2, the b-value (b) is the parameter from Equation 4.1; 7 is the 

gyromagnetic ratio; G is the magnitude of the gradient applied. Diffusion-weighting 

is obtained by applying two gradient pulses of magnitude G and duration 8. These 

pulses are separated by some time interval during which the magnetization is flipped 

180 degrees [3]. The interval between the centre of the diffusion pulses is the variable 

A.

Equation 4.2 suggests two possibilities for achieving the desired b-value, escalating 

the magnitude of G or altering the value of 8 or A . An increase to 5 or A  would be a 

simple method of significantly affecting b. For example, doubling both 8 and A  would 

result in a factor of 8 increase in the b-value. However, both 5 and A  are durations 

and manipulating these values also affect the time, t, at which data is acquired.

Since the contrast is dependent on eliminating signal from regions of diffusion, 

increased b-values provide better contrast only up to a point. When the SNR of the 

diffusion-weighted image becomes too degraded by the high b-value, the information 

is lost. Since an increase in t would lead to a decrease in the magnitude of the signal 

(regardless of the reduction due to diffusion), lengthening 8 and A  would result in an 

overall loss in signal. Manipulation of G, however, can be done without losing time. 

The gradient strength can be expressed as the product of the coils efficiency (77) and 

the current produced by the amplifier (1) as shown in Equation 4.3.

G =  t\% (4.3)

Although amplifiers may be capable of very large current output to a conventional 

gradient system, pulse sequences are additionally constrained. For human subjects, 

the maximum gradient performance of existing gradient systems are limited by the 

peripheral nerve stimulation threshold [13], The higher the stimulation threshold, the 

harder the system can be run.
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In the last chapter, a planar system was demonstrated to have a high stimulation 

threshold and localized, or non-traditional gradient systems, have been shown to elicit 

stimulation at higher gradient thresholds [14] [15]. This opens up the possibility of 

designing a magnet to produce a gradient for use as a supplement to the traditional 

imaging gradients of a whole body. This gradient would function as an insert, in 

addition to the normal three imaging gradients, and be controlled as a fourth channel. 

The insert gradient would exclusively provide diffusion contrast, and because it would 

not be used during the image acquisition phase, constraints on the linear region for 

such a coil could be relaxed. In small areas, such as an atherosclerotic plaque or 

tumor, these magnets would be required to provide the enhanced gradient strength 

to only a small region of interest, allowing the rest o f the image, over a larger field of 

view, to be acquired with conventional gradients to prevent imaging artifacts.

By relaxing field o f view and geometry requirements it should be possible to design a 

gradient coil for diffusion weighted imaging of significantly improved gradient strength 

over current designs. This chapter describes the optimization of gradient coils with 

an increased emphasis on gradient strength.

4 .2  M e t h o d

Although it is possible to design an electromagnet to produce a linear magnetic 

gradient on almost any shape [16], four simple non-cylindrical designs were selected 

for investigation and comparison. These designs were chosen for investigation because 

they were symmetrical, torque balanced, and easy to construct. The four base shapes, 

along with a conventional cylindrical design are illustrated in Figure 4.1. The first 

shape was a butterfly coil. This design was motivated by the coil used for transcranial 

magnetic stimulation, and produced a strong localized magnetic field at the centre 

as well as relatively strong regions of x- and 2- gradients to either side of the centre.
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Fig. 4.1: a) butterfly, b) x-flat, c) z-flat, d) half-cylindrical, and e) cylindrical.

The planar x-gradient wire pattern, the second shape, had four loops and looked 

similar to an unwrapped conventional fingerprint design. The third shape was a 

planar z-gradient magnet. This produced a linear gradient at the centre of the sheet. 

Finally the half-cylindrical design also produced an x-gradient but was curved around 

a half-circle. For comparison, a fully wrapped cylindrical finger-print gradient was 

also simulated.

During the optimization, the gradient designs were evaluated with respect to the 

gradient produced at the focus, F, a location some specified distance above the coil. 

These designs were investigated in abstraction, with the dimensions scaled to (F). 

The design spaces for the coils were investigated in terms of 2 out of 3 potential 

parameters: a which was the total length of the coil divided by the focus; ¡3, which



88
was the width (or diameter) of the coil divided by the focus; and (, which was the 

thickness of the coil divided by F. For each point in a given design space, a resistive 

(Equation 4.4) and inductive merit (Equation 4.5) was calculated.

V
s/R

(4.4)

M l  =  7 z  ( 4 5 )

In Equation 4.4, M r is resistive merit and R is resistance. In Equation 4.5, ML 

is inductive merit and L inductance. For both Equations 4.4 and 4.5, r) is gradient 

efficiency at the designated focus (F) for the coil. The design space investigated 

varied somewhat by base shape. Each shape was investigated assuming 5 layers of 

close-packed windings and 8 contours.

The over-all scale of the gradients was not considered during optimization because 

the merit used for evaluating designs remained consistent with scaling. Once the 

best designs were selected, reasonable values were used to produce example coils and 

determine the gradient efficiencies achievable by each design. The relative dimensions 

of each design were investigated using software developed in C + +  •

4 .2 .1  B u tterfly  coil

The butterfly coil was simulated as two circular solenoids, of close packed wire 

arranged as in Figure 4.1A. The internal radius was set as F /10. a  was varied between 

0.4 and 10 and (  was varied from between 0 and 3.
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The wire pattern for the planar x-gradient was found by the stream function 

method [17]. The desired profile in the x-direction is represented in Equation 4.6 and 

the assumed current density in the z-direction in Equation 4.7. This design is similar 

the planar x-axis tested in the previous chapter.

4.2.2 Planar x-gradient

Jz =  cos(

2irx —(5
h r

27T2\ ,—a

< * < § 1 (4.6)

< * < f ] (4.7)
a ' L 2

In Equation 4.6, Jx is the assumed profile and x  is the position along the x-axis. 

Similarly, in Equation 4.7, Jz is the current density in the z-direction and z is position 

along the z-axis.

The stream function, ip(x,z), was found by integrating the product of Jx and Jz 

along the z-direction (Equation 4.9).

ip(x,z)
I J*

JrdfZ

a . .27rx. . .27rz.

(4.8)

The stream function was normalized to a maximum amplitude o f 1, then contoured 

for equally spaced values of ip(x,z). The location of the contours represented the 

position of the wires for the gradient design.

For the planar x-gradient, (  was set to 0.5. a was varied between 0 and 10 and (3 

was varied between 0 and 5.
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The wire pattern for the planar z-gradient was, again, found by stream function 

method. The desired profile in the z-direction is represented in Equation 4.9 and the 

assumed current density in the x-direction is Equation 4.10. This design is similar 

the planar z-axis tested in the previous chapter.

4.2.3 Planar z-gradient

37TZ.
a (4.9)

Ak x .
P ’ [ / < * < § ] (4.10)

In Equation 4.9, Jz is the assumed gradient profile and z is the position along the 

z-axis. Similarly, in Equation 4.10, Jx is the current density in the x-direction and x 

is position along the x-axis.

The stream function, was found by integrating the product o f Jz and Jx

along the x-direction (Equation 4.12).

rp(x,z) =

The stream function normalized to a maximum amplitude of 1, then contoured 

for equally spaced values of ip(x,z). The location of the contours represented the 

position of the wires for the gradient design.

For the planar x-gradient, (  was set to 0.5. a was varied between 0 and 10 and (3 

was varied from between 0 and 5.

/ JzJxdx (4.11)

/3 . .37rz. A ttx.
- — sm (----- )cos( -r—)

47T a p
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4.2.4 Half-cylinder

Next, the wire pattern for the half-cylinder was found. The desired profile in <p is 

represented in Equation 4.12 and the assumed current density is Equation 4.13.

J* =  sin(2<t>) [-£■ < <j> < (4.12)

(4.13)

In Equation 4.12, Ĵ  is the assumed gradient profile and </> is the angle.

The stream function was found by integrating the product of J$ and Jz along the 

z-direction (Equation 4.15).

The stream function was normalized to a maximum amplitude of 1, then contoured

and z- positions of the wires for the gradient design.

For the half-cylindrical gradient, ¡3 was set to 2, a  was varied between 0 and 10 

and (  was varied between 0 and 2.

4 .2 .5  C ylindrical

For the cylindrical gradient, the desired profile in (j) is represented in Equation 

4.15 and the assumed current density is Equation 4.15.

(4.14)

for equally spaced values of ^ (0 , z). The location of the contours represented the 0-

J0 =  sin(<j)) [—7T <  (f> <  7r] (4.15)
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Jr =  «>8(^) < Z <  | ] (4.16)

In Equation 4.15, J$ is the assumed gradient profile and (fr is the angle.

The stream function was found by integrating the product of J$ and Jz along the 

z-direction (Equation 4.18).

tp{(f),z) =

The stream function was normalized to a maximum amplitude of 1, then contoured 

for equally spaced values of ifr((fr,z). The location of the contours represented the (fr

aud z- positions o f the wires for the gradient design.

For the cylindrical gradient, ¡3 was set to 2, a was varied between 0 and 10 and (  

was varied between 0 and 2.

4 .2 .6  Scaling the gradient designs

Two designs were selected from each base shape for further investigation. Four 

designs were selected from the butterfly coil base shape to optimize for the gradient in 

both the x — and 2— directions. The first was the optimized design based on resistive 

merit and the second was optimized design from the inductive merit study. A total of 

12 designs were considered. Each design was simulated using reasonable dimensions. 

The focus was assigned a distance of 10 cm. This resulted in coils scaled such that 

they fit within a 60 cm diameter. The number of wire windings was adjusted in the 

simulation to ensure a reasonable inductance, near to 800 fj,H, while maintaining a 

minimum wire spacing of 3 mm. The wire connections required to power the gradient

/ J(f)J (4.17)

a . . 2irz
— s%n{(fr)sin{----- )
27T a
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systems were not considered in evaluating the electrical and magnetic properties of 

each design.

These designs were then profiled. The final inductance and resistance were calcu

lated based on the selected number of windings. The gradient regions were mapped 

(Figure 4.2) and the extent of the imaging region was calculated in the x-z plane, as 

well as determined along the y-axis. The surrounding magnetic fields were mapped 

(Figure 4.3) and the magnitude of the field impinging on the main magnet was cal

culated. Finally, the magnitudes of the induced electric fields were determined.

Based on the projected gradient strength, the minimum pulse duration versus the 

achievable diffusion b-value for each design was calculated.

4.3 Results

The distribution of the ¿-component of the magnetic field for representative designs 

is shown for a single x-z slice in Figure 4.3. The approximate locations of the wires 

are illustrated by the solid lines, which are layered on top of the simulation. From the 

magnetic field, a magnetic gradient could be calculated and the electric fields could 

be calculated for each design. The profile of the magnetic gradients is illustrated in 

Figure 4.2. Figure 4.4 shows the electric field pattern that resulted from switching 

the gradient on and off. Any contribution due to scalar potential has been ignored.

Figures 4.5 and 4.6 show the optimization for each basic shape. Figure 4.5 shows 

the resistive merit for each design and Figure 4.6 is the inductive merit for each design. 

The results from the optimization studies are summarized in Tables 4.1 and 4.2.

For the butterfly coil, the optimal designs consistently produced stronger ¿-gradients 

than ^-gradients. For the ¿-gradient the optimal length to F ratio (a) was 5.82±0.04;
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Gradient of Z-Component of Magnetic Field

-0.5 0.0 0.5 -o.7 0.0 0.7 -0.7 0.0 0.7
x-axis [m]

Fig. 4.2: The gradient pattern for the z-component of magnetic field for a representa
tive design a) In the ^-direction for a butterfly coil, b) in the x-direction for an x-flat 
coil, c) in the 2-direction for a 2-flat coil, d) in the 2-direction for a butterfly coil, e) 
in the x-direction for a half-cylindrical coil, and f) in the x-direction for a cylindrical 
coil (centre of coil). The actual value of the magnetic field gradient is dependent on 
the magnitude of the current in the wire.
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Z-Com ponent of M agnetic Field

-0.7 0.0 0.7 -0.7 0.0 0.7

x-axis [m]

Fig. 4.3: The ¿-component magnetic field pattern for a representative a) butterfly 
coil, b) an £-flat coil, c) a ¿-flat coil, d) a half-cylindrical coil, and e) a cylindrical coil 
(centre of coil). The black and white lines represent the location of source points (wire 
elements). The actual value of the magnetic field is dependent on the magnitude of 
the current in the wire.
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. g  -0.5 0.0 0.5 -0.7 0.0 0.7 -0.7 0.0 0.7

-0.7 0.0 0.7 -0.7 0.0 0.7
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Fig. 4.4: The electric field pattern for a representative a) butterfly coil, b) x-flat coil, 
c) 2-flat coil, d) half-cylindrical coil, and e) cylindrical coil (centre of coil). The actual 
value of the electric field is dependent on the rate o f change of the current in the wire.

Resistive Merit Sample
Configuration Gradient Merit a P C V

[m T/m /A]
R

[mil]
L

Wi
Butterfly z 12.9 5.82 2.91 2.93 0.847 4.31 758

2-Flat z 5.4 7.09 2.71 0.50 0.660 14.73 781
Butterfly X 6.6 5.97 2.99 2.92 0.405 3.75 719

x-Flat X 4.7 4.87 4.87 0.50 0.501 11.19 815
Half-cylinder X 4.6 2.69 2.00 2.00 0.532 13.46 752
Cylindrical X 24.4 3.99 2.00 2.00 1.56 4.13 861

Table 4.1: The result of the resistive merit investigation run on each geometry. The 
sample coil illustrates the gradient efficiency attainable assuming a F  of 10 cm.



97

Optimization of Resistive Merit

I
o .o

a  [length/focus]

Fig. 4.5: The optimization of resistive merit across the design space, a) Butterfly 
^-gradient b) butterfly ¿-gradient c) half-cylindrical, d) cylindrical, e)x-flat, and f )z- 
flat geometries. The x-axis in all cases is a. The y-axis for (a), (b), (c), and (d) is (. 
For (e) and (f) the y-axis is j3, the ratio of the width in the x-direction to the ¡3.

Inductive Merit Sample
Configuration Gradient Merit a ß c V

[mT/m]
R

[mf2]
L

m
Butterfly z 133 3.49 1.75 0.09 3.855 74.46 812

¿-Flat z 28.9 5.29 2.01 0.50 0.808 20.60 749
Butterfly X 67.1 3.59 1.80 0.08 1.869 76.19 775

x-Flat X 19.6 3.37 3.37 0.50 0.588 24.65 819
Half - cylindrical X 43.7 2.59 2.00 0.06 1.076 182.5 608

Cylindrical X 120 2.69 2.00 0.06 3.284 20.6 749

Table 4.2: The result of the inductive merit optimization run on each geometry. The 
sample coil illustrates the gradient efficiency attainable assuming a F of 10 cm.
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Optimization of inductive Merit
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Fig. 4.6: The inductive merit investigation across the design space, a) Butterfly x- 
gradient b) butterfly ¿-gradient c) half-cylindrical, d) cylindrical, e)x-flat, and f)z-flat 
geometries. The x-axis in all cases is a. The y-axis for (a), (b), (c), and (d) is (. For 
(e) and (f) the y-axis is (3, the ratio of the width in the x-direction to the (3.
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and the optimal depth to inner radius ratio (£) was 2.93±0.04. The width to focus 

ratio (f3) was set by the design parameters as half o f a. The resistive merit for this 

¿¡-gradient design was 12.9. The inductive ¿¡-gradient design had an optimal merit of 

133.3. In this case the design was a little shorter, with an a o f 3.49±0.04, but it also 

tended towards a plate shape with a 7 of 0.10±0.04.

For the planar x-gradients the optimal resistive design had an a and ¡3 ratio of 

4.87±0.04. The resistive merit for this square design was 4.7. The inductive design 

had a merit of 19.6. As with the butterfly design, the inductive optimization resulted 

in a wire pattern that was a little shorter, but it was still square. This design had an 

a and ¡3 ratio of 3.37±0.04.

The best resistive design for the planar ¿¡-gradients had an a  ratio of 7.09±0.04, 

and ¡3 ratio of 2.71±0.04. The resistive merit for this design was 5.4. The inductive 

design for the planar ¿¡-gradient had an optimized merit of 28.9. Again, it was a little 

shorter, with an a ratio of 5.29±0.04, and ¡3 ratio of 2.01±0.04. However, for both 

the inductive and resistive designs, the ratio of a/¡3 was 2.6.

The half-cylindrical x-gradient showed no advantage in resistive merit over the 

flattened version, with an optimal merit o f 4.6, given an a  ratio of 2.69±0.01 and a 

thickness to inner radius ratio (£) of 2.00±0.01. However, the inductive merit of 43.7 

was improvement over a simply planar gradient, with an a  ratio of 2.59±0.04 and a 

C ratio of 0.06 ±0.04.

Finally, to compare the merit to a more traditional design, albeit with a reduced 

radius to maintain F  across all designs, the optimal cylindrical coil had a resistive 

merit of 24.4 given an a  ratio of 3.99±0.04 and a £ ratio of 2.00 ±0.04. The optimal 

inductive design had an inductive merit of 120 given an a ratio 2.69 and a £ ratio of 

0.06.
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Based on the sample geometries, simulations of gradient systems were done for the 

optimal designs assuming a F of 10 cm, a 3 mm minimum wire diameter and an 

inductance as close to 800 yH as possible.

For the Ml optimized butterfly coil, this resulted in a 2-gradient efficiency of 3.8 

m T /m /A , or an x-gradient efficiency of 1.9 m T /m /A . If the simulation was done closer 

to the surface of the coil, at 5 cm, for the same design, this efficiency was increased 

to 9.2 m T /m /A  and 4.1 m T /m /A . For the flat coils, the x-flat design produced 

a gradient efficiency of 0.59 m T /m /A  at 10 cm, and the 2-flat design produced a 

efficiency strength of 0.81 m T /m /A  at 10 cm. While at 5 cm these strengths jump 

to 1.89 m T /m /A  and 2.1 m T /m /A . The half-cylindrical and cylindrical designs had 

a 10 cm gradient efficiency of 1.1 m T /m /A  and 3.3 m T /m /A , respectively. At 5 

cm the efficiencies are 5.3 m T /m /A  and 4.1 m T /m /A . These gradient efficiencies 

are illustrated by the graph in Figure 4.7. The total height of the bar represents 

the gradient efficiency at 5 cm, while the internal division represents the gradient 

efficiency at 10 cm. For comparison, the listed gradient efficiency of a full-sized body 

gradient, and a smaller, specialized head-neck gradient systems are shown on the 

right.

The strength of the butterfly design is largely counteracted by the decreased 30% 

and 50% homogeneity region. Figure 4.8 shows the size of the region of homogeneity 

calculated for each of the ML -optimized designed for F — 10 cm. For the x-gradient 

of the butterfly design, the region where the gradient is within 30% of maximum is 

6.5±0.7 cm, 4.0±0.7 cm and 10.0±0.7 cm in the x-, y-, and 2-axis respectively. For the 

2-gradient butterfly axis, this region is 9.8±0.7 cm, 3.8±0.7 cm, and 6.3±0.7 cm; for 

the x-flat design it is 9.4±0.7 cm, 2.0±0.7 cm and 9.4±0.7 cm; for the 2-flat design 

this region is 14.4±0.7 cm, 3.0±0.7 cm and 10.1±0.7 cm; for the semi-cylindrical 

design this region is 7.2±0.7 cm, 1.7±0.7 cm, and 7.3±0.7 cm. Finally, for the full-
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Fig. 4.7: The gradient efficiency at five and 10 cm from the surface of the coil for 
butterfly x-gradient, butterfly ^-gradient, half-cylindrical, cylindrical, x-flat, and z- 
flat geometries.



102

Fig. 4.8: Effective gradient region size. Regions o f 30% and 50% linear gradients.The 
graph illustrates the dimensions of the area of linear gradient along each axis for each 
design optimized for inductive merit. Each coil was designed with F =  10 cm

cylindrical design, this region is the largest at 12.0±0.7 cm, 12.0±0.7 cm, and 5.4 

±0 .7  cm.

4 .4  D iscu ss io n

Gradient patterns optimized for inductive merit were consistently shorter and thin

ner than the gradient patterns optimized for resistive merit. This is probably due to 

two effects. The first is the contribution of wire area to resistance as illustrated in 

Equation 4.18.

(4.18)
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For a copper wire of set resistivity (pc), the larger the wire area (A) is, the smaller 

the resistance (Rc). This would cause gradient systems designed for resistive merit to 

favour wire patterns with thick wires and thick layers. Combined, this results in an 

overall increase in length and thickness for a given number of windings. Competing 

with a drive to minimize resistance is the importance of proximity to the strength 

of a magnetic field and the resulting gradient. Equation 4.19 is the Biot-Savart law, 

illustrating that the strength of the magnetic field (B  ) is inversely proportional to 

the square of the distance from the source point or wire element (dl ).

« ■ / ¡ f  <*■*>

In Equation 4.19, /  is the current; ¡i0 is the permeability of free space; f  is the 

unit vector describing the vector from the source point or wire element to the field 

point, and R is the distance between the source point and the field point. The 

relationship between distance and field strength in Equation 4.19 was a counter for 

the trend to increased area and pushed towards slim plates and cylinders. For this 

set of simulations, when resistive merit was calculated, the benefit from the increase 

in wire area overcame the minor improvements of proximity to result in thick coils. 

For inductive merit, the benefit of increased wire area was completely removed, and 

the optimal coils tended towards thin plates.

The x-flat gradient design was essentially similar to the half-cylindrical design, 

and the resulting optimized resistive merits are essentially identical (4.7 for the x- 

flat and 4.6 for the half-cylindrical). However, the 180 degree curve in the wire 

pattern for the half-cylindrical design resulted in a significant effect on the optimized 

inductive merit. The x-flat design was capable of achieving a gradient efficiency of 

0.590 m T /m /A  with an inductance of 819 fiH (merit =  19.6.) The semi-cylindrical 

design, however achieved a gradient efficiency of 1.076 m T /m /A  with an inductance
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of only 608 [iH. The semi-cylindrical design was simulated with a low inductance 

because it was impossible to continue to add windings to the structure and maintain 

the minimum physical wire spacing of 3 mm. For all other gradient design systems 

(including the cylindrical design) the target inductance was achieved prior to reaching 

the wire-spacing constraint.

The gradients for these designs, calculated at 10 cm from the surface of the coil 

range from good (0.59 m T /m /A  for the x-flat gradient) to excellent (3.9 m T /m /A  for 

butterfly coil). However, at 5 cm, slightly closer to the surface of a coil, but still at a 

reasonable depth for regions like the neck, knee, or elbow joints, the efficiency jumped 

significantly for all designs. For example, 77= 1.9 m T /m /A  for the x-flat gradient and 

9 m T /m /A  for the 2-gradient butterfly coil. Figure 4.7 illustrates the effect of this 

proximity for all coils.

Although not optimized for, the imaging region size also has some importance. 

The effective imaging regions for the x- and 2-flat gradient designs were consistently 

larger than the imaging regions for the butterfly design. This can be seen by an 

examination of Figure 4.8. While the planar x- and 2- gradients provided a good 

gradient efficiency over a relatively large imaging region, the butterfly designs provide 

sharp improvements in efficiency over a much more limited region. In all cases the 

imaging region was significantly smaller than either the traditional full-body gradient 

or the head-neck customized gradient.

Most o f the local, gradients will allow improved b-values, as is illustrated in Figure 

4.9. In order to achieve a b-value of 1000 s/m m 2 for diffusion weighted imaging 

using a conventional whole-body gradient, assuming an optimum diffusion weighted 

pulse and amplifiers capable of outputting 300 A, a minimum of 39 ms of contrast

weighting is required before data can begin to be obtained. For comparison, only 5 

ms of weighting is required using the z-gradient butterfly coil, or 14 ms for the 2-flat
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Butterfly x-gradient 

Butterfly z-gradient 

X-Flat 

Z-F lat

Half-Cylindrical 

Cylindrical ( r =  10cm) 

Full-Body Cylindrical 

H ead-Neck Cylindrical

10 15 20

A+25 - diffusion duration [ms]

25 30

Fig. 4.9: Diffusion b-value calculated assuming a 300 A driving current. The graph 
illustrates the minimum contrast-preparation time required in order to achieve a 
particular b-value for each gradient designed for optimal inductive merit. Each coil 
was designed to have a F  of 10 cm.

gradient coil.

The faster imaging, made possible by the localized gradients, could improve image 

quality. If we assume a T2 value near 30 ms for tissue, this may result in approximately 

30%, or 70%, more magnetization at the start of data collection for a diffusion image 

weighted with a z-flat coil or butterfly coil, respectively, over the same 1000 s/mm2 

weighting with a body coil.
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4 .5  C o n c lu s io n

Strong gradients can be used in magnetic resonance imaging. However, in order to 

prevent peripheral nerve stimulation, the field of view may need to be reduced. Local

ized gradient coils have the potential to provide significant improvement in gradient 

strength for contrast weighting for diffusion imaging.

The shape of the supplemental gradient selected would depend on the desired ap

plication. For very small regions of interest, such as a plaque no more than a few 

centimeters across, a butterfly coil produces the strongest magnetic gradients for sur

face applications. However, the planar gradient design allowed for a larger region of 

interest. Finally, if the opportunity exists to completely surround the area, and still 

maintain close proximity to the region of interest, for example a hand or foot joint, 

then a small radius cylindrical gradient may provide the strongest gradient, although 

PNS may become an issue.

The selection o f the most appropriate gradient design will be application dependent, 

and if the control o f a fourth axis for diffusion weighted imaging can be implemented 

successfully, localized gradients will allow significant improvements in imaging time 

and signal to noise ratio.

In the following chapter, we investigate the use o f a representative butterfly design 

for obtaining diffusion-weighted images from phantoms in the bore of a 1.5T MRI

scanner.
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Chapter 5

Diffusion-Weighted Imaging with 

an Insert Gradient

5.1  I n tr o d u c t io n

In this chapter a method for doing diffusion-weighted imaging using a fourth- 

channel to power an insert gradient separate, from the imaging gradient set, is de

scribed. The chapter begins with an introduction to diffusion-weighted imaging and 

discusses the motivation for separating the gradient-function for diffusion-weighting 

from the gradient-function for imaging. The chapter moves on to discuss the de

sign, construction, integration, testing, and calibration of a butterfly insert gradient. 

Finally, the results of imaging with a fourth gradient are shown.

Diffusion-weighted imaging (DWI) in magnetic resonance imaging (MRI) can be 

used to gather information to try to answer a variety of questions including some 

regarding the composition of atherosclerotic plaques [1], joint and cartilage struc

ture [2], and brain connectivity [3]. Diffusion-weighted contrast produces data about 

the composition and structure of tissues that is unique from T\, T2, or proton- 

density-weighted imaging. Unfortunately, because of the time required to encode the
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diffusion-weighting in the pulse sequence, DWI is susceptible to motion artifacts [4] 

and suffers from a relatively low image signal to noise ratio (SNR) [5].

Diffusion-weighted imaging emphasizes the effect of the diffusion of magnetic- 

moments in the sample. An application of Fick’s law [6], in Equation 5.1, states that 

the diffusion-length (d) is a function of the square root of the diffusion co-efficient 

(D ), and the duration of the random walk it).

d =  2 y/Dt (5.1)

If a linearly varying magnetic field, like the switched gradients used in image ac

quisition, is applied to a sample, a hydrogen nucleus (proton) diffusing through that 

gradient will experience a position-dependent magnetic field. At the end of the gra

dient application, the magnitude of the received signal from any point along the 

gradient will be reduced by contribution of protons that have diffused into, or out of, 

that region and are out-of-phase with the rest of the sample. This signal loss, due to 

diffusion, is the mechanism of contrast in diffusion-weighted imaging [7].

The diffusion weighted signal loss can be distinguished from signal loss due to other 

T2 effects by using a particular spin echo sequence. A  gradient is applied for a fixed 

period of time in order to cause a precise amount of dephasing; the magnetization is 

rotated 180 degrees; then a second, identical, gradient is applied to perfectly rephase 

the static components of the image [8].

The signal acquired from a diffusion-weighted pulse sequence (S) in Equation 5.2 is 

proportional to the T2 weighted image of the spin echo pulse sequence, but is modifier) 

by a diffusion-weighting factor (e~bD).

S  a  M ae~bDe~^2 (5.2)
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In Equation 5.2, D [mm2/s] is the diffusion coefficient of the tissue, and b [s/mm2] 

is the b-value defined in Equation 5.3 for the pulse sequence in Figure 5.1 [9].

b =  tW | A  -  || (5.3)

In Equation 5.3, G is the applied gradient [mT/m], S is the duration of the gradient 

pulse [ms], and A  is the separation between the gradient pulses [ms]. The more 

rapidly the signal can be acquired, the less T2 relaxation occurs, resulting in a larger 

overall signal and better SNR.

The b-value weighting, on the other hand, is a balancing act. Since the contrast is 

dependent on eliminating signal from regions of diffusion, increased b-values provide 

better contrast only up to a point. When the SNR of the diffusion-weighted image 

becomes too degraded by the high b-value, the information is lost.

A  strong gradient, pulsed rapidly, has the potential to allow b-values to be ob

tained with short echo-times (TE) during spin-echo-diffusion-weighted imaging, thus 

improving SNR and reducing motion sensitivity. However, such strong gradients 

run the risk of inducing peripheral nerve stimulation [9]. Some localized, and non- 

cylindrical gradients have been shown to have higher stimulation thresholds [10] [11], 

and permit rapidly switched gradient fields to be operated with larger gradient mag

nitude. Unfortunately, over-restricting the field of view during imaging can also cause 

image artifacts [12]. An ideal gradient system for diffusion-weighted imaging would 

provide a strong, localized gradient over a small area for the diffusion weighting, and a 

weaker, whole body linear gradient for image acquisition. These requirements suggest 

the inclusion of a fourth gradient coil dedicated to diffusion-contrast.

The inclusion of a fourth axis is an extension of current technology. Multiple- 

channel-radio-frequency transmit and receive systems have become common practice
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Fig. 5.1: A  gradient is applied to the excited magnetization of a sample (A). The 
molecules are allowed to diffuse and the magnetization is rotated 180 degrees (B). A 
second, identical, gradient is applied to re-phase the magnetization (C), and an echo 
planar imaging sequence is used to obtain an image (D).



113

[13] [14], and recent experiments have demonstrated the feasibility of operating a 

constant-field electromagnet in the bore during imaging for additional, and novel 

contrast weightings [15].

A  powerful gradient for diffusion weighted imaging that is useful over a limited field 

of view could assist in determining the composition of small structures in the body, 

such as atherosclerotic plaques in the neck, tumors in the breast or small spaces in 

knee or wrist joints.

To determine if a signal to noise advantage could be obtained in diffusion-weighted 

imaging using strong gradients, a localized insert gradient was operated in addition to 

traditional full-body gradients to produce apparent diffusion coefficient (ADC) maps 

in a phantom.

5 .2  M e th o d s

A number of steps were required to integrate the insert gradient into a diffusion 

pulse sequence. First the gradient was designed, using a computer simulation, and 

constructed. To get the insert integrated and working with the M R system, a control 

system had to be constructed to manage the amplifier power to the gradient and the 

pulse sequence for the insert had to be timed so that it lined up precisely with the 

timing of the spin-echo sequence used for normal T2 weighting.

W ith the -amplifiers hooked up and the pulse sequence timing known, the insert and 

the system could be tested. A  phantom was imaged with the amplifiers delivering 

no current, to asses any major susceptibility issues in the insert that might result in 

image distortion. Also the phantom was imaged while the insert was powered to asses 

amplifier bias.
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Calibration of the system was required prior to attempting diffusion-weighted imag

ing with the insert. A  homogenous phantom was imaged while the insert was powered 

with a diffusion-weighted sequence. From the signal loss in the diffusion-weighted im

age, the b-value at each point could be calculated and, based on the b-value at each 

point, an estimation of the gradient efficiency map at a height above the insert could 

be made. A  gradient efficiency map based on the idealized gradient coil was also 

calculated from simulation.

Finally, a gelatin/water phantom was imaged, the peak of the gradient maps (both 

from simulation and measurement) were aligned with the location of the peak gradient 

in the gelatin/water phantom image. The diffusion-weighted images were processed 

using the gradient efficiency maps to determine the b-value at each point and calculate 

the ADC for the materials.

5 .2 .1  D esign

The butterfly coil design shown in Figure 5.2a was selected for construction. While 

not precisely the optimal design from Chapter 4, the gradient produced by this design 

was sufficent to demonstrate the enhanced diffusion-weighting process. The coil con

sisted of two solenoids with 7 radial windings each and 5 axial windings. The selected 

wire pattern was simulated to generate the expected resistance, inductance, magnetic 

field, and magnetic field gradient. The predicted magnetic field strength is shown in 

Figures 5.2b. The map of the simulated gradient strength is show in Figure 5.2c. The 

peak gradient efficiency was calculated to be 5.67 m T /m /A  at 3 cm above the surface 

o f the coil. This efficiency was much greater than the approximately 0.18 m T /m /A  

efficiency of the whole body gradients. The insert efficiency map was used during the 

analysis o f the insert-gradient-diffusion-weighted image to determine ADCs in Section 

5.3.3.1.
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Fig. 5.2: Illustration of a butterfly coil (A). The inner radius was 1 cm; the length was 
14.95 cm, the width was 7.45 cm, and the depth was 1.9 cm. (B) The profile of the 
^-component of magnetic field at 3 cm from the surface. Finally, (C) the ^-gradient 
of a butterfly coil at 3 cm from the surface. A  rectangular region of 30% uniformity 
at the centre has an area of 17.46 cm2 (2.90 cm in the x-axis and 6.02 cm in the 
z-axis)

5 .2 .2  C on stru ction

The selected coil was constructed by winding 3 mm hollow copper wire around a 

1 cm radius bobbin. Additional electrical insulation was added between the layers 

of the copper tubing resulting in 3.91 mm wire spacing. The final dimensions of the 

two-solenoid butterfly coil were 14.95 cm long (2-axis), 7.47 cm wide (z-axis), and 

1.96 cm deep (y-axis). Figure 5.3 is a picture of the wound coil prior to final potting.

The solenoids were potted in a thermally conductive epoxy. A cooling system and 

electrical connections were attached as shown in Figure 5.4a to supply water to assist 

in heat dissipation during gradient operation. The water was supplied in parallel 

to both coils while the coils were powered serially. Finally, the gradient system was 

attached to a press-board base designed to weight the system and allow it to slide 

into the bore of a 1.5 T GE system as shown in Figure 5.4b.
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Fig. 5.3: Physical butterfly insert without electrical and cooling connections, after 
the epoxy used in the winding process had hardened.

5 .2 .3  Integration

5.2.3.1 Power

Once the construction was complete it was possible to determine the electrical 

properties of the system, compare them to simulation, and use the real values to set 

up the current feedback compensation circuit and solder it to the amplifier. Based on 

the documentation provided by Techron, the resistance and capacitance components 

required for current compensation were determined. The system was connected to a 

variable resistor and capacitor and the component selections for the amplifier com

pensation circuit were fine-tuned. The system was powered by AE Techron Model 

7796 amplifiers, capable of providing up to 210 A  (10 kVA peak) to the system. Extra 

low pass filters were installed in the filter-panel for the fourth gradient channel.

5.2 .3.2 Control

The amplifiers were controlled by a Lab View script, run from a Toshiba laptop. 

As illustrated in Figure 5.5, the Lab View script was triggered by a TTL signal from 

the amplifiers driving the RF coil, indicating the start of the pulse-sequence. The
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Fig. 5.4: (A) Cooling and electrical system for potted coil. (B) Press board insert 
and terminal block designed to fit on the patient bed of the 1.5 T  MRI system.
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Fig. 5.5: The MRI pulse sequence was controlled by software which sent a signal to 
the amplifiers to drive the RF and gradient system of the MRI scanner. The amplifiers 
also produced a TTL  pulse which triggered a Lab View script enabling the control of 
a Techron amplifier to drive the butterfly insert.

amplifier was driven by an National Instruments card (Model 6629) that served as a 

waveform generator. The card was capable of a sampling frequency of 250 kHz, and 

an amplitude resolution o f 250/j.V (corresponding to an amplifier-current resolution 

of 5 raA).

5.2 .3.3 Timing

Figure 5.6 shows the pulse sequence for a diffusion-weighted sequence. When trig

gered by the TTL  pulse the Techron amplifiers drive the butterfly coil according to 

the pulse sequence shown on line Gdiffusion line in Figure 5.1.
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Fig. 5.6: (A) First application of the spin-echo pulse sequence produces an image 
with no diffusion weighting. (B) Second application of the pulse sequence produces an 
image with signal loss in areas where diffusion in the readout direction has occurred.

The insert-gradient pulse sequence was timed by mapping out the gradient sequence 

for a standard b=100 (T R /T E /B W  =  10000 ms/ 49.8 ms/ 1953.12 Hz/pixel), x-z 

imaging plane. Each diffusion-weighted pulse sequence constructed using the whole 

body gradients consisted of two applications. An application of the spin-echo sequence 

without diffusion weighting (Figure 5.6A), followed immediately by an identical ap

plication of the sequence with the addition of two diffusion weighting lobes (Figure 

5.6B, A  =  14.9 ms, 5= 9.3 ms). This diffusion pulse-sequence produced two images, 

a non-weighted one to serve as a baseline for the diffusion-weighted image produced 

in the second application.

The insert gradient pulse sequence was adjusted to correspond with the the first 

acquisition (Figure 5.6A). Prior to the 180° RF flip, the insert rose to maximum 

gradient strength in 1 ms. The maximum gradient was held for 7 ms, and then the 

gradient fell to 0 in 1 ms. After the 1800 flip the pulse was repeated. The duration 

of the second (5) was adjusted in steps of 0.01 ms and by no more than 0.04 ms 

to maximize the magnitude of the diffusion-weighted signal. There was a 14.7 ms 

separation between the pulses.
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To utilize the insert gradient, the MRI system was instructed to run the entire pulse 

sequence twice for each experiment. All told this resulted in 2 sets of 2 images, but 

the second image of the set was discarded. The first time, the diffusion-weighted pulse 

sequence was run without powering the insert gradients, resulting in the production 

of an unweighted image (from section A), as well as a weighted image (from section 

B) that was ignored. On the second run through the pulse sequence, the insert 

gradient amplifiers were synchronized to the TTL  pulse, indicating the start o f the 

pulse sequence and powered as illustrated in Figure 5.1. The image produced by 

section A  of this run was the diffusion-weighted image and, again, the second image 

was discarded.

So, finally, two images were obtained: a T2-weighted image acquired using the 

whole-body gradient only, and a diffusion-weighted image using the insert gradients 

to provide diffusion pulses.

5 .2 .4  T estin g

5.2.4.1 Susceptibility

To determine the effect of the presence o f the gradient insert on imaging, and 

identify any susceptibility problems due to materials used in the construction of the 

insert, a solution of 5 g/l cupric sulphate was imaged using the whole body gradients 

while resting on top of the centre of the insert gradient. A gradient recalled echo 

sequence was run with the following imaging parameters: T R  =  100 ms; matrix =  

256X256; slice thickness =  10 mm; NEX =  2; FOV =  20 cm; Flip angle =  90°. 

Six images were taken, 2 each with the system a) plugged into energized amplifiers 

and held at 0 V ; b) plugged into un-energized amplifiers; c) leads left open. In each 

case an image with a high bandwidth (122.109 Hz/pixel) and low bandwidth (15.625 

Hz /pixel) was obtained, as low bandwidths tend to exacerbate any susceptibility
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artifacts.

5.2 .4 .2  Amplifier Bias

The insert was intended to be powered only during diffusion-weighting. Any current 

flow during the actual image acquisition or slice selection (due to a small bias in the 

amplifiers) would distort the image and lead to signal loss. During imaging, the 

butterfly insert was placed in the magnet bore and connected to the amplifiers in 

2 configurations. The homogenous phantom was imaged with a spin-echo diffusion 

weighted sequence (T R /T E /B W  =  10000 m s/ 85.5 m s/ 1953.12 Hz.pixel) with the 

following parameters: matrix =  256X256; slice thickness =  2.5 mm; NEX =  16; 

FOV =  20 cm. The current from the amplifier to the insert was set to 40 A. Then 

the cables powering the butterfly were reversed, and the homogenous phantom was 

imaged again, with the maximum current from the amplifiers set at -40 A. Absent of 

amplifier bias these two images would be identical, because both the leads and the 

current direction were inverted, to result in no change in the pulse sequence. However, 

the bias in the amplifier would manifest itself as a difference in the image as the bias 

reversed direction when the cables were flipped.

Due to the results of the amplifier bias test, the circuit was modified by installing 

a switch at position S in Figure 5.5 to block amplifier current output during imaging 

gradient operation (and at all times other than activation of the diffusion pulses) and 

enable the insert gradient only when it was required. The amplifiers were carefully 

balanced to eliminate any remaining bias.
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Fig. 5.7: Calculation of ADC. Using a spin-echo pulse sequence, T2 and diffusion- 
weighted images were collected for b =  100, 200, 500, 1000, and 2000 s/mm2 . The 
SNR of the water and gelatin was calculated using the diffusion-weighted image and 
the combination of images was used to determine the ADC of each component of 
the phantom. The ADC of water was used later in the determination of the insert 
efficiency.
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5 .2 .5  P reparation

5.2.5.1 Determination of A D C : whole-body diffusion-weighted imaging

The flow chart in Figure 5.7 shows the process used to determine the diffusion 

coefficients. A  phantom with liquid and gelatin components, shown in Figure 5.8, 

was imaged (without the insert gradient) with a diffusion-weighted spin-echo sequence 

(T R /B W  =  10000 ms /1953.12 Hz/pixel ) minimum TE and a diffusion weightings 

of b =  100, 200, 500, 1000, and 5000 s/mm2 (TE =  49.8, 55.2, 64.8, 74.4, and

86.5 ms ). The image acquisition parameters were as follows: field of view, 20 cm; 

section thickness, 2.5 mm; matrix =  128x192; NEX =  16. The apparent diffusion 

coefficient was calculated by a taking the logarithm of a pixel by pixel ratio of the 

image from section A  to section B. The result of that operation was then divided by 

the appropriate b-value.

The SNR of the diffusion-weighted image was calculated by sampling a 440 pixel 

ROI inside each of the gelatin, the water, and the noise background. The average sig

nal of the water and the gelatin was then divided by the mean of the noise background 

and multiplied by a Rician correction factor [12].

5.2 .5 .2  Determination of insert gradient efficiency

The flowchart in Figure 5.9 describes how the efficiency was experimentally deter

mined for the insert gradient. The homogenous water phantom was imaged using 

the butterfly insert with 22.25A, 30A, 40A, and 60A of current running through the 

coil during the diffusion pulse. A spin-echo diffusion-weighted sequence was used (TR  

/T E /  BW  =  10000 ms /49.8 ms /1953.12 Hz per pixel) with the following parameters: 

matrix =  128X128; slice thickness =  2.5 mm; NEX =  16; FOV =  20 cm.

Knowing the ADC value from the analysis above, the image data was used to extract 

the effective b-value produced by the insert on a per-pixel basis, for each current level.
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Fig. 5.8: Top view (A) and side view (B) of phantoms used during diffusion-weighted 
imaging. A  homogenous liquid phantom is shown (left) and a water/gelatin phantom 
is shown (right).
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The b-values were then converted into an apparent gradient. The gradient maps were 

smoothed by convolution with a 2D gaussian kernel with a width of three pixels and 

the peak gradient from each map was plotted. A  linear-least-squares-fit was made 

to the plot o f peak gradient vs. current. The slope and intercept of this plot was 

extracted from the fit.

The map produced by the application o f 60A was used for the remaining operations. 

The map was normalized to a maximum of 1 and then scaled by the magnitude of the 

intercept to produce an intercept map. The intercept map accounts for signal loss due 

to inexact timing of the pulse sequences, and imperfect rephasing. The intercept map 

was subtracted from the 60A map, and then result was divided by 60 (the applied 

current) to produce an efficiency map.

5 .2 .6  Im aging

The gel-liquid phantom was imaged with the insert gradient driven at 20 A, 40 A, 

and 90 A, during diffusion-weighting in a spin-echo pulse sequence ( TR  /  T E / BW  

=  10000 ms /  49.8 ms /  1953.12 Hz per p ixe l). The parameters of the pulse sequence 

were identical to those already discussed, and the diffusion weighting was performed 

with two 7 ms pulses separated by 14.7 ms. Figures 5.10 and 5.11 illustrate how 

the efficiency maps are used to calculate the b-value at each point for a given pulse 

sequence.

5.2 .6.1 Alignment

The first step was to appropriately position the previously calculated efficiency 

map for the insert. To do this the location of peak gradient must be pinpointed in 

the newly-aquired images. The information from the whole-body gradient diffusion- 

weighted sequence (b=100) was used to produce a ADC map. This ADC map is 

combined with the insert-gradient-diffusion-weighted current and sequence timing
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Fig. 5.9: Calculation of gradient efficiency. Using a spin-echo pulse sequence T2 and 
diffusion-weighted images were collected for the timing corresponding to b =  100. A 
map of the b-values was constructed assuming the ADC for water collected previously. 
The map of the b-values was converted into a map of the gradient strength using the 
sequence timing parameters. The map was smoothed and an efficiency map was 
calculated by subtracting the intercept from each gradient map and dividing by the 
applied current.



127

Fig. 5.10: Alignment of efficiency map. The location of the peak efficiency was 
determined by fitting the efficiencies (calculated from the b=100 whole-body-diffusion 
sequence and the insert-gradient diffusion image) with a second order polynomial. 
The peak was then aligned with the location maximum efficiency in the previously 
calculated efficiency maps.
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parameters to produce a gradient map. Although this gradient map represents the 

effect of the insert on the image, it could only serve as a locator map due to the 

poor approximation of gelatin ACD that was obtained from the b=100 whole-body- 

gradient sequence. The peak point o f the locator map was identified by fitting a second 

order polynomial horizontally and vertically to the efficiency, and then aligning the 

peak of the locator map with the peak of the previously calculated efficiency map for 

the insert.

5.2.6.2 A D C  calculation: measured and simulated efficiency maps

Using the aligned efficiency map, intercept map, and pulse sequence timing param

eters, a map of the b-values across the image was calculated. This was combined 

with the T2 and diffusion weighted images obtained using the insert to calculate the 

ADCs for the phantom. Prom the diffusion-weighted image the signal intensity in 

both the water and gelatin signal were obtained from a 440 pixel region of interest. 

The standard deviation of the noise level from an adjacent 440 pixel region was also 

aquired. This information was used to calculate the SNR for the images.

This process of determining the ADC was repeated a second time. However in 

the repetition, the efficiency maps calculated from the simulated gradient coil were 

substituted for the efficiency map determined from the experiment.

5 .3  R e s u lts

5 .3 .1  P h ysical design

The insert gradient was designed to have a mutual inductance of 80 ¿¿H and a 

resistance of 9.9 m il. The electrical properties of the constructed coil were slightly 

different. At 1 kHz, the measured inductance was 83±5 //H, and the resistance was 

17±3 m il
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Fig. 5.11: Calculation of ADC using gradient insert. A map of the b-values is cal
culated from the sequence timing parameters and the aligned efficiency maps. The 
b-value map is combined with the T2 and gradient-insert diffusion weighted images 
to determine the ADC for the water and gelatin components of the phantom.
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Fig. 5.12: A  GRE image obtained with the unpowered gradient insert. Images (A), 
(B), and (C) were obtained at 122.109 Hz/pixel. Images (D), (E) and (F) were 
obtained at 15.625 Hz/pixel. (A) and (D) were obtained with the gradient attached 
to the amplifier and the amplifier energized. (B) and (E) were obtained with the 
gradient attached to the amplifier, and the amplifier not-energized. (C) and (F) were 
obtained with and open circuit. Frequency-encode direction is along the x-axis.

5 .3 .2  Testing

The results of imaging with the gradient insert in the bore, but not powered, are 

illustrated in Figure 5.12. The top row shows the images obtained at a relatively 

high bandwidth (122.109 Hz/pixel) and the images on the bottom are obtained at 

a relatively low bandwidth (15.625 Hz/pixel). Each column represents a different 

circuit configuration for the insert. In the first column the gradient was attached to 

an energized amplifier that was held at 0 A. In the second column the gradient was 

attached to an un-energized amplifier and in the third column the detached gradient 

was an open circuit.
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Z

(A) (B) (C)

Fig. 5.13: (A) Magnitude of diffusion-weighted image with 40 A  driving current. (B) 
Magnitude of diffusion-weighted image with -40A driving current and complementary- 
cable configuration. (C) Difference image of A-B (C). Frequency-encode direction is 
along the x-axis.

Figure 5.13 shows the result of flipping the cables and inverting the amplitude of 

the current during the pulse sequence. The image in 5.13a and b are a homogenous 

phantom imaged with the cables driving the coil at 40 A  and -40 A  (with the cables 

connected in a complementary configuration). Figure 5.13c is the difference between 

Figures 5.13a and Figures 5.13b. The existence of a difference between 5.13a and 5.13b 

indicated inconsistencies in the system driving the insert that should be reduced in 

order to limit de-phasing and loss of the M R signal.

5 .3 .3  P reparation

Figure 5.14 shows the images of the water/gelatin phantom taken using conven

tional diffusion-weighted imaging with a whole body gradient. The first column is the 

T2 weighted image taken with increasing T E ’s. The second column is the image with 

diffusion-weighting (increasing b-values). The final column is a map of the apparent 

diffusion coefficient obtained using a pixel-by-pixel ratio of the images in the first two
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Weighting Phantom

Water ADC 
[x l0 _4mm2/s]

Water
SNR

Gelatin ADC 
[x l0 _4mm2/s]

Gelatin
SNR

cr II H
-i O o 22.9±5.5 (0.30) 12.4 11±19 (1.1) 4.85

cr II to o o 21.3±3.3 (0.18) 10.3 15±13 (0.73) 3.7
b =  500 20.4±2.2 (0.12) 5.4 11.6±5.5 (0.30) 2.4
b -1000 18.3±2.1 (0.11) 2.6 5.9±2.9 (0.16) 2.0
b -  2000 10.3±1.0 (0.053) 1.9 2.4±1.5 (0.082) 1.9

Table 5.1: The apparent diffusion coefficient measured using the whole-body gradient 
only, for each region of the liquid/gel phantom at b =  100, 200, 500, 1000, and 2000 
s/mm2 A D C ’s are quoted as the mean ±  standard deviation (standard error).

columns and prior knowledge of the b-values.

The diffusion coefficients and standard deviation for the phantom, imaged with the 

whole-body gradients only, are shown in Table 5.1 for a range of b-values. At b=  100 

s/mm2 the apparent diffusion coefficient (ADC) o f water was 22.9 ±  5.5 x l0 _4mm2/s . 

This varied somewhat as the b-value of the pulse sequence changed. Similarly, the 

apparent diffusion coefficients for the gelatin part of the phantom are also shown in 

the table (11.6 ±  5.5 x l0 _4mm2/s  at b =  500 s/mm2). Literature values place the 

self-diffusion coefficient for pure water at room temperature at 22 x l0 _4mm2/s  [16]

The top row of Figure 5.15 shows the diffusion image of the homogeneous phantom 

imaged with a pulsed current of 0 A, 22.25A, 30A, 40A, and 60A. The second row 

represents a map of the b-values, based on the apparent diffusion coefficient for the 

water at b=100 s/mm2 from Table 5.1, with the curve across the image smoothed 

and filtered to remove high frequency noise by convolution with a gaussian kernel. 

At 22.25 A  (pulsed at a 5 of 7 ms and a A  of 14.7 ms) the b-values were calculated 

from the experiment to range from 10 to 125 s/mm2 across the image; at 30 A, the 

b-values were determined to range from 12 to 250 s /m m 2; at 40 A the b-values were 

found to range from 19 to 380 s /m m 2; finally, the 60A  b-values were found to range
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Fig. 5.14: (A-E) represent M i, the non-diffusion-weighted images obtained in the first 
application of the sequence. From (A) to (E) the sequence TE ’s are 49.8, 55.2, 64.8, 
74.4, and 86.5 ms. (F-J) represent M 2, the diffusion-weighted images obtained in the 
second application of the sequence. From (F) to (J) the sequence b-values are 100, 
200, 500, 1000, and 2000 s/mm2. (K-O) represents the apparent diffusion coefficient 
maps representing the result of the operation log(jfe)/b. The images in this figure 
were obtained using only the whole-body gradients. Frequency-encode direction is 
along the x-axis.
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Fig. 5.15: The top row represents the diffusion weighted image of the homogeneous 
phantom taken with an insert gradient pulsed at (A) 0 A, (B) 22.25A, (C) 30A, (D) 
40A, and (E) 60A. The b-value map in the second row was developed by smoothing 
and filtering the pixel-by-pixel calculation of the b-value for (F) 0 A, (G) 22.5 A, (H) 
30 A, (I) 40 A and (J) 60 A of peak driving current. Frequency-encode direction is 
along the x-axis.

from 19 to 621 s/mm2.

The peak gradient for each of 22.25A, 30A, 40A, and 60A was calculated from 

the b-value maps and plotted in a graph in Figure 5.16. The line through the data 

points represents the linear-least-squares fit, and the slope represents a peak gradient 

efficiency of 5.30 ±  0.59 mT/m/A, which is close to the peak simulated gradient 

efficiency of 5.67 m T /m /A  at 3 cm. The intercept of the graph is 111± 24 mT/m

5.3 .3 .1  Im aging using insert gradients

Finally, Figure 5.17 shows the apparent diffusion coefficients of the gelatin/water 

phantom collected using the insert gradient, and processed with the b-value maps 

obtained using the homogenous phantom.
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Current (A) [7 ms pulses, 14.7 ms separation]

Fig. 5.16: The peak gradient strengths calculated from the b-value maps when the 
current is driven at 22.250A, 30A, 40A, and 60A. The slope of the fitted curve is 
5.30 ±  0.59 mT/m/A, the intercept is 111± 24 mT/m. Error bars are the standard 
deviation of the gradient values of 25 surrounding pixels
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Fig. 5.17: ADC of liquid/gel phantom collected with an insert gradient producing b- 
values of (A) 52-99, (B) 145-307, (C) 581-1332. (D), (E), and (F) are the corresponding 
images weighted with the diffusion-insert. (G) is the non-diffusion weighted image 
of for TE=49.8 ms. The white boxes represent the region where noise was measured 
in the diffusion image, and the region where the signal was measured for both the 
gelatin and the water. Frequency encoding was in the z-direction
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b-value range Phantom

b min b max Water ADC Water Gelatin ADC Gelatin
[.s/mm2] [.s/mrri* [x l0 _4mm2/s] SNR xlO _4ram2/s] SNR

52 99 23.6±10(.55) 10.2 20.9 ±35(1.9) 3.6
145 307 25.1±8.0(.44) 4.5 13.6±12(.65) 2.4
581 1332 21.8±5.2(.29) 1.4 10.5±6.2(.34) 1.3

Table 5.2: The apparent diffusion coefficient measured in the liquid/gelatin phantom 
using the insert gradient. Values are quoted as the mean ±  the standard deviation 
(standard error). SNR is for the diffusion-weighted image.

b-value range Phantom
b min b max Water ADC Gelatin ADC

[.s/mm2] [.s/mm2] [x l0~ 4mm2/s] x l0 _4m m 2/s]
49.2 83 41.7±8.03(.43) 20.7±36(1.9)
152 255 29.9±2.85(.15) 15.3±11(.60)
658 1104 26.0±4.3(.24) 12.4±4.8(.26)

Table 5.3: The apparent diffusion coefficient measured in the liquid/gelatin phantom 
using the insert gradient and the b-value map simulated from the assumed gradient 
design. Values are quoted as the mean ±  the standard deviation (standard error)

From the diffusion-weighted images the signal to noise ratios were calculated and 

the apparent diffusion coefficients were determined for both the water and the gelatin. 

These values are listed in Table 5.2. The AD C ’s calculated using the simulated b- 

values are listed in Table 5.3.

5 .4  D is cu ss io n

5 .4 .1  P h ysical C on stru ction

The self-inductance of the butterfly coil insert matched the simulated self-inductance, 

to within the errors of the measurement. However, the resistance o f the constructed 

magnet was greater than simulated. This discrepancy was because of the electrical
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connections that were required in a practical implementation that were not included 

in the simulation. The coil had a low initial resistance and even the minimal addition 

of leads and connectors significantly increase the resistance of the system.

5 .4 .2  T esting

The GRE imaging of the water phantom resting on top of an unpowered gradient 

insert demonstrated the lack of significant susceptibility differences introduced by the 

insert alone. This first test showed that the mere presence of the insert gradient did 

not significantly distort the image.

Ideally, the direction of the cable connection should not make a difference in image 

acquisition. However, the difference image taken during the system calibrations show 

that some anomalies existed. This indicated either a bias in the amplification sys

tem, or that induced currents were producing unwanted gradients during the imaging 

process.

Significant distortion did occur during diffusion-weighted imaging both with and 

without power to the gradient insert, as is evidenced in Figures 5.13, 5.14, and 5.17. 

The curvature in the frequency encode direction was common to the pulse sequence 

done both with and without the presence of the gradient insert in the bore. Further 

investigation into the pulse sequence is needed to correct this image distortion.

5 .4 .3  A p p aren t diffusion coefficient: w hole b od y  gradients

The diffusion coefficients of the phantom changed depending on the b-value used to 

measure it using the full-body gradients. The true self-diffusion coefficient of water 

can be obtained using other methods and is known [16]. As was shown in Table 

5.1, in MRI the pulse sequence parameters can affect the ADC for water as reported 

from a diffusion-weighted image. For tissue a wide range of ADCs are reported in
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MRI literature [17]. Often discrepancies come about as increased diffusion time allows 

molecules more o f a chance to encounter walls, structures, or other barriers to diffusion 

and decrease the measured ADC as the time allowed for diffusion increases.

The calculated ADC may also decrease due to the non-zero noise floor of an MR 

image. From Figure 5.14 it can be seen that as the b-value increases the signal in the 

diffusion-weighted image decreases. The apparent diffusion coefficients are calculated 

by taking a ratio o f the T2-weighted image (numerator) to the diffusion-weighted 

image (denominator). As the b-value increases, the signal from the diffusion-weighted 

image should decrease and approach zero. In practice the mean of the denominator 

approaches the mean of the noise of the image, which is something greater than zero. 

This results in a decrease in the calculated diffusion-coefficient as the SNR of the 

diffusion-weighted image degrades.

Another confounding issue in calculating ADC values is the possibility for impre

cision in the applied pulse sequence. Any mis-match in the two lobes of the gradient 

can cause dephasing in static molecules that is not completely rephased in the second 

diffusion pulse. An error here would result in a perceived increase in the apparent 

diffusion coefficient across all elements of the image. However, in this case we see 

an initial value o f ADC in water which is very close to that of literature, at b=100, 

followed by a decrease in ADC with longer b-values. So imprecise diffusion-lobe re

phasing is unlikely to be the reason for the multiple values in the ADC measurement 

using the whole-body gradients.

5 .4 .4  Insert gradient efficiency

The b-value produced by the pulse sequence for a range of input currents was 

measured for the homogeneous phantom. Based on a pulse sequence with a TE (49.8 

ms), gradient strengths were calculated from these b-values. The peak of gradient
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strength calculations for each input current were plotted on a linear graph that was 

fit with both a slope and an intercept. The slope represents the gradient efficiency. 

The non-zero intercept was unexpected and required some explanation.

We hypothesize that this error is due to a mis-match in the diffusion-weighted 

pulses. The waveform generator driving the insert gradient had a maximum time 

resolution of 4 ¿¿s, the amplifiers were capable of currents of up to 210A, and the 

peak efficiency o f the simulated coil of 5.67 m T /m /A .

If over At =  .004ms on one lobe of the diffusion-pulse a gradient of G =  5.6 [mT/m/A] x 

20 [A] =  112m T/m  was mis-applied across a single pixel r =  1.6 [mm] then the change 

in magnetic field B  across the pixel would be:

A B — G x r (5.4)

=  112[mT/m] x 0.0016[m]

=  0.18[mT],

The applied gradient would result in a maximum signal dephasing of:

(f) =  jA B A t  (5-5)

=  27r x  42.577[kHz/mT] x  0.18[mT/m] x 0.004[ms]

=  0.1918[rad],

The signal dephasing would appear as a loss in signal magnitude Smismatch■
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Smismatch de
f 4,12 cos (9)

J-<t>/2 4>
sin(4>/2)

0/2
sm (0.1918/2) 

0.1918/2 
0.9985

(5.6)

This represents a 0.2% signal loss for every image acquisition. If the real gradient 

efficiency was rj =  5.7mT/rn/A and a current of 20 A  was applied to the gradient 

insert, then the expected gradient strength {Gcaicuiated) would be:

Gcaicuiated Tj Y I

=  5.6{mT/m/A] x  22.00[A] 

=  112[mT/m].

(5.7)

Assuming a A  =  14[ms] and a ô — 5[ms]. This would result in a b-value of:

bcalc =  -  5/3)

=  6.99. [s/mm2]

(5.8)

Given an apparent diffusion coefficient of D =  22.9 x 10 4mm2/s  this would result 

in a signal reduction in the diffusion-weighted image of:

C* . , — p bcalcD&diffusion —  c (5.9)
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_  e -6.99x22.9xl0-4

=  0.9841.

However, because there is also signal loss due to the mis-matched gradient lobes, 

this results in a total signal reduction during diffusion-weighted imaging of:

Stotal —  SmismatchSdif fusion
=  0.9841 x 0.9985 

=  0.9826.

(5.10)

During image analysis, all signal loss was interpreted as if it had come from diffu

sion, thus the b-value from the experiment (bexp) would be:

bexp total)
D

7.66[s/m m 2

(5.11)

From the experiment b-value, an apparent gradient Gexp would be:

Gexp =  ( ^ 5 2( A - 5 / 3 ) ) W  (5.12)

=  117{mT/m\.

The difference (^¿//between the calculated gradient and the actual gradient, given 

20 A of applied current would then be:

Gdiff Gexp Goaloulated (5.13)
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=  5.2 [mT/m].

If we found the apparent gradients for a range o f driving currents, we would get a 

Gdiff of 5.2 mT/m at 20.OA, 2.7 mT/m at 40A, 1.8 mT/m at 60A, and 1.3 mT/m 

at 80A. A  linear-least-squares fit applied to the calculated gradients would result in 

a decreased slope (5.54 mT/m/A) and an intercept of 5.90mT/m.

If the timing error on the pulse, in practice, were larger than 4 [is then the intercept 

would increase. For example, a timing error of 20 [is would result in an intercept of 

108m T/m. This analysis suggests an explanation for the intercept in Figure 5.16. It 

also suggest that future refinements of this would would include a waveform gener

ator capable of higher-resolution timing adjustments. Because Gdiff decreases with 

applied current, if this mismatch is the source of the error, then the ADC at higher 

b-values (higher gradient strengths), obtained with the gradient insert, may be more 

accurate than those obtained at low b-values (and low driving currents) when using 

the insert.

5 .4 .5  D iffusion-w eighted im aging w ith  the insert

Using the insert, we were able to image the non-homogenous phantoms at b-values 

that ranged from 100 -1300 s/mm2 while maintaining the relatively short TE obtained 

at b =  100 for the whole body coil. The pulse duration required of the gradient inserts 

was less than 10 ms and the separation was less than 15 ms. The ADC showed some 

shift in the measured diffusion coefficient, the largest being in the measurement of 

the gelatin diffusion coefficient at low currents. In that case the precision of the 

measurement was poor, and the selection of a different region -farther from the centre 

of the b-value map, would have resulted in a more accurate diffusion coefficient for the 

gelatin. As the maximum current in the gradient insert increased, the precision of the 

calculated ADC measurement increase and a b-value range of 581-1332 the standard
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deviation over a region of gelatin was six times less than the standard deviation 

for that same area at b =  52-99. The improved precision in the AD C ’s that were 

obtained at high b-values would permit differentiation between sets of tissues with 

similar ADCs.

5 .5  C o n c lu s io n

The operation of the insert gradient at b-values greater than 200 allows for good 

SNR in the image when compared to diffusion-weighted images obtained by the whole- 

body gradients alone. Traditionally this could be parlayed into fewer averages (faster 

imaging). There are some complications due to pulse sequence timings for the insert 

gradient, and the pulse sequence needs to be carefully examined to eliminate image 

distortion.

A b-value range o f 581-1332 can be obtained using the insert gradient with a signal 

to noise improvement over traditional diffusion weighted imaging. This improvement 

promises improved diffusion-weighted imaging with an improved SNR which might 

be translated into a reduced number of image averages. The inclusion of an insert 

for diffusion-weighted imaging will permit a finer differentiation of diffusion contrast 

within an image and will allow us to examine more closely how the ADC changes 

with the time allowed for diffusion.
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Chapter 6

Thesis Summary and Future Work

6.1  T h e s is  S u m m a ry

This thesis has detailed the design, evaluation, and integration of a localized gradi

ent coil in diffusion-weighted contrast magnetic resonance imaging, as well as inves

tigated the electrical and nerve stimulation characteristics of gradient systems.

Rapidly switched gradient coils induce electric fields during magnetic resonance 

imaging. Those electric fields were simulated using a finite-difference algorithm [1] 

and the Visible Man Model [2]. The variability in the simulation was evaluated by 

altering the model’s resolution, relative size, and position.

The most important parameter for the simulation was model resolution. Without a 

minimum of 3-mm isotropic resolution, fine detail in the sinuses and other air passages 

was lost. From scaling the size of the model, it was possible to see the variation in the 

magnitude of peak due to some geometry alterations. This improved the estimation 

of error in the nerve rheobase values calculated from the electric field calculations.
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In order to perform rheobase calculations, both the experimentally determined 

magneto-stimulation thresholds and the exact wire pattern of the gradient need to 

be known. This information is available for the head/neck customized and a full- 

body gradient. The wire pattern for a planar system with a limited field of view 

was also known, and so peripheral nerve stimulation experiments were performed. 

These experiments showed that, when compared to either the full-body gradient set, 

or a localized gradient designed for the head and neck region, the planar gradient 

system could operate stronger gradients, and switch between maximum and minimum 

gradient strengths more rapidly without causing stimulation.

The electric fields induced in the Visible Man model were simulated and compared 

to the stimulation thresholds, and locations of stimulation reported in the experiment, 

and the nerve rheobase and chronaxie times were calculated. These values were 

similar, but not identical to, the nerve rheobase and chronaxie times calculated for 

the head/neck gradient system.

The high stimulation thresholds in this planar experiment suggested higher gradient 

strengths might be achieved by building small, localized, gradient systems. The planer 

geometry of the gradient system also indicated that the design space for these localized 

gradients was not required to be cylindrical, as many full body gradient systems are.

Five design spaces were investigated, for five different coil geometries, a cylindrical 

fingerprint coil, a coil wound on a half cylinder, a four loop x-flat coil, a three-loop 

z-flat coil, and a butterfly coil. Each of the design spaces was investigated for both 

resistive and inductive merit. Given eventual fabrication constraints, a limit on the 

inductance was more of a restriction than resistance considerations. All optimal 

gradient designs, for both inductive and resistive merit, reached inductance limits 

(or in one case wire-spacing limits) prior to reaching resistance limits. O f the non- 

cylindrical designs, the butterfly coil produced the strongest gradients. The largest
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area of linear gradient was produced by the planar designs.

A  butterfly coil was built and powered as a fourth axis during diffusion weighted 

imaging. This gradient was driven separately using Techron amplifiers and was con

trolled by LabView on a Toshiba laptop. The diffusion pulses were applied prior to an 

spin-echo imaging sequence. After confirming the b-values attainable using the coil, 

diffusion-weighted images were produced with the coil. Using the fourth axis gradient 

coil, diffusion-images weighted with a b-values of 100-1000 s/mm2 were achieved in 

a time frame that permitted b-values of only 100 s/mm2 using standard full body 

gradients. The signal to noise ratio of the image showed an improvement of nearly 

100%.

6 .2  F u tu re  W o r k

Many sections of the work in this thesis presented opportunities for future research.

6 .2 .1  Sim ulation  work w ith  additional m odels

Several additional human models now exist in sufficient resolution to provide useful 

simulation data. Repeating the simulations with female and child sized models may 

provide insight into the pattern of stimulation and promote the predictive value of 

the simulations.

The most important information for the electric field simulation is the location of 

the air cavities. Theoretically, it might be possible to pair stimulation nerve thresh

old experiments with a high-resolution, full body MRI image. If the MRI image 

could be segmented into conductive and non-conductive regions, a paired simula- 

tion/experiment analysis could be done.
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6 .2 .2  Peripheral nerve stim ulation  experim en ts

Several geometries were introduced in the consideration of a localized gradient coil. 

While stimulation studies were performed on larger gradient and cylindrical systems, 

those same studies are more rare for the butterfly and half-cylindrical coils. Profiling 

the stimulation thresholds for these geometries, and comparing the thresholds to 

the simulated electric fields would be an important next step. These studies would 

provide information to aid in the prediction of PNS, and detail the operational limits 

on the gradient strengths and slew rates for these coils when used in diffusion-weighted 

imaging.

6 .2 .3  Im aging studies

The analysis in Chapter 5 indicates that improved timing resolution might pro

duced better diffusion-weighted images. Upgrading the technology driving the cur

rent amplifiers may produce significant improvements in analysis of apparent diffusion 

coefficients with the insert gradient.

Clarke et.al. [3] demonstrated atherosclerotic plaque segmentation using multi

contrast MRI images. The diffusion-weighted contrast was important for identifying 

necrotic tissue and calcification. A diffusion-only gradient could be used in a multi

contrast protocol to shorten the time required for the diffusion-weighting. It would 

be important to demonstrate that the diffusion-gradient-coil did not adversely affect 

the SNR of the Ti- and T2- weighted images.

The incorporation and control of an extra gradient into MRI systems is currently 

awkward and requires manipulation of two control stations, a console for the MRI 

system and a separately triggered instrument to control the fourth gradients pulse 

sequence. Currently, there exist multiple channels for RF signals; given the improve

ments in imaging possible with localized gradients, it is not inconceivable that future



iterations of MRI system designs will allow for the possibility of an inclusion of 4, 

independently driven, gradient coils.
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Appendix A

Electric Field Simulation

The electric field calculations presented in this work employed a finite difference 

method implemented in C + +  [1]. The gradient wire patterns were represented as a 

series o f discrete current elements. Each element was represented by a set of Cartesian 

co-ordinates (x, y , z) and a vector describing the length (dl) of the element along each 

of the three orthogonal axis (dx,dy,dz). This information completely specified the 

length, location, and direction of current flow for the source point.

The calculation of vector potential (A) was performed through an implementation 

of Equation A .l which is a discretisation of the integral defining vector potential in 

Equation A .2.

Â {x ,y ,z , (A.1)

(A.2)

In Equation A .l, R2 — (x — x*)2 +  (y — yi)2 +  (z — Zi)2, and n is the number of 

current elements approximating the wire pattern.
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Decomposing a gradient waveform into its Fourier spectrum, the constituent wave

lengths of the signal through the wire are much longer than the length of individual 

gradient coil windings, so one can consider the applied current to be the same in ev

ery current element without consideration of transmission line effects. Therefore, the 

electric field due to vector potential (EA) can be found by multiplying the result of 

Equation A .l with the applied current slew rate (dl/dt) as demonstrated in Equation 

A.3.

E a (x , y, z, t) =  ~ ^ p A (x , y, z) (A.3)

The electric field at each point in space for a three dimensional solution was cal

culated by looping through all of the current elements and summing each elements 

contribution to the total field.

The scalar potential was calculated by approximating tissue as conducting mate

rial, classifying air as a homogenous non-conducting material, and solving Laplaces 

equation at every field point in the solution space. Lapaces equation was expressed in 

the algorithm by the discretized form of Equation A .4. The algorithm adjusted the 

value of In in order to minimize the residual (resid). Through numerous iterations 

the residual was eventually reduced to 0 for all field points, thus satisfying Laplace’s 

equation.

resid =  $¿-1 -t- +  $k-i +  $¿+1 4- $ J+i +  $¿+1 -  6$rt (A .4)

In Equation A.4, In represents the nth-voxel under evaluation at position (¿, j, k) 

and $ i+i, $*.+1, 4>fc_/ represent the scalar potential in the neighboring

voxels along the x -, y-, and 2-axes. The minimization is accomplished by an iterative 

relaxation method. The value of the vector potential $n assigned to each voxel is 

such that Equation A.4 has a residual value of 0. This, in turn, affects the residual
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of the surrounding voxels. Each point is considered sequentially and adjusted to set 

the residual to 0. On the next iteration it is corrected to account for the effect of the 

voxels evaluated after it in the cycle. The simulation is considered to have converged 

on a solution when the magnitude of the adjustment across the entire image that was 

required to set the residuals of Equation A .4 to 0 was less than a threshold.

At a boundary (a tissue voxel which was adjacent to at least one air voxel), the 

calculation of the residual was performed with Equation A .5. This represented a 

discretization of the boundary condition for this system Equation A .6.

3

resid =  ^  N (n)X A I(n) -  H(n) (A.5)
n= 1

§ = « ■ £ .  (A.6)

N(n) in Equation A.5 is the unit vector representing the normal to the boundary 

described in Equation A .7.

ft(n> =  [Ni(n),Nj (n),N k(n)]-1 (A.7)

A I  (n) represents the gradient of scalar potential across the boundary and is given 

by Equation A .8.

A /(n )  [Ii±l Ini Ij±l Ini Ik± 1 It (A.8)

H  was the component of the electric field perpendicular to the boundary expressed 

in Equation A .9.

H(n) =  ([Eai(ri), E aj(n), E ak(n)] • N(n))  x N(n) (A .9)
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Convergence was accelerated during early iterations by using the Equation A. 10.

§ n(it +  1) =  $ n(*t) -  ^  (A.10)

In Equation A.10,£I(ii) was an acceleration factor for the itth iteration, f l(it) 

amplified the correction made to In early in the process so that the residual is not 

adjusted to precisely 0. This means that early iterations were over-corrected, but as 

the number of iterations increased, the size of the correction was rapidly decreased 

and the solution converged more quickly.

The magnitude o f the adjustment required for each point was summed over the 

entire data set and compared against a threshold. If the total required correction 

was greater than the threshold, the algorithm was iterated again. Eventually, the 

adjustments fell below the threshold, and the scalar potential profile was considered 

converged.

The iterative approach to determining scalar potential depended on being able to 

correctly set the boundary conditions for each voxel on the surface of the conducting 

object. To identify these boundaries the representation of the model was simplified so 

that each voxel tissue type, Tn was assigned a value of 0 (for air or non-conducting ma

terial) or l(for tissue or conducting material). To evaluate boundary status Equation 

A. 11 was used.

status — 6Tn — (Tj+i 4- Ti_i +  T)+i +  i 4- Tk+1 4- Tk~i) (A. 11)

If the status was positive, then the voxel represented a tissue voxel on a tissue- 

air boundary, otherwise the voxel represented either air, or a homogenous section of 

tissue.



The normal to the surface at a point was estimated by averaging the 28 cross 

products calculated from the vectors formed between that point on the surface and 

the eight nearest surface voxels. Each cross product was multiplied by -1 if needed 

to ensure that it pointed from the inside to the outside of the object. The resulting 

average vector was normalized to a magnitude of 1.
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