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Abstract

During today’s age of unparalleled connectivity, language and data have become powerful

tools capable of enabling effective communication and cross-cultural collaborations. Neural

machine translation (NMT) models are especially capable of leveraging linguistic knowledge

and parallel corpora to increase global connectivity and act as a tool for the transmission of

knowledge. In this thesis, we apply a data-based domain adaptation technique to fine-tune pre-

existing NMT transformer models with attention mechanisms for the task of patent translation

from English to Japanese. Languages, especially in the context of patents, can be very nuanced.

A clear understanding of the intended meaning requires comprehensive domain knowledge and

expert linguistic abilities, which may become expensive and time-consuming. Automating the

translation process is helpful; however, commercially available NMT models perform poorly

for this task as they are not trained on highly technical words whose meaning may depend

on the relevant domain in which they are used. Our aim is to enhance the performance of

translation models on highly technical inputs using a range of essential steps, focusing on data-

based domain adaptation. These steps collectively enhance the NMT model’s performance and

increase the model’s baseline BiLingual Evaluation Understudy (BLEU) score by 41.22%.

Keywords: Machine translation, NLP, neural machine translation, patent translation, do-

main adaptation, self-attention, Transformer architecture, low-resource domains, technical in-

formation, translating legal documents
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Lay Summary

In an age of innovation driven by technology, a globally increasing number of patent applic-

ations are being filed, according to the World Intellectual Property Organization (WIPO). In

2022, the UN reported that patent applications increased to more than 278,000 patent applica-

tions, and according to Carsten Fink, the chief economist at WIPO, 2022 ”represents the 13th

year of uninterrupted growth” [1]. With patent applications and global connections around

the world increasing at a steady rate, the need for patent translation using machine translation

(MT) systems also increases. Translation in any field is a complex problem requiring a deep

knowledge of the natural language pairs involved. Simply applying language rules to trans-

late text does not return accurate or acceptable translations because language is a complex,

nuanced system that is affected by different cultural, social, and historical factors. Automated

translation is even more complex for patent documents as they are highly technical documents,

often containing legal terminology. To translate a patent, the translator must be well-versed in

subjects pertaining to legal jargon and the relevant technical domain.

Due to advancements in the field of MT, especially in neural machine translation (NMT),

the field of patent translation has seen a growth in interest. Currently, the most common ar-

chitectures of NMT used for translation are the transformer model, recurrent neural networks

(RNNs), and the encoder-decoder architecture, or variants of the three. This study uses a pre-

trained transformer model with an encoder-decoder architecture and attention mechanisms.

Another source of challenge stems from low-resource domains where the translation model is

not able to learn highly technical words and phrases. One technique that aims to remedy that is

data-based domain adaptation. This technique leverages the value of data in order to train the

model to perform well in its target domain.

References: [1] United Nations. (2022). Patent filings hit a record high in 2022, Un Agency

reveals. Retrieved April 30, 2023, from https://news.un.org
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CHAPTER 1

Introduction

When thinking about the process of translation, it may seem ostensibly simple: first, a trans-

lator, whether human or machine, must decode the meaning of the original text and then encode

that meaning back into the target language specified. However, when we break down these two

steps, the hidden complexities beneath the surface become clearer. To achieve an accurate

translation, the translator must have a comprehensive understanding of the components rep-

resenting languages, such as syntax, semantics, lexicology, etc., of both the source and target

languages as well as the culture of the speakers of both languages. In the practice of machine

translation, we refer to the language of the original input text as the source language (SL), and

the language being translated into is referred to as the target language (TL) [118].

Additionally, the task of translating includes having to navigate lexical ambiguity. Many

words that are either homonyms or polysemous cause lexical ambiguity because they are words

that have the same spelling but their meanings vary and may be dependent on the context that

they are used in. Lexical ambiguity requires a translator to identify the expected meaning

behind the words in order to choose the right word in the target language and translate correctly

[1]. Inflectional morphemes, a source of lexical ambiguity, further confound the translation

1



2 Chapter 1. Introduction

process. For example, the word number in the English language may be a noun, or it may

be the inflected form of numb [1]. This makes selecting the correct translation meticulous

work for a machine as the correct word choice is often dependent on the context. On the other

hand, words that are not ambiguous in the source language may be open to more than one

interpretation in its target language. This lack of one-to-one correspondence between words in

different languages makes translation a complex, time-consuming, and costly task.

A different origin of complexity in translation is syntactic ambiguity, where the syntax of a

sentence leads to more than one meaning. This type of ambiguity is particularly more complex

to a computer because humans are able to pick up on the intended meaning through context,

while computers have a difficult time discerning multiple possible meanings [1]. For instance,

it is clear to humans that the sentence ”the stolen wallet was found by the fire hydrant” means

that the wallet was found next to the fire hydrant. However, a computer might interpret it as

the fire hydrant finding the stolen wallet. These ambiguities, among many others, make it very

difficult for a computer to represent the structure of a language in the form of rules.

Translation becomes even more complex when patent documentation is introduced into the

mix, which involves patent conditions, correspondence with lawyers, and a unique writing style

[73]. The translator requires deep knowledge of technical terms and a comprehensive under-

standing of the legal language to achieve high-quality translations. As powerful documents for

encouraging innovation, patents require excellent language pair expertise. Compromising on

the accuracy of the translation may create a case for fraudulence or potentially interrupt the pat-

ent filing process, which may lead to other consequences such as theft of inventions, expenses,

and delays, among many others [74]. To overcome the aforementioned limitations, research-

ers have employed automation systems as tools for translation, known as machine translation

models.
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1.1 Context and Motivation

Machine translation (MT hereafter) has been an active and rapidly evolving technology in

today’s software engineering scene, even though the idea of using automatic translation pred-

ates the invention of computers by a few hundred years. Notable mathematicians and philo-

sophers such as Leibniz and Descartes put forth the idea of using numerical codes as a universal

language in the seventeenth century [1]. Though this idea has been around for a long time, the

emergence of machine translation, in the modern sense, is said to have taken place in 1949

when Warren Weaver published a memorandum titled ”Translation” [2]. In the ”Translation”

memorandum, Weaver formulated specific goals and methods that overcame the substantial

limitations created by the straightforward method of word-to-word translation and presented a

set of ideas for machine-aided translation based on the principle of information theory. In es-

sence, the objective of MT is to translate text or speech from a source natural language (SL) to

a target natural language (TL) through the use of a computer, and with or without the need for

direct human intervention. Early research done in the field of computational linguistics stead-

ily led to progress in linguistic and computational techniques, and eventually, the rule-based

machine translation (RBMT) system was developed.

RBMT is a system that heavily depends on language theory since it is formed using a

collection of grammatical and linguistic rules. In order to translate text using RBMT, extens-

ive syntactic knowledge of both the SL and TL is required by a linguist so that they may

define rules for the system to follow using information such as lexical, syntactic, semantic, and

morphological congruities of both languages. Simply put, the process of translation involves

applying predetermined rules to the SL in order to output a translation in the TL. RBMT com-

prises three different types of systems: direct, transfer, and interlingua systems [13]. The most

rudimentary method of machine translation is direct MT. To translate text, direct translation

models often rely on a vast collection of language pair-dependent rules that connect different

grammatical and lexical events in the SL to their realizations in the TL [13]. As seen in Fig-

ure 1.1, the direct translation method requires a minimal structural analysis of input text (SL)
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that is needed for translation [64] and is akin to that of using a dictionary for word-to-word

translation. Its directness, however, limits its ability to carry the nuances of the SL over to the

translated TL as it does not consider a key component of the translation process: context. In-

direct RBMT approaches, such as transfer and interlingua approaches, remedied this limitation

to a degree.

Figure 1.1: A schematization of the direct translation system [3]

For the former indirect RBMT approach, analysis, transfer, and synthesis are constituents

of the process of transfer translation systems. This process entails the analysis of the SL into

TL-independent representations [88, 89]. These representations are then transferred into syn-

tactic structures dependent on the TL via translation rules and then synthesized to produce a

translated output in the TL [88]. In interlingua translation systems, two main stages are in-

volved. First, the SL is translated into an intermediate abstract representation independent of a

natural language, also called an interlingua. This representation of the SL is then decoded and

translated into the TL [90].

A comparison of Figures 1.3 and 1.4 with Figure 1.1 highlights the differences in complex-

ity between the direct and indirect systems. To further understand the relationship between the

three RBMT approaches, the Vauquois triangle illustrated in Figure 1.2 shows how the systems

are related to one another as well as RBMT’s evolution. The triangle, established by Bernard

Vauquois in 1968 [4], displays the trade-off between the depth of analysis and the amount of

transfer knowledge used by the three systems. The base of the triangle, where the direct method

is found, requires minimal depth in analysis but the most amount of transfer knowledge. The
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Figure 1.2: The Vauquois triangle adapted from [4]

depth of analysis increases moving up the triangle, and the amount of transfer knowledge de-

creases moving down the triangle. The interlingua system is found at the top with the most

amount of transfer knowledge as well as the most depth of analysis. Though indirect systems

are more advantageous than direct translation, they still lack accuracy in translated text, and

they are more computationally expensive. The manual creation of rules that map syntax and

grammar for both the SL and TL also requires a thorough knowledge of both languages. The

limitations of both the direct and indirect methods called for a more robust system which led

to the emergence of statistical machine translation (SMT).

Figure 1.3: A schematization of the transfer translation system [3]
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Figure 1.4: A schematization of the interlingua translation system [3]

As suggested by the name, statistical machine translation models are statistical models

trained on large parallel text corpora that align the sentences or phrases of the SL and TL. The

main idea behind SMT is to approximate the translation task. Utilizing probabilistic methods

given a source input, SMTs search for the most likely translation. Statistically, modern SMT

models are defined as a y∗ = argmaxyP(x|y)P(y) where y∗ is the target text given some source

text x with the objective of maximizing the two feature functions: the translation model P(x|y)

and the language model P(y). The argmax operation searches for the target sentence with the

greatest predicted probability [4]. This method is referred to as the source-channel approach

and is regarded as one of the earliest SMT methods, however, it does not come without lim-

itations. Because the source-channel approach depends on calculating the probability of two

independent functions and then calculating the product between them, this method is compu-

tationally very expensive, especially with very large corpora. They are difficult to optimize for

the same reason [92]. Additionally, the search process or decoding of the argmax is an NP-

hard problem, and thus very complex [93]. Och and Ney [91] presented a framework of SMT

that extends the baseline source-channel method and mitigates the limitations of the afore-

mentioned method. Their framework uses a log-linear model and is given by the following

equation:

y∗ = argmaxy(
∑

i

fi(y, x)λi) (1.1)
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where fi(y, x) are the feature functions, and λi are the associated weights of the features.

During training, the maximum likelihood estimation adjusts the weights of the features to max-

imize the probability of determining the correct translated target text given a source text [92]

and uses log probabilities to represent the translation and language models [95]. The approach

with the log-linear model improves the source-channel method by being more powerful and

flexible as it permits the amalgamation of different features such as a translation and language

function, lexical translation and alignment probabilities, as well as phrase tables [94]. Al-

though the source-channel approach is still used for low-resource languages and noisy data,

most modern SMT systems use the log-linear model because of its ability to incorporate mul-

tiple features for better translation results than the source-channel. However, by eliminating the

limitations of the source-channel method, the log-linear SMT model raises its own problems.

Namely, the incorporation of multiple features is considered to be a double-edged sword since

each feature must be optimized individually before being combined together.

Possessing the potential for growth, machine translation moved from log-linear SMT mod-

els to neural machine translation (NMT) models. The basic idea behind NMT is to use end-

to-end trained neural networks to encompass the entire process of machine translation without

the need for feature engineering [15]. The similarities between SMT and NMT lie in the fact

that they both utilize and rely on large corpora of sentences in the source language and their

corresponding target sentences. Their similarities diverge with the implementation of con-

tinuous vector representations of linguistic units by NMT models. This differs from SMT

models, which implement discrete symbolic representations [16] and rely on lexical and align-

ment units; a radical improvement over earlier MT techniques. A detailed description of the

architecture and components of NMT models is provided in Sec. 2.1.

The world has grown increasingly connected and more technologically advanced, and this

is reflected by the increase in patent applications in new and different technology spaces over

the years. In 2020, the reported number of patents filed worldwide increased by 1.6% with

3.3 million patents filed, where approximately 85% of the total number of patents filed were
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accounted for by five national/international patent offices [28]. The National Intellectual Prop-

erty Administration of the People’s Republic of China (CNIPA) received upwards of 1.5 mil-

lion applications, followed by the United States Patent and Trademark Office (USPTO), which

received 597,172 applications. Ranked third, the Japan Patent Office (JPO) had 288,472 applic-

ations, the Korean Intellectual Property Office (KIPO) had 226,759, and finally, the European

Patent Office (EPO) had 180,346 [28]. Figure 1.5 below demonstrates the growth of patent

applications from 2006-2020 worldwide. MT of patents becomes an important problem as it is

useful, in terms of industrial use, for countries to be able to file patents in foreign languages.

The translation must also be as accurate as possible since even a small variation of the inten-

ded meaning may lead to legal loopholes that will be taken advantage of to exploit intellectual

properties [29].

Figure 1.5: Number of Patent Applications Submitted Each Year From 2006-2020 [28]

Although commercially available translators like Google Translate, Microsoft Translator,

and DeepL offer machine translation with a high level of accuracy for generic and nontechnical

texts, more specialized domains rely on industry-specific training data to translate the text so

that the translation may be relevant in their context [30]. While Google’s Cloud Translation and

Microsoft’s Translator allow for custom translation and model training to counter this issue, the

cost of using them risks getting expensive since more complex and large training data, as well

as custom translations, lead to high costs, which may be prohibitive. Custom translations with
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Microsoft are done using their C2-C4 instances where the cost of using those instances ranges

from $2,055 / month to $45, 000 / month respectively [31]. This incurs a large expense, espe-

cially for companies with many patent grants. For instance, IBM, which ranked as 2021’s most

innovative company in the US IP space, had 9, 130 and 8, 682 patent grants in 2020 and 2021,

respectively [32]. Since IBM offers a range of products and patents corresponding to different

industries, the use cases would require multiple model training, which further increases the

cost.

Given the difficulty of MT and the high cost associated with it, continued research in the

field of MT is extremely important, and therefore, the motivation of this research is to demon-

strate the enhancement of recent pre-trained NMT models using the application of deep learn-

ing and computational linguistics for the purpose of patent translation from English to Japan-

ese.

Why English-Japanese?

In general, NMT systems are trained on parallel corpora consisting of tens to hundreds of

millions of sentences, and a dataset of this enormity is most commonly accessible for only a

few highly resourced language pairs such as English paired with some European languages,

Arabic, and Chinese [124]. Though the English-Japanese pairing is not considered to be a low-

resource language, to the best of our knowledge — only one English-Japanese parallel corpus

has been created for the purpose of patent translation by the Japanese Patent Office for the

Workshop on Asian Translation (WAT). The training corpus is made up of one million parallel

sentences from Japanese patent descriptions which were sourced from only four out of eight of

the IPC sections [121]. Though sufficiently large, the corpus risks overfitting and catastrophic

forgetting due to domain mismatch.

Additionally, the motivation for selecting the English-Japanese (en-ja) pair specifically was

a direct result of the business objectives of our industry partner Xlscout, and the need for an
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efficient patent translator within the industry, as shown in our discussion.

1.2 Objective and Contribution

As discussed by Saunders in [80], in situations where the domain is known and the training data

relates closely to the test set, such as for the WMT shared tasks [119], sentences belonging to

the known domain will be best translated by the NMT system as the system has been adapted to

that domain. Knowing the domain is not a common scenario, however, and it is especially not

common for patent translation. Scenarios, where a corpus does contain known-domain labels,

may also prove to be unhelpful as the labels may not necessarily be indicative of the entire text.

For example, this thesis may be filed and labelled as a document belonging to the domain of

computer engineering, but this broad domain could encompass machine learning and network

security, consequently leaving the exact domain that the thesis belongs to vague to an NMT

system.

The objective of the work presented in this thesis is to enhance the performance of neural

machine translation systems for the task of patent document translation using domain adapta-

tion. Specifically, we work to improve the results obtained from translating patent documents

of highly technical domains, from English to Japanese. We collect and generate a bilingual par-

allel corpus using 120, 000 patents across 8 technical domains from an IPC database. We then

fine-tune and adapt 3 pre-trained transformer models, such as MarianMT, and evaluate their

results with the aim of increasing the degree of similarity between the SL and TL sentences

from patent documents. Adapting pre-existing models also allows us to avoid reinventing the

wheel, and lets us stand on the shoulders of past NMT researchers [57, 6, 21, 8] to gain integral

insights for the task of translating complex language structures. The specific interest in using

the English-Japanese language pair for translation is motivated by the business objectives of

our industry partner, XLScout.
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1.3 Thesis Structure

To provide a comprehensive exploration of the thesis topic, the structure of the thesis from this

point onward will be as follows:

• Chapter 2 provides background information on NMT systems as well as a literature re-

view of the different applications of machine translation. We also cover the nature of

patent translation from English to Japanese, as well as the challenges that may arise

from the en-ja language pair.

• Chapter 3 covers the methodology of implementing a domain adaptation technique. We

also discuss the architecture of our baseline models, including hyperparameters, and

explain how our research constitutes a domain adaptation problem.

• In Chapter 4, we explain the details of our experimental setup and discuss the results.

• Chapter 5 concludes the work of this research by summarizing key points and discussing

possible future directions, including some limitations.



CHAPTER 2

Neural Machine Translation: A Review

This chapter offers an in-depth review of the literature pertaining to recent developments in

NMT models and explores existing studies that have tackled similar challenges in various do-

mains using domain adaptation techniques. By examining these studies, our objective is to

identify state-of-the-art techniques, comprehend their limitations, and adapt them to the do-

main of patent translation. By doing so, we aim to contribute to the advancement of NMT

models in translating patent documents, thereby facilitating effective communication within

the realm of intellectual property.

The chapter begins with an overview of NMT (Sec. 2.1) and its applications (Sec. 2.2).

Subsequently, it explores the challenges associated with patent translation and the need for

domain adaptation techniques to improve translation quality (Sec. 2.3). Additionally, the lit-

erature review covers studies that have addressed similar problems in different domains and

highlights their contributions and limitations (Sec. 2.4).

12
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2.1 Neural machine translation techniques

While many neural language models have emerged for the task of machine translation, the

encoder-decoder model is considered to be the foundational model used for most NMT sys-

tems [81]. As such, the NMT models used for our research all comprise the encoder-decoder

baseline architecture. The following paragraphs will focus on discussing its architecture.

In essence, an NMT model with the encoder-decoder architecture accepts a source text

input x through the encoder, encodes it as a vector known as a context vector, and passes it

to the decoder which decodes the vector to output a translated text y. The most widely used

method for encoders and decoders that utilizes two recurrent neural networks (RNNs) was first

proposed by Cho et al [7]. Since then, many variations in the choice of neural network used

within the architecture have emerged and will be briefly reviewed in Sec. 2.1.1. We first explain

the architecture of the encoder-decoder framework statistically.

Within the framework, the encoder sequentially reads a fixed-length input x = (x1, .., xn)

and calculates the hidden state such that

h(t) = f (h(t−1), xt), (2.1)

where h(t) is the hidden state at each time step t and f is a nonlinear activation function

such as a logistic sigmoid function or a long short-term memory (LSTM) network which was

first used by Sutskever et al. [8]. Once the entire sequence has been read, the encoder generates

a context vector c that holds the hidden states of the entire input sentence. The decoder, another

RNN, predicts the symbol yt given h(t). In the decoder, the hidden state is given by Equation

2.2,

h(t) = f (h(t−1), yt−1, c). (2.2)
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The conditional probabilities of both RNNs are given by Equation 2.3,

P(yt|y1, .., yt−1, c) = g(h(t), yt−1, c), (2.3)

where g is another activation function. Together, the encoder and decoder are trained so

that they maximize the conditional log-likelihood. Bahdanau et al. [6] proposed a novel archi-

tecture that extended and improved the basic architecture so that the encoder was made up of

a bidirectional RNN and the decoder that (soft-)searched through the source sentence during

the decoding process. They argued that using a fixed-length input vector serves as an obstacle

and showed that relieving the encoder of encoding the entire information within the source

sentence into a vector of fixed length improves the model. To achieve this, the authors defined

the conditional probability of the RNNs so that the probability is conditioned on ct for each

target output yt. The equation is as follows:

P(yt|y1, .., yt−1, x) = g(yt−1, st, ct), (2.4)

where st is the hidden state given by

st = f (st−1, yt−1, ct). (2.5)

The context vector here is dependent on annotations (h1, .., ht) that contain information on

the source sentence, focusing on the t-th word and its surroundings within the source sentence.

The context vector ct is generated using the weighted sums of ht. The weights of each annota-

tion are computed using an alignment model which calculates how well the input and output in

the ith and jth position match. This provides the decoder with an attention mechanism to allow

it to focus on parts of the source sentence deemed important and thus removing the need for a

fixed-length vector [6].
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2.1.1 Modelling variants of the encoder-decoder framework

As a collection of algorithms inspired by the function and structure of the human brain with

the ability to identify patterns and make predictions among other uses, neural networks (NN)

have emerged as powerful tools for modeling conditional probability distributions with more

than one input. NNs have traditionally been divided into three distinct classifications: recurrent

neural networks, long short-term memory neural networks, and feed-forward neural networks.

Recurrent neural network

In a recurrent neural network (RNN), each node receives both the output and the input values of

the previous layer’s node, i.e. the network’s neurons send feedback to each other. Feedback in

RNNs is referred to as recurrent loops over time. Not only does this overcome the limitations

of FFNNs and allow the network to process inputs of arbitrary lengths but it is able to work

with sequential data such as time series data [96].

The architecture of a simple RNN is made up of an input layer, as well as recurrent hidden

and output layers. The hidden layer consists of mathematical equations, which can be referred

back to in Sec 1.1, and a set of values that compiles all required information about the net-

work’s previous layers over a number of timesteps. The collection of integrated information

helps the network to learn and output precise future behavior of the network [97]. Similar to

FFNNs, the hidden layers of RNNs contain an activation function. The graphs of common

activation functions can be seen in Figure 2.1 [98]. Linear functions may also be used in place

of nonlinear activation functions, however, a polynomial of degree one is very simple to solve

and lacks the complexity required to learn the complex mappings from the network [99].

The capacity of the RNN to represent intricate temporal and sequential dependencies within

the input data is dependent on the activation function selected. Widely used functions such

as the rectified linear unit function, ReLU, capture nonlinear interactions between the input

values and their relationship over a period of time, allowing the network to model complex

relationships, and the use of each function depends on the type of problem at hand.
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Figure 2.1: Activation functions and their graphs [98]

For instance, the range of the sigmoid function, over its entire domain, is between 0 and 1

so it may be selected where the output of the network must be within that range like in binary

classification problems. The disadvantage of the sigmoid function is that it is susceptible to

the vanishing gradient problem, as is the tanh function [99]. The ReLU function thresholds

the range at 0 and thus is computationally cheap. Additionally, the rate at which the stochastic

gradient descent (SGD) converges is faster than it is for sigmoid and tanh [96]. Figure 2.2

illustrates an overview of the RNN architecture (2.2a) and an unfolded structure over time of

the same RNN (2.2b).

Long short-term memory neural networks

Feedback is also very prevalent in the brain [96]. In generality, its functionality may be able

to include some of the brain’s dynamics, such as retaining memory of past inputs [100]. Al-

though recurrent connections allow a network to understand complex temporal dependencies,

the algorithms used in the training of the network may profoundly induce a threshold for the

memory produced by the recurrent connections. All RNN models are susceptible to both van-

ishing and exploding gradients and thus, they are only capable of learning short-term temporal



2.1. Neural machine translation techniques 17

(a) The architecture of an RNN (folded)

(b) The architecture of an RNN (unfolded)

Figure 2.2: RNN Architecture with a visualization of recurrent cycles [96]

dependencies [96]. For the network to retain long-term temporal dependencies within the data,

the architecture of the hidden units in the network is changed from activation functions to

memory cells. Within the memory cells are gates that control the flow of input and output data

to neurons in the hidden layers. The gates determine what information should be retained by

the network and what information should be forgotten [101]. Resultantly, the consequence of

vanishing and exploding gradients is lessened. Networks that implement the use of memory

cells are called long short-term memory, or LSTM networks and they are among the most

efficient for the use of long-term dependencies.

The architecture of an LSTM cell is composed of input gates, forget gates, output gates, and

a cell activation element. If the input and output gates are closed, the contents of the memory

cell stay the same between time steps [102]. Mathematically, the components that make up the

LSTM cell can be defined by the equations given in Table 2.1.1 below:
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Table 2.1: LSTM units [102]

Components of LSTM cell Equation *

(a) Block input zt = g(Wzxt + Rzyt−1 + bz)

(b) Input gate it = σ(Wixt + Riyt−1 + pi ⊙ ct − 1 + bi)

(c) Forget gate f t = σ(W f xt + R f yt−1 + p f ⊙ ct − 1 + b f )

(d) Cell state ct = it ⊙ zt + f t ⊙ ct−1

(e) Output gate ot = σ(Woxt + Royt−1 + po ⊙ ct + bo)

(f) Block gate yt = ot ⊙ h(ct)

* where, xt is an input vector at time t
W is a rectangular input weight matrix
R is a square recurrent weight matrix
p is a peephole weight vector
b is a bias vector

Feed-forward neural networks

Feed-forward neural networks (FFNN) get their name from the fact that information flows in

one direction with no feedback from the outputs to the inputs [103]. Structurally, they are made

up of three components: the input layer, the hidden layer(s), and the output layer. Unlike the

latter two layers, the input layer does not perform any computations. Instead, it is responsible

for receiving input data in the form of a vector or matrix. The length of the input vector for a

typical FFNN must be a specified value because the input layer is made up of a fixed number

of nodes or neurons. In other words, the total number of input values will be determined by

the size of the FFNN’s input layer. This serves as a limitation in the network’s performance,

especially for tasks like natural language processing [103].

Connected to the input layer is the hidden layer. Depending on the number of hidden lay-

ers in the structure, FFNNs are referred to as single-layer FFNNs if there is only an input and

output layer, and as multi-layer FFNNs if there are one or more hidden layers. Composed of a

predetermined number of nodes, the task of the hidden layers is to receive input from the nodes

of the previous layer, and compute the weighted sums of the inputs that are then passed to a

nonlinear activation function. Finally, the resulting output from each node is passed as input
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to the nodes of the next layer. The nodes of the last hidden layer transfer the outputs of the

layer to the output layer which produces the final output [103]. The activation function, a non-

linear mathematical function, applies its nonlinearity in order to model complex relationships

between the inputs and the outputs. Several activations are commonly used within the neural

network including the sigmoid function, rectified linear unit (ReLU), the tanh function, and

softmax [104]. Figure 2.3 below illustrates a simple fully connected multi-layer FFNN.

Figure 2.3: Architecture of a multi-layer FFNN [103]

2.1.2 Attention mechanism

Attention is an important mechanism in NMT systems as it is able to dynamically highlight the

most pertinent parts of a given input. The basic idea is that the NMT model ”pays attention”

to relevant parts of the data to improve performance. For the task of translation, the attention

mechanism allows the NMT system to focus its attention on specific words within the input

text in order to understand the context and derive the meaning of the text [20]. Generally, each

word is mapped to a weight by the mechanism where the value of the weight is determined

by its relevancy within context. The more significant the word, the higher the value. In this

section, we cover a brief overview of the different types of attention mechanisms, including

dot product attention, scaled dot product attention, additive attention, multi-head attention, and

self-attention.
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Dot product attention

Dot product attention was first introduced by Luong et al. in [21] and is used in NNs so

that the network can learn to selectively pay attention to different parts of the input sequence

with the goal of improving the network’s performance. The dot product attention mechanism

comprises three main steps. First, the queries, keys, and values are computed and transformed

into three distinct vectors; Q, K, and V respectively. Once the vectors have been calculated, the

dot product between the query vector Q and the key vector K is passed as input to a softmax

function to obtain a probability distribution over all the values called the attention scores. Next,

the mechanism computes the weighted sum of the value vector V to generate the final output,

where each weight is given by the attention scores calculated in the previous step [21].

Scaled dot product attention

Vaswani et al. introduced their attention mechanism in ”Attention Is All You Need” [57] called

the scaled dot product attention, the architecture of which can be seen in Figure 2.4. The au-

thors used this particular mechanism within the Transformer model, which will be discussed in

the following section, to enable the model to pay attention to various input sequence segments

during the encoding and decoding process. The authors found that the efficiency and depend-

ability of the attention mechanism during training improved by scaling the dot product by the

square root of the query vector,
√

dk, where dk is the dimension of the keys. The dimensions

of values is denoted by dv. Within the encoder-decoder architecture, the queries were obtained

from the previous layer of the decoder while the keys and values came from the output of the

encoder [57]. Formally, they define the mechanism using the following mathematical equation:

Attention(Q,K,V) = so f tmax(
QKT

√
dk

)V, (2.6)

where Q is a matrix of queries, K is a matrix of keys, and V is a matrix of values [57].
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Figure 2.4: The scaled dot product attention mechanism [57]

Additive attention

Building upon the work of Cho et al. [7] and Sutskever et al. [8], the authors of [6] implemen-

ted the FFNN encoder-decoder framework that allowed the system to receive a source sequence

of variable length unlike the earlier models which could only accept an input of fixed length.

The authors hypothesized that fixed-length input vectors serve as limitations and cause the per-

formance of the encoder-decoder model to deteriorate at an increasing rate proportionate to the

increasing length of the source sequence. To prove this, they replaced the fixed-length input

vector with one that varied in length.

As discussed previously and in more detail in Section 1.1, the additive attention mechanism

calculates a context vector that is able to retain the most important parts of a source sequence for

the decoder to pay attention to. This allows the model to align the source and target sequences

better, improving on the quality of translation and allowing more flexibility in choosing an

input length. The context vector is a result of the weighted sums of the hidden units within the

encoder. The weight applied to each node of the hidden layers is determined by the softmax

function which outputs a range between 0 and 1. Figure 2.5 provides a graphical illustration of

the encoder-decoder model with attention.
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Figure 2.5: Architecture of the encoder-decoder NMT model with attention mechanism [6]

Multi-head attention

Another attention mechanism proposed by Vaswani et al. in [57] is the multi-head attention

mechanism, a variant of the scaled dot product attention and a powerful tool for understanding

complex relationships between the different segmented source sequences. The mechanism

repeatedly projects the queries, keys, and values, h times instead of using a single attention

mechanism in the network. Each of the projected queries, keys, and values are applied to the

mechanism in parallel first which outputs values that are then concatenated. The final values

are obtained once the concatenated values have been projected in parallel a second time. An

overview of its functionality is illustrated in Figure 2.6.

With multi-head attention, the model can learn in parallel and jointly focus on data from

different parts of the input sequence.
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Figure 2.6: Architecture of the encoder-decoder NMT model with multi-head attention mech-
anism [6]

Self-attention

Put simply, self-attention refers to an attention mechanism that models the relationship of the

different positions of the source sequence with the aim of calculating and outputting a target

representation of the input. Although defined very similarly to the other attention mechanism

discussed, the main difference found in self-attention is the source of the attention scores.

In contrast to [6] and [21], the computation of attention scores does not depend on external

context but on the inputs. Additionally, traditional attention mechanisms are only able to pay

attention to one position of the input sequence at a time. Self-attention on the other hand is able

to ”multi-task” and focus on multiple positions at once, allowing it to capture more complex

relationships between the different segments of the input sequence. This allows the mechanism

to model long-term dependencies. Lin et al., authors of [41] show that the introduction of

self-attention allows the last sentence representation to access previous hidden states meaning

that the model is not required to carry all the information to the last hidden layer. Applied to

an LSTM model, the authors conclude that self-attention is capable of successfully encoding a

variable-length input vector into a fixed-length representation without facing the consequences
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of long-term temporal dependencies [41].

Vaswani et al. [57] use a self-attention mechanism in conjunction with multi-head attention

to provide a transduction model, based completely on attention. Since its inception, the Trans-

former model has become the conventional standard for NMT purposes. Following this trend,

the NMT models used for the experiments of this thesis project also implement the Transformer

architecture, the details of which will be covered in Sec. 3.1.1.

2.2 Translation and domain mismatch

2.2.1 Challenges of English-Japanese translation

One source of distinctions other than the obvious difference in characters of both languages is

the word order in English and Japanese. In English, the word order is in the form of Subject-

Verb-Object (SVO) while the word order in Japanese is SOV [23]. This means that topics are at

times expressed in entirely different sentence structures and thus there is a lack of correspond-

ence between the structures of sentences that poses a challenge for the machine to translate

accurately [24]. Additionally, being a high-context language, it is common in Japanese for

much of the information to be implied [25]. For example, the subject is usually dropped in

situations where the context is clear [26]. If a person were to say “I am going to bake a cake”

in English, the direct Japanese translation would be “bake a cake” since it is understood by

the listener that the speaker is the subject and thus “I” is implied. In contrast, English, as a

low-context language, communicates content explicitly and writing is understood very liter-

ally. This demonstrates that there is more to translation than ensuring the machine translator

chooses the correct words; the cultural context must also be taken into account to make sure

that the intended meaning is delivered correctly [27]. This could prove an unfeasible task for

computers; being a cultural mediator requires a certain level of refined reasoning where one

must be able to deduce what meanings might be extracted by a reader so that the translation

may be adjusted as needed [27]. Without the explicit specification of a large number of lan-



2.2. Translation and domain mismatch 25

guage and cultural context-based rules, this task is difficult for machines. And if such intricate

rules, which may be in the tens of thousands, were to be constructed and documented with the

system, the effort expended may be prohibitive and contradictory to the purpose of utilizing

machine learning to automate the MT task altogether. A system that overcomes the need to

explicitly set language-dependent or culture-dependent rules is the overall goal.

The problem of context sensitivity is more or less avoided when considering the source and

target text that is shared by readers with the same background knowledge [27], for example,

readers may be part of the same scientific discipline or industry. The premise of this work will

focus on the translation of scientific patents from English to Japanese using machine transla-

tion. Although the complexity of context sensitivity is reduced, we are faced with another chal-

lenge: patents of a scientific nature contain many technical words that are domain-dependent

and may be homonyms with more than one interpretation depending on the subject. Instead

of running into the problem of deciphering cultural context, the machine must determine the

correct translation of a word depending on the domain it is used in. For example, “arm” is a

homonym for both the biological human arm as well as a robotic arm in English. In Japanese,

it becomes sensitive to the domain it is used in; “腕 “ refers to a human arm while “アーム”

refers to a mechanical arm.

2.2.2 Patent translation

A patent is a form of intellectual property that confers the patent owner the legal right to

produce, sell, exchange, or give an invention away, for a certain period of time. An approved

patent application grants an inventor exclusive ownership over their invention(s) and the legal

right to exclude others from selling or remaking their product(s) [105]. In patent law, prior art is

generally defined as any information that is publicly disclosed including granted and published

patent applications, research publications, or product descriptions [120]. Secondarily, the prior

art encompasses all patents around the globe as well as public disclosures that are relevant

industrially, and thus includes content in any language [120]. This makes the contents and
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details of a patent extremely important as mistakes and insufficient information may lead to

legal disputes and the potential loss of the invention.

The aforementioned point is one, among many, of the reasons why the task of patent trans-

lation, including research conducted in patent MT, tends to be very meticulous. In addition,

patent translation is also complex and challenging because the combination and use of legal

and scientific terminology make patents highly technical in language. In [106], Rossi and Hig-

gins discuss the syntactic complexities that are a product of the technical, legal, and linguistic

rules. Specifically, they point out that patent sentences ”make massive use of nominal style,

relative clauses, formal constructions, and huge long-distance relationships among constitu-

ents” (Rossi & Higgins, 2013). Additionally, the authors argue that from the perspective of

MT, patents have a tendency to encompass convoluted and inconsistent text due to the freedom

given to patent drafters in writing the description of the invention, idiosyncratic legal writing

styles, and the lack of usage of authoring tools that are specific to patents [106].

To compound the challenge of patent translation, inconsistencies are also present within the

same domains and this is in part due to the use of nonstandard terminologies by investors to

disconnect the invention from prior art [107], in hopes of increasing the patentability of their

inventions. And as chain reactions go, this may lead to false similarities between patents based

on style, not content [107]. For NMT models that are heavily reliant on the domain of the

training dataset that they are trained on.

For instance, in [108], Hiroyuki Kaji studies domain dependence, specifically the depend-

ence of translations of nouns on its domain, in English-Japanese patent translation. To do this,

Kaji essentially first calculates the ratios of the number of associated words that suggest each

translation to the total number of associated words and uses each ratio to rank the translations

of the target word [108]. Table 2.2 by Kaji, demonstrates the results obtained from experiments

ran, details of which can be found in [108]. These findings show that translations of five target

words differ between subdomains and that a target word may only have one translation in some

subdomains [108].
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Table 2.2: Translations of 5 target words from the whole IPC* domain and 8 subdomains [108]
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When the in-domain training data is unavailable or inaccurate, the model is trained using

corpora unrelated to the target domain, which lowers the model’s NMT performance. A domain

shift problem is caused by the mismatch between the domains of the training and test sets of

data [109]. Domain adaptation techniques have been introduced to address the difficulty of the

domain shift/mismatch issue in NMT.

Before we begin the discussion on domain adaptation methods, we first discuss what con-

stitutes a domain in the context of machine translation. Summarized in [110] by Pham et al.,

a domain d is statistically defined as a distribution, given by Dd(x), over a feature space H,

where H ranges over all possible domains. In NMT, H is defined as the representation space

for source sentences. Each domain in H is associated with a specific data source, and it differs

from other sources of data in terms of ”textual genre and thematic content” [110]. For the

purpose of our research, our feature space H is the International Patent Classification (IPC)

system and each of the eight main sections of the IPC is referred to as a domain. The IPC is

further subdivided into sections, classes, subclasses, groups, and subgroups [78], however, we

do not define any ‘subdomains’. A detailed summary of the IPC system is discussed in Sec.

3.3 along with the details of our data collection process.

To briefly reiterate, the performance of MT models can significantly degrade when applied

to a target domain that differs from the domain on which the model was trained. This domain

shift often leads to a distribution mismatch between the training data and the target domain, res-

ulting in suboptimal translations. Domain adaptation (DA) techniques in machine translation

address this challenge by adapting or fine-tuning the MT model to improve its performance in

the target domain.

2.2.3 Domain adaptation techniques

Several techniques leverage domain adaptation principles to align the source and target do-

mains. Within the NLP context, the techniques are categorized into model-centric, data-centric,

and hybrid approaches. Figure 2.7, taken from [111], provides an illustrative overview of each
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DA approach.

Figure 2.7: Classification of the DA approaches used in NLP cases (left). Related problems
and DA setups (right) [111]

Model-centric

This approach redesigns components of the model and is divided into two methods; feature-

based and loss-based methods. By learning a transformation that extracts an invariant feature

representation across domains, feature-based methods try to map the source data into the target

data. Typically, they transform the original features into a new feature space, then, using an

optimization procedure, minimize the gap between domains in the new feature representation

space while maintaining the underlying structure of the original data [112]. For example, in

[113], Kouw et al. proposed a feature-level domain adaptation (FLDA) approach that fits a

probabilistic model. In order to capture the transfer between the source and target data, the

method trains a domain-adapted classifier by minimizing the expected loss on the source data

under the transfer model [113]. Following their experiments, the authors concluded that the

results obtained using the FLDA approach are comparable to that of advanced DA approaches

[113]. Additionally, this approach proves to be advantageous in some scenarios as FL transfer

models are very competent at modeling variances in the marginal distribution of words between

the source and target domain, for example, when training an NLP model on news articles for

the purpose of applying it to Twitter data [113]. The latter type of model-centric DA method,

the loss-based method is used to adapt the model by changing the loss function in particular
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ways. In general, to make accurate predictions on text from the target domain, model-centric

methods alter the feature space, loss function, and model architecture and parameters [111].

Data-centric

Hinted within its name, the data-centric approach strategically utilizes certain components of

data rather than adjusting the model itself. Based on which aspect of the data would benefit

the NLP model, this approach is divided into three main methods. These are pseudo-labeling,

which refers to the process of using the labeled data to predict labels for the unlabelled data,

otherwise known as pseudo labels [114], data selection, data selection, and pre-training [111].

In [115], the authors, Wotherspoon et al., use the process of data selection as a critical step for

the DA of automatic speech recognition systems (ACR). ACR systems are extremely sensitive

to the domain mismatch problem and thus require ample amounts of training data that is tran-

scribed. However, due to costly transcriptions, finding a large dataset of transcribed in-domain

data becomes an impractical task. To overcome this challenge, the authors take advantage of

the readily available nature of untranscribed out-of-domain audio and implement data selection

methods to train a recognizer model on the out-of-domain labeled data in order to more accur-

ately transcribe audio from the target domain. [115]. Their methodology was successfully able

to achieve up to 57% improvements over the baseline model. The data selection technique

specifically, outperformed, if not matched, ”word-level confidence selection across six separ-

ate domain shift conditions” (Wotherspoon, 2021). Finally, a hybrid DA approach includes

methods that are a permutation of the model and data-centric methods.

The relevance of domain adaptation (DA) in patent translation is crucial due to the unique

characteristics and specialized language used in patent documents. Patent translation requires

not only accurate translation of technical terms but also capturing the legal, scientific, and

precise nuances specific to patent language, and thus domain adaptation techniques play a

significant role in addressing the challenges associated with patent translation and improving

the quality and effectiveness of the translation process. DA is especially useful for the purpose
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of using NMT models to translate patent documents containing legal and formal language

elements, such as claims, legal provisions, and precise descriptions. These aspects require

adherence to specific linguistic conventions and accuracy in translation, thus DA helps the

system comprehend and reproduce the legal and formal language features inherent in patent

documents. By training the model on patent-specific data, it can better handle the formal

language requirements and ensure the translations maintain legal and technical accuracy. For

these reasons, the central method that motivates our experimental setup in this thesis is the

data-centric, specifically the data selection technique. To the best of our knowledge, this area of

research has been relatively unexplored for the problem of English-Japanese patent translation.

A thorough discussion of our methodology and the experimental setup is conducted in Chapters

3 and 4. In the next section, we review recent efforts in MT.

2.3 Recent efforts in NMT

In [51], the authors propose to extend the use of a rule-based technique to simplify sentences

before using an RBMT system to translate those sentences from English to Tamil. Complex

sentences are made simpler using connectives such as relative pronouns, coordinating conjunc-

tions, and subordinating conjunctions [51]. Table 2.3 below shows the words that were used

by the system as connectives.

Table 2.3: Connectives used to simplify sentences in [51]

Relative pro-
nouns

Who, which, whose, whom

Coordinating
conjunction

For, and, not, but, or, yet, so

Subordinating
conjunction

After, although, because, before, if, since,
that, though, unless, where, wherever,
when, whenever, whereas, while, why

Additionally, delimiters such as ‘.’ and ‘?’ are used to divide long and complex sentences

into sub-sentences where the meaning of the sentence remains the same [51]. The authors
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chose to ignore the ‘,’ delimiter. The authors lay out the framework as follows: first, the initial

splitting of the sentences from paragraphs is done using delimiters. Each sentence obtained

after the initial splitting is then parsed using the Stanford parser [51]. The next round of

splitting is completed using the coordinating and subordinating conjunctions in each sentence.

Then, the sentence is further simplified if it contains a relative pronoun [51]. To compare

the system’s accuracy, 200 sentences were first given to the RBMT system to translate from

English to Tamil. Due to syntax and reordering, 70% of the translated sentences were incorrect.

Then, the same 200 sentences were simplified using the outlined framework and given again

to the RBMT system. After simplification, 57.5% of the sentences were translated correctly.

The authors concluded that longer sentences that are given to the MT result in a low translation

accuracy while simplifying the sentences increase the accuracy significantly when translating

from English to Tamil. Although an accuracy of 100% is not possible to achieve in MT, the

authors prove that the splitting and simplification technique can notably improve MT systems.

In another paper titled “Rule Based Machine Translation Combined with Statistical Post

Editor for Japanese to English Patent Translation”, the authors also tackle the problem of

decreased accuracy due to long sentences used in machine translation. Their hypothesized

solution is to use a statistical post editor in conjunction with the RBMT system to improve

accuracy. The data used by the authors was collected from the Patent Abstract of Japan or PAJ,

and the abstract of the Patent Publication Gazette (PPG) of Japan in which the former was used

as the Japanese corpus and the latter was used as the English corpus [52]. The sentences were

manually translated. Using the corpi, the training and test datasets were created using the fol-

lowing steps: first, the number of words in sentences was counted and if the number exceeded

90, the sentence was rejected. Next, if the ratio of the number of words in sentences from

both the reference text and the translated source text did not fall between 0.5 and 2, inclusively,

the sentence would also be rejected [52]. To evaluate the RBMT system combined with the

statistical post editor (SPE), the authors propose a new metric of evaluation: an n-gram-based

NMG measure. NMG, or normalized mean grams, counts the total number of words within
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(a) The learning process of a statistical post editor (b) The process of translation

Figure 2.8: System architecture of a statistical post editor [52]

the “longest word sequence matches between the test sentence and the target language refer-

ence corpus” [52]. The architecture of the system can be seen in the figures below. Figure

2.8a illustrates the learning process of the SPE while Figure 2.8b demonstrates the process of

translation. Their results concluded that for patent translation where sentences are long and

complex, the RBMT provided an advantage for structural transfer [52]. Additionally, since

patents are made up of very technical terms, the SPE provided improved lexical transfer [52].

Before NMT systems became popularized, SMT models were widely used for translation

purposes. SMT systems use a phrase-based approach which allows them to reduce the restric-

tions of RBMT’s word-based approach by translating sequences of words at a time. NMT

systems further improve on this because of their ability to learn and improve independently,

however, they are still far from perfect. In [53], the authors isolate one of the shortcomings

of NMT and propose a novel approach to improve NMT by using SMT. NMT systems have a

tendency to forgo accuracy for fluent translation and to improve on this, the authors introduce

a hybrid approach using SMT [53]. To attain the goal of improvement, the authors implement

the following steps. After the SMT and NMT models have been trained on parallel corpora,

the SMT system receives the source text first as input and the translated output of the SMT is

encoded. The authors then modify the NMT beam search algorithm which gives a chance to

related SMT tokens during NMT decoding [53]. After the modified beam search has been con-
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Figure 2.9: Pseudocode of modified beam search algorithm by Şatır et al. [52]

ducted, the translation sentence from the modified beam algorithm, as seen in Figure 2.9, goes

into the decoder which then outputs the translated target text [53]. The intent of this improved

algorithm is to increase the probability of SMT tokens that are in lower positions within the

beam to be chosen in the NMT decoding step [53]. The algorithm is used in three different

approaches in the paper. First, it is applied for a certain number of tokens from the start of

the decoding, e.g., the first, second, or third tokens. Second, the algorithm is applied for each

sentence as long as the SMT token is discovered in the beam at some part of the decoding.

Lastly, it is applied until the decoding ends [53]. The authors use automatic evaluation metrics,

specifically BLEU and METEOR, to draw conclusions from the experiment. They conclude

that the first and second approaches provide good results in the translation quality while the

third approach, however, performs poorly. Nevertheless, they are able to successfully show

that using the phrase-based SMT system can provide improvements in NMT decoding which

ultimately leads to a higher quality of translations [53].

As mentioned previously, NMT models have become a dominant approach to machine

translation problems and have improved on several shortcomings of SMT over the years.

Though a promising technology, NMT still faces many hurdles as its accuracy in translat-

ing several language pairs significantly depends on the availability and use of large parallel

corpora [54]. For a large group of languages, however, obtaining a large parallel corpus proves
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to be difficult. For example, language isolates such as Basque, or macaronic languages such

as German-Russian [54] do not have enough data available to train an MT model efficiently.

Research has been conducted to overcome this problem and techniques such as triangulation

techniques and semi-supervised methods have been proposed, however, there is still a need

for strong cross-lingual learning [54]. To overcome the need of using cross-lingual learning,

the authors of [54] propose a novel solution to train NMT models. They suggest relying on a

monolingual corpus for entirely unsupervised model training.

The authors used a standard model architecture: an encoder-decoder system with atten-

tion mechanisms where the encoder and decoder contained a two-layer bi-directional recurrent

neural network, and the attention mechanism used was a global attention method with the

general alignment function [54]. Three critical aspects allowed the MT system to be trans-

lated with an unsupervised approach and this included: a dual structure, a shared encoder, and

fixed embeddings within the encoder. Furthermore, two strategies allowed the NMT system

to predict translations in a monolingual corpora which would have been otherwise impractic-

able since the authors did not use a parallel corpus. First, they use the principle of denoising

autoencoders that train the system to reconstruct a corrupted input to its original form. More

specifically, they switch the word order of the input sentences so that the system can learn to

retrieve the correct order [54]. Next, they use an adjusted on-the-fly back translation method

so that given a particular input sentence in the source language, the system can use inference

mode with greedy decoding to translate the input to the target language [54].

After conducting both automatic and human evaluations, the experiments conclude that

there is a significant improvement in translation over a baseline system that performed word-

by-word substitution. The system was also able to effectively model cross-lingual relations and

output accurate and excellent quality [54]. They further showed that moving on from a strictly

unsupervised case by incorporating a small parallel corpus has the potential to further improve

the quality of translations [54].

Another translator that successfully utilizes neural network architecture for translation is
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DeepL. DeepL is a neural machine translation service that advertises its enhanced performance

compared to competitor tech companies such as Google Translate and Microsoft Translator. It

separates itself from the competitors by improving the neural network methodology in four

different areas: the network architecture, training data, training methodology, and the size of

the network [14].

2.4 Current applications of machine translation

2.4.1 In healthcare

Since the development of machine translation, many sectors have started to rely on its tech-

nology. One crucial application of the technology can be found in healthcare where language

barriers contribute to the disruption of patient-clinician communication which plays an essen-

tial part in the quality of healthcare provided [33]. Although a cost-effective and efficient way

to communicate with patients, MT struggles with reliability and accuracy and studies have

found that medical discharge information that had been translated by general purpose trans-

lators such as Google Translate was inaccurately and incorrectly translated in Spanish 8% of

the time while Chinese was incorrectly translated 19% of the time. Of the incorrect Spanish

translations, 2% posed the risk of harm while 8% of the incorrect Chinese translations posed

harm [34]. The authors of [33] found that MT provides assistance to healthcare workers, spe-

cifically by saving clinician time and by assisting medical interpreters with translation services

for languages that are less widely spoken. However, in a field where accuracy is of utmost

importance and should not be compromised, the improvement of MT in highly technical fields

is necessary. The authors of [33] establish opportunities where MT can dependably support

cross-lingual communication [33]. MT systems must improve in ways that support domain-

specific languages and thus MT systems that are to be used in the healthcare sector must be

trained to translate medical language as accurately as possible and the system must also have

the capacity to support the various dialects of languages [33]. One approach proposed is to
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amalgamate NMT with phrases that are professionally translated. Although this method would

shrink the range of communication for users, accurate translation of those phrases is assured

[33, 35, 36]. Translation quality assurance is also a main concern when implementing MT

in healthcare spaces. In [37], the authors conducted 34 interviews and addressed the anxiety

felt by clinicians and staff members over the quality of translation, which was attributed to

apprehension over losing credibility and being held responsible for negative outcomes caused

by incorrect translation results. The performance of MT systems varies depending on language

pairs, training data, and the investment put forth in developing the model, and thus, developers

of MT systems meant for the healthcare sector must consider conveying the limitations of the

system in a clear manner to its users [33]. Materials for on-boarding and guidelines for use

would help clinicians feel comfortable about using the technology safely [33].

2.4.2 In business

Another field that stands to significantly benefit from the introduction of MT is business. Ac-

cording to the European Parliament, “language knowledge can contribute to the creation of

added value because it can make the process of purchase, production, and sales more efficient”

[38]. Thanks to an increasingly global economy, businesses stand to benefit greatly from cre-

ating international connections [39]. Research conducted by the authors of [38] concludes that

on average a shared language has the capability to increase trade flows by 44% [38]. Addition-

ally, the internationalization of several companies that depend on communicating in several

languages to market their products and give their administrations has incited a myriad of in-

terest. For instance, in 2022, the market for MT was estimated at 153.8 million USD and is

expected to grow to 230.69 million USD by 2028 with a compound annual growth rate of 7.3%

between 2022 and 2030 [40].



38 Chapter 2. NeuralMachine Translation: A Review

2.5 Challenges in machine translation

Defined by Philipp Koehn in [84], the task of translation is always an approximation. Rather

than just a simple code, languages are complicated systems of communication that include a

wide range of social, cultural, and cognitive characteristics. Each language has its own set of

norms and structures, as well as a unique cultural and historical context, all of which influence

their usage and interpretation. Context and target audience also influence interpretation and

so there may be multiple possible translations for a given sentence. The creative process for

which translators require linguistic, cultural, and communicative competence make translation

a very difficult and complex problem that linguists, computer scientists, and researchers have

studied and made notable advancements in machine translation for 74 years and continue to do

so today. In this section, we cover some common challenges encountered within the realm of

machine translation.

2.5.1 Out-of-domain performance

Translating is a balancing act between adequacy and fluency. With many different ways of

translating a single sentence, as shown in Table 2.4, translators must make the decision to pre-

serve the meaning of the original input text, or to output text that is interpreted articulately

in the target language but sacrifices the literal meaning of the source text. The former choice

aims to achieve adequacy while the latter choice prioritizes fluency. Both of these goals of

translation exist simultaneously but lack harmony as there is a trade-off between the two. Con-

sider the following examples. Translations of literature, specifically those of poetry, are often

focused on capturing the theme of a story which the author may build using literary devices

such as metaphors, word choice, and irony among many others. These devices must be inter-

preted by the translator and the literal meaning may need to be changed completely so that the

intended meaning is faithfully translated into the target language [85]. Here, fluency is given

precedence. On the flip side, translations of legal text or medical documents require rigid rules
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as the smallest mistranslation of the documents in either profession may likely lead to serious

consequences for the participating parties [86]. To reduce the risk of mistranslations or key

information being left out of the translated text, adequacy is prioritized despite the increased

risk of outputting awkward sentence structures in the target language as a result.

Table 2.4: 10 different ways of translating the same sentence [84]

Out of the many challenges NMT faces, its performance out-of-domain has been a per-

sistent one. NMT systems falter when faced with circumstances that do not reflect the train-

ing conditions and will forego adequacy for the sake of fluency. In [87], authors Koehn and

Knowles tested the performance of NMT and SMT systems, trained on five distant domains.

These domains included law, medical, IT, Koran, and subtitles. Additionally, the systems were

also trained on the combined training data from all five domains. Figure 2.10 presents an over-

view of the results achieved by Koehn and Knowles. Their results show that the in-domain

performance of NMT and SMT are alike, however, the performance of NMT out-of-domain is

drastically worse in most occurrences [87]. They reported that the NMT system would output

a translation that was fluent in its TL but would be unrelated to the input. The SMT system on

the other hand would not translate some words to preserve adequacy relative to the input [87].

These results are far from desirable when considering the need for NMT to translate legal and

medical document translations.
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Figure 2.10: Quality of NMT and SMT systems, represented as green and blue bars respect-
ively, when trained on one domain (rows) and tested on another domain (columns) [84].

2.5.2 Rare word problem

Within the realm of the previous challenge exists another problem posed by NMT: the problem

of rare words. NMT systems struggle to perform well when faced with rare words because

of their use of smaller vocabularies during training. This difficulty arises from the fact that

the computational complexity is directly proportional to the number of target words used in

training. Additionally, memory requirement is also linearly dependent on the number of target

words involved and thus grows in proportion. To confront this issue and make training more

feasible, recent NMT systems use 30k to 80k most frequent words in the target language [6, 8].

However, by tackling this problem, it raises another. In a situation where the translation of the

SL depends on numerous words that are not included in the list of most frequent words, the

quality of the model’s output will significantly decline [128]. This problem is amplified with

highly inflected languages such as Japanese which has several inflected verbs and adjectives.

Additionally, according to [87], verbs and adjectives across nearly all word frequencies have a

higher rate of deletion and a lower rate of accuracy than nouns.
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2.5.3 Long sentences

An initial problem faced by the encoder-decoder NMT model that resulted in poor translation

quality was its effort against the translation of long sentences. Although this difficulty has been

resolved to a limited extent by the introduction of the attention mechanism, authors Koehn

and Knowles [87] tested how well and to what extent the problem had been rectified. As

seen in Figure 2.11, their results show that though overall NMT performs better than SMT,

its quality of translation drastically decreases when longer sentences of length 80 and more

are introduced to the system. The context vector in the attention mechanism is responsible for

calculating and delivering predictive support to the network that determines which target word

should be chosen next. When very long sentences are presented to the system, the values of the

hidden states become too distributed for the context vector to carry out its function efficiently

[129]. This produces translations that are too short to be accurate; Koehn and Knowles [87]

reported that the length ratio was 0.859 (versus 1.024).

Figure 2.11: Quality of translation as longer sentences are introduced to NMT and SMT sys-
tems [84].
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Methodology

The aim of this chapter is to present a comprehensive framework that was used for our research

project, as well as to provide an in-depth exploration of the methods and procedures employed

to gather, analyze, and interpret the data. Specifically, our methodology aims to overcome

domain mismatch in the realm of patent document translations using the English-Japanese

(en-ja) language pair. We begin by discussing the architecture of the three chosen baseline

models and begin an initial evaluation of translation results from patent data. Successively,

we determine the right domain adaptation techniques needed for the enhancement of model

performances. The data collection process implements critical and meticulous data-centric

methods to create a patent corpus using language resources provided to us by our industry

partner. We end the chapter with the pre-processing steps used to create our training dataset.

Figure 3.1 presents a UML activity diagram that provides an overview of our applied approach.

42
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Figure 3.1: UML activity diagram of our research methodology

3.1 Baseline model architecture

Before beginning the methodology section, we present some background information on the

Transformer NMT architecture, which was the baseline architecture of the open-sourced NMT

models chosen for experimentation, and domain adaptation techniques.

3.1.1 Transformer encoder-decoder models

Introduced by Vaswani et al. [57] in 2017, the Transformer NMT architecture revolutionized

the field of machine translation and became the state-of-the-art approach for several translation

tasks. This architecture, based on attention mechanisms, addresses the limitations of tradi-

tional RNNs and CNNs by leveraging the power of self-attention and parallel processing and

leaving out recurrences and convolutions altogether [57]. The Transformer model employs

self-attention to capture dependencies between different words in the input sentence. This

allows the Transformer to effectively model long-range dependencies and capture contextual

information more efficiently. Large language models (LLMs) such as ChatGPT also use the at-

tention mechanism for the purpose of translation, however, similar to the limitations of Google

translate, ChatGPT translation ability may struggle with specific types of text or context [127].

The architecture of the Transformer consists of an encoder and a decoder. The encoder

processes the source language sentence, while the decoder generates the translated target lan-

guage sentence. Both the encoder and decoder consist of multiple layers of self-attention and

feed-forward neural networks. Specifically, each layer in the encoder and decoder has two sub-

layers: a multi-head self-attention mechanism and a position-wise feed-forward neural network



44 Chapter 3. Methodology

[57]. The self-attention mechanism enables the model to attend to different positions within

the input sentence to capture the most relevant information. Additionally, it also allows the

model to consider the context of each word based on its relationship with other words within

the sentence. To accomplish this, the attention mechanism computes attention weights for each

word in the input sentence by taking the dot product of the query, key, and value vectors. This

process is repeated multiple times using different linear projections, called attention heads, to

capture diverse relationships between words and determine how much each word contributes

to the representation of other words in the sentence [57].

After the self-attention sub-layer, a position-wise feed-forward neural network is applied

to each word individually. This network consists of two linear transformations followed by a

non-linear activation function, such as the ReLU, which helps the model capture more complex

and non-linear relationships between words [57]. The encoder uses multiple layers consisting

of self-attention and feed-forward sub-layers to process the source sentence. Subsequently, the

encoder outputs a sequence of vector representations for each word in the input sentence that

capture the semantic and syntactic information of the source sentence. The decoder takes these

representations as input and generates the target sentence word by word. It also incorporates an

additional attention mechanism called the encoder-decoder attention which allows the decoder

to attend to the relevant parts of the encoded source sentence when generating each word in the

target sentence [57]. Because of its reputation as the state-of-the-art foundational NMT model,

the models used for the purpose of our experiments have a transformer-based architecture. Fur-

ther details of the encoder-decoder architecture are provided in Sec. 2.1. Figure 3.2, originally

presented in [57], provides a visual of the architecture of the transformer model.

3.2 Data collection and processing

In [117], Saunders refers to fine-tuning in the context of domain adaptation for NMT models

as the default approach and highlights that though it is an efficient and uncomplicated method
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Figure 3.2: The transformer model architecture from Vaswani et al. [57]
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there are three main difficulties related to fine-tuning that negatively affect the quality of mod-

els; overfitting, catastrophic forgetting, and insufficient training data [117]. Overfitting is a

problem that commonly occurs when the dataset used for fine-tuning is not large enough or the

contents of the dataset are repetitive. Overfitting is also affected when there exists a mismatch

between the test-sentence and fine-tuning domains and becomes especially relevant in cases of

patent translation due to its susceptibility to domain mismatch. For instance, an NMT model

trained on a specific adaptation domain, say for example the domain encompassing IPC sec-

tion C, may perform exceptionally when translating patents relating to inorganic chemistry but

a slight deviation to domain section D raises overfitting difficulties. We discuss what constitutes

a domain over our feature space of interest in the following section.

The second difficulty is catastrophic forgetting, or catastrophic interference, which also

stems from the same reasons associated with overfitting; forgetting also occurs in instances

when the system must translate a domain that is outside the feature space of the training do-

main. However, in this scenario, forgetting occurs when a system trained on domain A is

fine-tuned using domain section B, causing the system to ’forget’ its training and ensuing per-

formance depreciation on A for the benefit of B [117].

Regardless of their differences, the prevailing difficulties can be mitigated by expanding the

in-domain corpus as explained by Saunders in [117]. However, it cannot be ensured that there

exists an in-domain dataset that is large enough and of high quality.

In this section, we discuss our approach of leveraging data-centric methods to reduce do-

main mismatch by expanding the in-domain corpus to include all eight IPC sections. We

meticulously select our data to create training, testing, and validation datasets that are repres-

entative of the target domain: the entire IPC feature space. The dataset used for our experi-

ments was created with the help of our industry partner, XLScout. By using their database,

we were provided access to all patents classified within the international patent classification

(IPC) system.
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3.2.1 IPC feature space

The international patent classification system, abbreviated to IPC, is a hierarchical system that

offers a practical and effective way of classifying and retrieving patent documents according to

a specific domain [78]. The classification is a language and terminology-independent system

that is maintained by the World Intellectual Property Organization (WIPO) and is used by

patent offices around the world.

The IPC system is organized into sections, classes, subclasses, groups, and subgroups,

where each level corresponds to a progressively more specific technological domain. Depend-

ing on the technical content of the invention, each patent is given one or more IPC codes which

assist in identifying and categorizing the invention, making it simpler to search for. There are

eight main sections:

(A) Human Necessities

(B) Performing Operations; Transporting

(C) Chemistry; Metallurgy

(D) Textiles; Paper

(E) Fixed Constructions

(F) Mechanical Engineering; Lighting; Heating; Weapons; Blasting

(G) Physics

(H) Electricity

Each section is divided into classes. Classes are further divided into over 600 subclasses. In

total, about 70,000 classification codes can be assigned to patent documents in the classifica-

tion system [78]. Table 3.1 provides an example of each division using domain (C) Chemistry,

and Figure 3.3 provides a visual representation of the IPC hierarchy.
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Table 3.1: An example demonstrating each level in the IPC system

IPC Divisions

Symbol Description

Section C Chemistry; Metallurgy

Class C01 Inorganic Chemistry

Subclass C01C Ammonia; Cyanogen; Compounds Thereof

Group C01C3/00 Cyanogen; Compounds thereof

Subgroup C01C3/02 Preparation of hydrogen cyanide

Figure 3.3: A tree diagram representation of the IPC system hierarchy [78]
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To begin our research methodology, we searched through the space of all eight domains

resulting in a total of 144, 789, 078 patents found and refined the data by filtering through

the patents based on three things: the publication country, which was set to Japan; the patent’s

abstract in both its original language (Japanese) and English; and the IPC section that the patent

belongs to. Although the task is to translate from English to Japanese, the data was filtered in

this manner to guarantee we extracted abstracts in both languages.

We formally define our feature space to be the entire IPC hierarchical system and each

section of the system is defined as a domain. Thus, we have a total of 8 domains from which

we needed sufficient data. To ensure a high-quality dataset, we decided to use patent abstracts

to create our parallel corpus because they offer a comprehensive summary of the invention in-

cluding technical aspects and potential applications that are specific to the domain they belong

to.

3.2.2 Pre-processing

We exported 15,000 random publication numbers, each referencing a distinct patent, from

each domain to begin the data preprocessing steps, and using 120,000 publication numbers

in total, the patent abstracts in English and Japanese were extracted, cleaned, and tokenized.

After extracting the patent abstracts from the IPC database, we cleaned the data by removing

noisy elements such as ‘< .∗? >’ that were included as part of the raw data. The abstracts in

both languages were then tokenized into sentences and aligned to create a bilingual parallel

corpus. To split the English abstract, we used the ‘.’ delimiter to iteratively split sentences

and store them in a list, however, tokenizing Japanese sentences as a non-Japanese speaker

is much more difficult to achieve without the help of a program as there is no space between

words and though the delimiter ‘。’ may intuitively seem as the Japanese equivalent of a full

stop, English and Japanese punctuation vary greatly. The Japanese full stop is used to separate

sentences rather than finish a sentence. Additionally, the Japanese language also uses symbols

such as the kanji character for “stop” (止) to indicate the end of a sentence, and thus, splitting
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the Japanese sentences based on this delimiter would prove to create a misaligned corpus.

Instead, we used the fugashi tokenizer to segment our data and similarly stored the segmented

Japanese sentences into a new list. Next, using the Enchant spellchecking library, we created an

English dictionary and applied it to spellcheck and clean the English data. We then iteratively

combined the two lists to create a bilingual parallel corpus of 188,169 parallel sentences using

the eight sections of the IPC system.

3.2.3 Augmentation using back translation

After the preprocessing steps, the dataset created still contained grammatical errors and thus

reduced the accuracy of the performance. To rectify this, an additional preprocessing step was

performed: data augmentation using back translation. Back translation is a technique of three

steps to improve the quality and fluency of translations and involves temporary translation, back

translation, and duplicate removal [123]. Temporary translation is the process of translating the

original text to the target language, however, since we had extracted the original Japanese text,

we skipped to the next step; back translation. Back translation translates the data in the target

language to the source language and uses either the original source sentences or back-translated

sentences in an effort to train the model. The last step, duplicate removal, aims to ensure that

only one instance of the SL text is used. Keita demonstrates in [123] how back translation can

increase the quality of data as seen in Figure 3.4.

3.2.4 Training, testing, and validation

In many machine learning applications, including MT applications such as this research, a

large dataset is desirable to ensure that sufficient data is available for splitting into subsets

for training, testing, and validation. Common split ratios include 70/15/15 or 80/10/10 and in

general, best practices within ML research and development include using a split ratio such

that more data is used for training than for testing and validation, given a corpus of adequate

quality. We make no exception to this rule as can be seen in Figure 3.5. Prior to splitting the
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Figure 3.4: Results from [123] demonstrating the results of using back translation

corpus, we shuffle the data to implement randomization using the Pandas and NumPy libraries.

This is done to ensure generalizability to the feature space, help eliminate bias present in the

data, and maintain statistical validity. We then split the corpus using the split ratio of 60/20/20.

Table A.1 in Appendix A presents a subset of the bilingual parallel corpus.

Figure 3.5: Features of our bilingual training, testing, and validation datasets.

3.2.5 Machine translation post-editing (MPTE)

In many professional settings, including patent law, post-editing machine-translated text is a

required and crucial step of the research methodology as the desired standards of quality are
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high. Post-editing is the process of reviewing and amending text that has been translated by

a machine, used by professional and qualified translators. In the case of patent translations,

it is also imperative that the translators are knowledgeable in the patent laws of both of the

countries involved, as the patent must be as accurate as possible.

As non-Japanese speakers, we needed to confirm the quality of our translations as our

quality check was limited to Google Translate and BLEU score calculations (Sec. 3.5.1). To

do this, a Japanese translator at XLScout provided post-editing feedback on the quality of each

machine’s performance so that we may be able to make an informed decision before selecting

the model for adaptation and fine-tuning.

3.3 Pre-trained transformer models

Within machine learning research and development, open-sourced codes are commonly used

as a tool to advance the different fields of study by encouraging replication and experimenta-

tion. In general, the majority of MT systems rely on specialized setups that require extensive

engineering or that might only be effective for a particular issue [82], and in scenarios where

computational resources and the original dataset are not accessible, building a model from

scratch becomes a virtually impossible task [117]. To combat the challenges that come from

conducting novel experiments and to accelerate research within DL, the Google Brain Team

introduced an open-source system called Tensor2Tensor (T2T) that enabled researchers to run

their own experiments with deep learning models [82]. Our experiment consists of three open-

sourced and pre-trained T2T models. The first NMT model [65] we looked at is an implement-

ation of the Transformer model introduced by Vaswani et al., and the remaining two models

have a baseline Transformer architecture that has been adapted using the T2T library by Hug-

gingFace. For commercial confidentiality reasons and for the sake of consistency, the names of

the HuggingFace models will be hidden and all the models will be referred to as NLP-Model-I

([65]), NLP-Model-II (HuggingFace model I), and NLP-Model-III (HuggingFace model II).



3.3. Pre-trained transformer models 53

The authors of [65] implemented the baseline architecture of the Transformer model out-

lined in “Attention is All You Need” [57] to make NLP-Model-I. Details of the base model’s

architecture were given by the authors of [57] and are presented in Table 3.2.

Table 3.2: * Values of the baseline transformer model architecture presented by [57].

* where N is the number of layers in the encoder/decoder,
dmodel is the dimensionality of the input and output,
d f f is the dimensionality of the inner-layer,
h is the number of parallel attention layers or heads,
dk are the queries and keys of dimension dk,
dv are the values of dimension dv,
Pdrop is the residual dropout rate, and
ϵls is the label smoothing value

The model had not been fine-tuned but had been trained on a bilingual parallel corpus for

the purpose of general Japanese-English translation. The corpus was made up of two merged

datasets; the first is a corpus that contains approximately 500,000 pairs of sentences that cover

the topics of Japanese religion, culture, and history [68], and the second is a collection of

bilingual sentence pairs created by [55] that comprise of Japanese sentences used in daily

conversations. The model was trained using 68,674 rows of the dataset and then evaluated

using the BLEU score. The authors were able to achieve a BLEU score of 41.49 [65] as seen in

Figure 3.6, suggesting a good accuracy of the translated text. To use this model for the purpose

of patent translation, first, the model was adjusted so that the source text was English and the

target text was Japanese. The same dataset used in [65] was then used to train the new model.

Once trained, we tested the translation accuracy on sentences extracted from technical patents

and then evaluated the results using both automatic (BLEU) and human expert evaluations.

NLP-Model-II was developed for the Tatoeba translation challenge which aims to serve

as a catalyst for the development of open translation models [56]. The dataset used is an
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Figure 3.6: The authors of [65] implemented the base transformer architecture for Japenese-
English MT and achieved a BLEU score of 41.49

amalgamation of the Open Parallel Corpus (OPUS) [62], an open collection of parallel corpora,

and test data extracted from [66]. Similarly, the dataset used to train NLP-Model-III was built

using various datasets which consisted of a total of approximately 6.6 million bilingual pairs.

Of these many datasets, the following were used: the Japanese-English Subtitle Corpus [67],

the Kyoto Free Translation Task (KFTT) [68], the Tanaka Corpus [69], the Japanese SNLI

dataset [70], and finally WikiMatrix [71]. Each model’s hyperparameters remained unchanged

from the original baseline model’s hyperparameters.

We evaluated the initial performance of each model to determine which NMT model would

provide a high baseline BLEU score on test data representative of the target domain. The model

with the highest BLEU score was then chosen for data-centric adaptation and fine-tuning. In

Chapter 4, we present and discuss the results of each model.

3.4 Evaluation and Post-Editing

The evaluation of NMT models is extremely important as it measures the degree of reliability

of the output from the MT model and it also informs us when a model requires improvement

[42]. Over the years, many evaluation methods have emerged, many of which fall into two

categories: human evaluation and automatic evaluation. Automatic evaluation metrics work by

comparing the output of an MT system to a set of references generated by humans also called

the gold standard references [43], and then making use of statistical calculations to compute
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how different the machine-translated output is from the reference translation [43]. The quality

of the translation is considered better if the difference between the output and reference is

smaller. Automatic metrics use n-grams to calculate the precision scores, where an n-gram is

a sequence of n words [43]. In the next section, we go over some commonly used automatic

metrics that are used to evaluate MT and discuss why the BLEU score is a commonly used

metric of evaluation and why we chose it as part of our automatic evaluation.

The cost of automating the evaluation process is that the quality of MT systems cannot be

measured with vigor because automatic evaluations are complicated and opaque [125]. It is

essential to complement metrics like the BLEU score with human evaluation, also called post-

editing. Thus, it is an imperative step of our evaluation process and we employ the expertise of

a Japanese translator to evaluate the results of the NMT models.

3.5 Evaluation metrics

3.5.1 Bilingual Evaluation Understudy score

A BLEU score, also known as the Bilingual Evaluation Understudy score, is a metric used to

assess machine-translated text and evaluate how accurate it is compared to a set of references.

More specifically, it is the product of the geometric mean of precision scores given N, where N

is the n-gram, and a brevity penalty, BP. The brevity penalty refers to the penalty applied to the

BLEU score when the translated text is much shorter than the reference text and is also used to

restitute the BLEU score for not having a recall term [44]. The n-gram precision is calculated

by counting the total number of word sequences from the MT system output that is also in the

set of references [45]. An n-gram, put simply, is the set of n consecutive words within a given

sentence [46]. For example, considering the sentence “the wall is white”, a 1-gram or unigram

is a set that consists of “The”, “wall”, “is”, “white” and a 2-gram or bigram consists of “The

wall”, “wall is”, “is white”. It is important to note that the words within an n-gram must be

taken in consecutive order [46].
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Geometric Mean Precision (N) = exp (
N∑

n=1

wnlogpn)

=

N∏
n=1

pwn
n

= p1 · p2 · p3 · p4

(3.1)

Brevity Penalty =


1 i f c > r

e(1−r)/c i f c ≤ r,
where c is the predicted length, and r is the target length

(3.2)

BLEU (N) = GMP (N) · BP (3.3)

The product of (3.1) and (3.2), given by Equation (3.3) (when N = 1), returns a BLEU score

that falls within the range of 0 to 1 (or more commonly, 0-100%), where 0 indicates no overlap

between the machine-translated text and the reference text [45]. A score of 100 indicates

that the machine-translated text perfectly matches the reference text. Since even linguistic

consultants or human translators do not achieve a perfect translation, a BLEU score of 100 is

almost impossible. However, as a rough guideline, a score between 60-70 is generally the best

a model can achieve. The n-gram precision of BLEU depends on exact word matches between

the output and references. However, since a specific reference may not be the only correctly

translated option, a good translation may be scored lower [47]. Despite the transparency of the

flaws associated with using the BLEU score, it continues to be widely used in MT research

mainly due to its high correlation with human judgment of accuracy [47].
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3.5.2 National Institute of Standards and Technology

Another metric commonly used in MT evaluation is the National Institute of Standards and

Technology or NIST. A variant of BLEU, NIST assigns a higher weight to more informative

n-grams and uses the arithmetic mean instead of the geometric mean used by BLEU [45]. The

calculation of the BP is also where NIST and BLEU diverge; the variation in length between

the translated text and the reference text does not affect NIST as it does with the BLEU score

[48]. This is because the precision scores that are calculated in BLEU are replaced with the

information gained from each n-gram [49]. This enables the system to get more credit or

weight if the n-gram match is difficult to obtain, or less credit if the match is easier [49].

3.5.3 Word Error Rate

The Word Error Rate (WER) is one of the earlier metrics used for evaluating MT [45] and it

examines the accuracy based on the Levenshtein distance. The Levenshtein distance between

two words from the translated output and the set of reference text, refers to the minimum

number of edits that are required to change a word from the translated output to the word from

the reference text [45]. The edits allowed are: substitutions (S ), insertions (I), and deletions

(D). Equation 1 is used to calculate WER, where N is the total number of words in the reference

text:

WER = (S + I + D)/N (3.4)

3.5.4 Metric for Evaluation of Translation with Explicit Ordering

As mentioned in Section 3.5.1, the precision-oriented nature of BLEU is the source of a few

weaknesses and so the Metric for Evaluation of Translation with Explicit Ordering (MET-

EOR), a recall-oriented metric, is used to tackle these shortcomings [45]. METEOR calculates

the harmonic mean, as opposed to the geometric mean, by combining precision and recall

with a greater bias towards recall [45]. The computation of the final METEOR score requires
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multiple stages; the first stage is exact matching where sentences in the translated output and

reference text that are completely alike are aligned [45]. The next stage called stem matching

refers to the process of aligning words that have the same morphological stem [45]. Finally, in

the synonym matching stage, words that are synonyms of each other (according to WordNet, a

lexical database of the English language [50]) are aligned [45]. At each stage, only words that

are not aligned are allowed to be matched in the succeeding stage. Furthermore, a fragmenta-

tion penalty (FP) is applied to account for the differences in word order [45]. The METEOR

score is then calculated by taking the product of the harmonic mean and (1−FP) which outputs

a score in the range of 0-1.

3.5.5 Why BLEU?

The BLEU score is a popular choice of evaluation metric in MT mainly due to its simplicity

and computational efficiency. Additionally, choosing to use a unigram (N = 1) for the calcula-

tion of the BLEU score allows for a more focused evaluation that addresses some of the issues

related to longer sentences and rare words. Since patents contain highly technical termino-

logy which is often domain-specific, setting the n-gram = 1 may highlight the importance of

translating each word as accurately as possible and increase the likelihood of lexical accuracy.

We also use the BLEU score metric to compare the performance of various MT models

since BLEU is widely used in the literature and this aids in the comparison of results. Table 3.3

below provides a summary of the advantages and disadvantages of the metrics covered above.
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Table 3.3: Advantages and Disadvantages of MT Evaluation Metrics

Evaluation Metric Advantages Disadvantages
BLEU

• High correlation with human judg-
ment of translation accuracy [47].

• Does not account for synonyms
[47].

• Penalizes longer sentences [47].

NIST

• No penalty applied when transla-
tion text is shorter in length [48].

• Does not consider synonyms, syn-
tactic structure, or word order [48].

WER

• Not difficult to understand or imple-
ment [48].

• Reproducible [48].

• Does not consider semantic similar-
ity, syntactic structure, or word or-
der of sentences [48].

METEOR

• Incorporates some linguistic know-
ledge using stem and synonym
matching [48].

• Doesn’t penalize longer sentences
unlike BLEU [48].

• WordNet does not support most
languages well except for English
[48].

• Relies on WordNet so not suitable
for morphologically rich languages
[48].



CHAPTER 4

Experimental Setup and Results

In this chapter, we discuss into the experimental setup employed to investigate and enhance

the performance of NMT models for patent translation. The experimental setup plays a crucial

role in ensuring the reliability and validity of our research findings. We provide an overview

of the experimental design, including the configuration, evaluation, and selection of the NMT

models with the primary objective to present a comprehensive outline of the decisions and

considerations made during the experimental setup. We aim to lay a solid foundation for the

subsequent analysis and interpretation of our results by outlining the decisions made.

4.1 Computing Setup

All training and testing of the NMT models covered in the subsequent subsections were com-

pleted using 4 NVIDIA Tesla P100-SXM2 GPUs with 17 GB RAM, as well as 24 CPUs/cores.

60
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4.2 Configuration and Parameter Settings

The “max length” parameter defines the maximum length of input sequences that the model

can handle during translation. This parameter ensures that excessively long sequences are

truncated or split into smaller segments to maintain computational efficiency. Additionally, the

“attention dropout” parameter controls the dropout rate for attention layers, helping prevent

overfitting and enhancing model generalization.

“Num beams” specifies the number of beams used during beam search decoding. Beam

search is a common technique in MT that explores multiple potential translations simultan-

eously, allowing the model to generate diverse output translations. By adjusting the value,

users can control the trade-off between translation quality and decoding speed.

Beam search decoding is a widely used technique in Neural Machine Translation (NMT)

that plays a crucial role in generating accurate and fluent translations. It is employed during

the decoding phase of the NMT model to explore multiple potential translation candidates and

select the most suitable output. During beam search decoding, the model generates transla-

tions by iteratively predicting the next token based on the previously generated tokens. It starts

with an initial seed token, usually the start-of-sentence token, and proceeds to generate sub-

sequent tokens by considering the probabilities assigned to different target language tokens by

the model. These probabilities are typically obtained through the softmax function applied to

the model’s output logits.

The beam search algorithm maintains a beam width, which determines the number of po-

tential translation candidates to consider at each step. This width represents the number of

branches or paths the algorithm explores during decoding. The larger the beam width, the

more candidates are considered, increasing the likelihood of finding high-quality translations.

However, larger beam widths also require more computational resources. At each decoding

step, the algorithm computes the scores for all the candidate translations based on a scoring

function that takes into account the model’s predicted probabilities and various other factors.

The scoring function helps evaluate the quality and fluency of the translations. The candidate
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translations with the highest scores are retained, while the rest are pruned to keep the beam

width intact. As the decoding process continues, the algorithm proceeds to the next token, ex-

panding the search space further. The scores of the candidate translations are updated at each

step, considering both the current token’s probability and the accumulated scores from previous

steps. This allows the algorithm to capture the most promising translation hypotheses.

Beam search decoding continues until a predetermined stopping criterion is met, such as

reaching the maximum length of the output sequence or encountering an end-of-sentence token.

Once the decoding process is complete, the algorithm selects the translation candidate with the

highest overall score as the final translation. Beam search decoding provides several advantages

in NMT. It allows for the exploration of multiple translation hypotheses, enabling the model

to generate diverse translations and avoid getting stuck in local optima. Additionally, it helps

address the issue of exposure bias by considering the model’s own predictions during decoding,

leading to more consistent and coherent translations.

However, beam search decoding is not without limitations. One major challenge is the risk

of ending up with suboptimal translations due to the greediness of the algorithm. Since beam

search only considers the most likely candidates at each step, it may overlook less probable,

yet better, translations. Furthermore, beam search tends to favor shorter translations, as they

are more likely to achieve higher scores earlier in the decoding process.

Overall, the configurations and architecture of the model highlight the utilization of a

Transformer-based neural network, specifically designed for English-to-Japanese machine trans-

lation. The model leverages self-attention mechanisms, beam search decoding, and adjustable

parameters to achieve accurate translations while maintaining efficiency. These configurations

and architecture choices contribute to the model’s performance in translating English sentences

into their Japanese counterparts.
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4.3 Performance comparison of the NLP models

4.3.1 Result I: NLP-Model-I

To implement NLP-Model-I, we followed the code provided by its authors in [65] and switched

the source and target languages so that our source language was set to English and our target

language to Japanese. We also used the same training dataset to train our model. As their data-

set was not reflective of our target domain, we decided to test the model with shorter and more

general sentences from the corpus, to begin with. Though the BLEU score achieved originally

by the authors was a desirably high score (see Figure 3.6 in Sec. 3.3.), the lowest level of ac-

curacy achieved out of the three models was by NLP-Model-I, where approximately 1% of the

translated text was relatively accurate. Figure 4.1 provides the results of the translations. As

shown in the figure, the back-translated results were very poor and nowhere near the original

text. Though unpromising, these results reinforced the need to create a training dataset that

was composed of parallel sentences and technical terms that are reflective of the test domain,

and why general translation systems are not sufficient for patent translation.

4.3.2 Result II: NLP-Model-II

Using test data consisting of technical terminology/jargon from the aforementioned domains,

we tested both NLP-Model-II and NLP-Model-III. The results were very promising for NLP-

Model-II when compared to NLP-Model-I as the BLEU score was much higher than it was

for NLP-Model-I. However, it still could not perform acceptably when translating text from

scientific patents. The BLEU score calculated for a sample of paragraphs (of 2-3 sentences)

was around 40-50% and many sentences were cut off mid-sentence after the translation as

seen in Table 4.1. Moreover, there were occasional punctuation and grammar that were less

than desired. We then used post-editing to confirm the results with a human evaluator to help

us determine whether the model was performing below par or accurate in its translation of

the scientific text. It was confirmed that the accuracy was much lower than expected using
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post-editing; roughly 10% of the translated text was correct. This demonstrates one of the

disadvantages when it comes to using only the BLEU score as an evaluation metric.

Table 4.1: NLP-Model-II test results

4.3.3 Result III: NLP-Model-III

As with the previous models, we used the BLEU evaluation metric which was calculated using

the sacreBLEU function. The function accepted the original text and the back-translated text

and produced their BLEU score using n-grams where n ranges from 1 to 4. Detailed features

of sacreBLEU are provided in the list below [126].

Features of sacreBLEU:

• “automatically downloads common WMT test sets and processes them to plain text.”

• “properly computes scores on detokenized outputs.”

• “supports different tokenizers for BLEU including support for Japanese and Chinese.”

• “supports chrF, chrF++, and Translation error rate (TER) metrics.”

• “performs paired bootstrap resampling and paired approximate randomization tests for

statistical significance reporting.”

An example of the output displaying the n-gram BLEU scores for a translated patent ab-

stract can be seen in Figure 4.2. To calculate the average BLEU score of each test sentence,
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we use the 1-gram results. We multiply the BLEU score results by 100 to measure using a

consistent scale as for the previous models.

Figure 4.2: Example of the BLEU score of a sample test sentence input

As seen in Table 4.2, the model provided the closest and most accurate translation without

compromising on technical words and preserving their meaning according to their context.

To strive to achieve further improvement we tested three different values for three different

hyperparameters of the model using a manual search based on our judgment. Although there

was some improvement from the baseline model, ultimately, the best-performing model was

the one fine-tuned using our data set and the default parameters. Given these outcomes, it is

clear that NLP-Model-III is the best model to focus on as it translated scientific patent abstracts

the most accurately and showed promising results.

Table 4.3 depicts the BLEU score of the post-adapted NLP-Model-III as well as a compar-

ison of the % increase from the original BLEU scores of each pre-trained transformer models

chosen for initial evaluation. NLP-Model-I, the implementation of a Japanese-English trans-
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Table 4.2: NLP-Model-III test results

Model BLEU % increase
Post-adapted BLEU of NLP-Model-III: 46.8
Base model BLEU of NLP-Model-I: 41.49 +12.8%
Base model BLEU of NLP-Model-II: 15.2 +207.9%
Base model BLEU of NLP-Model-III: 32.7 +43.12%

Table 4.3: A comparison between our post-adapted model and the baseline models of NLP-
Model-I [65], NLP-Model-II [59], NLP-Model-III [59]

former by Bharadwaj et al. in [65], achieved a BLEU of 41.49, the highest BLEU score among

the baseline models. However, our adaptation of the model for the purpose of English-Japanese

patent translation (as opposed to general translation) yielded much lower and negligible results

as seen in Figure 4.1. NLP-Model-II, pre-trained by the community on HuggingFace [59],

achieved a BLEU score of 15.2, which though a good score, fell short of translating highly

technical language correctly. NLP-Model-III, also pre-trained on HuggingFace, had the most

promising baseline BLEU score results which we were successfully able to increase to 48.8

through data-based domain adaptation techniques.

4.4 Domain adaptation and post-editing

In the previous chapter, we explained the meticulous process of building our bilingual corpus

that followed the data-centric domain adaptation technique for fine-tuning and enhancing the

performance of our chosen NMT model. Since NLP-Model-III performed the best (before

fine-tuning) out of the three models we experimented with as seen in the previous section, we
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used the corpus to train the model and test it on a subset of our target domain. Due to our

computational setup as given in Section 4.1, training the model took approximately 3 hours.

The BLEU score was calculated on the entire test corpus and the final results were sent to

a professional Japanese translator to confirm the accuracy of the results.

After testing and evaluating NLP-Model-III, we determined that our proposed technique

for machine translation of Japanese patents which encompasses NLP-Model-III performed the

best for this particular problem. Post-fine-tuned results also confirmed the improvement. The

average BLEU score of the three epochs was determined to be 46.18. This is a 41.22% increase

in model performance from the original model BLEU score of 32.7. Table B.1 in Appendix

B provides sample results from the post-edited NLP-Model-III experiments and depicts their

level of accuracy in translation.
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Conclusion

In this thesis, we proposed a comprehensive multi-step technique to work on the problem of

English-Japanese patent translation. The unique challenges of patent translation stem from the

legal nature of the patent document in comparison to general Japanese-to-English translation

and from existing challenges of the English-Japanese language pair which raises the complex-

ity of the models that could be successful. Our technique included prepossessing steps, data

preparation and processing, data-centric domain adaptation and fine-tuning, enlisting human

expert feedback, and linguistic analysis to refine the machine translation model performance.

The results section includes evaluation results of 3 major alternatives for the transformer model

to depend on for the last step. The aim was to achieve an output from the models that would fall

in the range of 0.5-0.7 of the BLEU score which is the current state of the art. Our technique

which encompassed a variation of NLP-Model-III achieved the best performance for the prob-

lem at hand reaching a BLEU score of 46.8. It is noticed also that fine-tuning hyperparameters

yields up to a 3-point improvement in the BLEU Score. This work included developing a novel

dataset that consisted of data collected from patent documents.

This work also examined the domain-specific challenges of patent translation in Japanese
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from English. Challenges like syntactic ambiguity, out-of-domain data, and others were ana-

lyzed and tackled. This would represent a base for future scientific patent translation efforts.

Moreover, the interest in commercial use motivates the further study of MT as the initial

findings of this work were demoed in Japan at the PIFC commercial conference where com-

panies tested the performance of the model and were satisfied with the level of translation

provided. Due to the results of this research, Xlscout plans on implementing a translation tool

to their services to translate patents from English to Japanese. Along with the quality of trans-

lation, the speed of translation is also of great importance. Moving forward, it is important to

study how to implement data parallelism to use multiple GPUs at once to increase the speed at

which translation occurs.

5.1 Future Research Directions and Limitations

One consideration to further examine in the future was the performance speed of the model.

For large paragraphs, it would take the model approximately 19 seconds to deliver an output

of translated text and sentences took approximately 3 seconds to translate. Because of the spe-

cialized nature of the patent translation problem and the fact that it is used by domain-specific

enterprise users, there is tolerance for that translation speed level. However, it would enhance

the model adoption if we are able to achieve a translation result in milliseconds so that the

translated content would be able to load faster on a webpage. Ideas to consider are optimizing

hardware performance through GPU parallel processing and experimenting with pre-quantized

models. Additionally, experimenting with different domain adaptation techniques and evaluat-

ing the effects of the difference in nuances between English and Japanese would be interesting

experiments as discussed in [117].

Additionally, the performance of the NMT system should also be good for general sen-

tences and thus extending the corpus to include non-technical sentences and experimenting to

improve the model further should also be another next step in enhancing the performance of
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NMT systems.
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[14] Tsarfaty, R., Seddah, D., Goldberg, Y., Kübler, S., Versley, Y., Candito, M., ... & Tounsi,

L. (2010, June). Statistical parsing of morphologically rich languages (spmrl) what, how

and whither. In Proceedings of the NAACL HLT 2010 First Workshop on Statistical Pars-

ing of Morphologically-Rich Languages (pp. 1-12).

[15] Stahlberg, F. (2020). Neural machine translation: A review. Journal of Artificial Intelli-

gence Research, 69, 343-418.

[16] Tan, Z., Wang, S., Yang, Z., Chen, G., Huang, X., Sun, M., & Liu, Y. (2020). Neural

machine translation: A review of methods, resources, and tools. AI Open, 1, 5-21.

[17] Cifka, O. (2018). Continuous Sentence Representations in Neural Machine Translation



74 BIBLIOGRAPHY

[18] Collobert, R., & Weston, J. (2008, July). A unified architecture for natural language pro-

cessing: Deep neural networks with multitask learning. In Proceedings of the 25th inter-

national conference on Machine learning (pp. 160-167).

[19] Yousuf, H., Lahzi, M., Salloum, S. A., & Shaalan, K. (2021). A systematic re-

view on sequence-to-sequence learning with neural network and its models. In-

ternational Journal of Electrical and Computer Engineering (IJECE), 11(3), 2315.

https://doi.org/10.11591/ijece.v11i3.pp2315-2326

[20] Niu, Z., Zhong, G., & Yu, H. (2021). A review on the attention mechanism of deep

learning. Neurocomputing, 452, 48-62.

[21] Luong, M. T., Pham, H., & Manning, C. D. (2015). Effective approaches to attention-

based neural machine translation. arXiv preprint arXiv:1508.04025.

[22] Brownlee, J. (2019, August 7). How does attention work in encoder-decoder re-

current neural networks. MachineLearningMastery.com. Retrieved January 9, 2023,

from https://machinelearningmastery.com/how-does-attention-work-in-encoder-decoder-

recurrent-neural-networks/

[23] Compton, E. (2018, June 19). Analyzing Japanese with natural language processing and

go. Medium. Retrieved January 9, 2023, from https://medium.com/@enocom/analyzing-

japanese-with-natural-language-processing-and-go-64b26cb2436

[24] Nagao, M. (n.d.). A Framework of a Mechanical Translation Between Ja-

panese and English by Analogy Principle. Retrieved January 9, 2023, from

https://aclanthology.org/www.mt-archive.info/70/Nagao-1984.pdf

[25] Barchas-Lichtenstein, J. (2016, March 1). Low and high context communication. Cul-

tureReady. Retrieved January 9, 2023, from https://www.cultureready.org/blog/low-and-

high-context-communication



BIBLIOGRAPHY 75

[26] Shih, J. (2020, October 13). Linguistic differences between Japanese and English.

JBI Localization. Retrieved January 9, 2023, from https://jbilocalization.com/linguistic-

differences-japanese-english/

[27] Somers, H. (2003). Computers and translation. Computers and Translation, 1-365.

[28] WIPO (2021). World Intellectual Property Indicators 2021. Geneva: World Intellectual

Property Organization.
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ng
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pa
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se
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te
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th
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rf
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ou

r
ad

ap
te
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an
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fin

e-
tu
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M

T
m

od
el
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E
ng

lis
h

Ja
pa

ne
se

T
he

m
od

ul
at

io
n

un
its
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01

-1
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10
1-

L
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m
od

ul
at
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th

e
m
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ar
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ri
er
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gn

al
s
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cl

ud
ed
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ea
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bl
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k
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in

g
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ff

er
en
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m

od
ul

at
io

n

sc
he

m
e

fo
re

ac
h

bl
oc

k
se

le
ct

ed
by

th
e

al
lo

ca
tio

n
un

it
(1

08
)

）
か
ら
入
力
さ
れ
る
ブ
ロ
ッ
ク
毎
の
Ｓ
Ｎ
Ｒ
の
平
均
と
Ｓ
Ｎ

Ｒ
の
分
散
に
基
づ
い
て
、
ブ
ロ
ッ
ク
毎
に
変
調
方
式
を
選
択

し
、

Pa
ss

iv
at

io
n

fil
m

s3
a

an
d

3b
ar

e
fo

rm
ed

so
as

to
co

ve
rb

ot
h

su
rf

ac
es

of
th

e
se

m
ic

on
du

ct
or

su
bs

tr
at

e
1

ha
vi

ng
th

e
te

rm
in

al
pa

ds
2a

an
d

2b
on

bo
th

su
rf

ac
es

両
面
に
端
子
パ
ッ
ド
２
ａ
，
２
ｂ
を
有
す
る
半
導
体
基
板

１
の
両
面
を
覆
う
よ
う
に
パ
ッ
シ
ベ
ー
シ
ョ
ン
膜
３
ａ
，
３

ｂ

O
pe

ni
ng

s
3c

an
d

3d
ar

e
pr

ov
id

ed
in

po
si

tio
ns

w
he

re
th

e
pa

ss
iv

a-

tio
n

fil
m

s
3a

an
d

3b
ov

er
la

p
th

e
te

rm
in

al
pa

ds
2a

an
d

2b

が
形
成
さ
れ
て
い
る
こ
の
パ
ッ
シ
ベ
ー
シ
ョ
ン
膜
３
ａ
，
３

ｂ
の
、
端
子
パ
ッ
ド
２
ａ
，
２

A
th

ro
ug

h
ho

le
9

is
fo

rm
ed

in
si

de
th

e
op

en
in

gs
3c

an
d

3d
so

as
to

pe
ne

tr
at

e
th

e
te

rm
in

al
pa

d
2a

,t
he

se
m

ic
on

du
ct

or
su

bs
tr

at
e

1,
an

d

th
e

te
rm

in
al

pa
d

2b

ｂ
と
重
な
る
位
置
に
、
開
口
部
３
ｃ
，
３
ｄ
が
設
け
ら
れ

て
い
る
開
口
部
３
ｃ
，
３
ｄ
の
内
側
に
、

A
n

in
su

la
tin

g
la

ye
r

4
m

ad
e

of
Si

O
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Si
N

,
Si

O
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th

e
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e
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th
e
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ne

rs
ur
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ce

of
th

e
th

ro
ug

h
ho

le
9

端
子
パ
ッ
ド
２
ａ
と
半
導
体
基
板
１
と
端
子
パ
ッ
ド
２
ｂ

を
貫
通
す
る
貫
通
孔
９
が
形
成
さ
れ
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Ｓ
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Ｓ
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縁
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縁
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m
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３
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端
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２
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２
ｂ
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st
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ch
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te
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an

d
hi

gh

re
lia

bi
lit
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課
題
酸
化
物
半
導
体
を
用
い
た
半
導
体
装
置
に
安
定
し
た

電
気
的
特
性
を

In
th

is
m

et
ho

d,
a

se
co
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in

su
la

tin
g

fil
m
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fo

rm
ed

ov
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an
ox
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e
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th
e

se
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su
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tin
g

fil
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原
子
を
除
去
し
、
水
素
原
子
が
除
去
さ
れ
た
酸
化
物
半
導

体
膜
に
酸
素
ド
ー
プ
処
理
を
行
っ
て
、
酸
化
物
半
導
体
膜

中
に
酸
素
原
子
を
供
給
し
、
酸
素

[S
el

ec
tio

n]
Fi

gu
re

2
原
子
が
供
給
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th

e
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du
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en
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e
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m
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du
ct

or
fil
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ox
yg

en
do

pi
ng

tr
ea
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en

t
is

pe
rf

or
m

ed

on
th

e
ox
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e
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ic
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ct
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fil
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om
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ov
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ox
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en
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ar
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su
pp
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d

in
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th
e

ox
id

e
se

m
ic
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-

du
ct

or
fil

m

付
与
し
、
高
信
頼
性
化
す
る
こ
と
を
目
的
の
一
と
す
る
解

決
手
段
第
１
の
絶
縁
膜
を
形
成
し
、
第
１
の
絶
縁
膜
上
に

、
ソ
ー
ス
電
極
お
よ
び
ド
レ
イ
ン
電
極
、
な
ら
び
に
、
ソ
ー

ス
電
極
お
よ
び
ド
レ
イ
ン
電
極
と
電
気
的
に
接
続
す
る
酸
化

物
半
導
体
膜
を
形
成
し
、
酸
化
物
半
導
体
膜
に
熱
処
理
を

行
っ
て
、
酸
化
物
半
導
体
膜
中
の
水
素

PR
O

B
L

E
M

TO
B

E
SO

LV
E

D
:T

o
pr

ov
id

e
a

se
m

ic
on

du
ct
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de

vi
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ha
vi

ng
a

st
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ct
ur

e
th
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n
be

fo
rm

ed
on

-c
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p
w

ith
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he
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en
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,
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pa
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e
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co

nt
ro
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a
la
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e

cu
rr

en
t
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th
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th

e
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d
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do
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nd

a
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an
uf
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tu

ri
ng

m
et

ho
d

th
er

eo
f

課
題
他
の
素
子
と
オ
ン
チ
ッ
プ
化
で
き
る
構
造
で
あ
り
，
素

子
面
積
が
小
さ
い
に
も
か
か
わ
ら
ず
大
電
流
を
制
御
で
き
，

オ
ン
抵
抗
が
小
さ
く
高
耐
圧
を
可
能
に
す
る
半
導
体
装
置
及

び
そ
の
製
造
方
法
を
提
供
す
る
解
決



90 Chapter A. Subset of English-Japanese Bilingual Parallel Corpus (Section 3.2.4)

Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

In
th

e
ca

se
of

an
N

-t
yp

e
L

D
M

O
S,

an
N

-w
el

ll
ay

er
10

2
fo

rm
ed

on

a
P-

ty
pe

se
m

ic
on

du
ct

or
su

bs
tr

at
e

10
1,

a
P-

w
el

ll
ay

er
10

3
fo

rm
ed

in
th

e
N

-w
el

l
la

ye
r

10
2,

an
d

a
so

ur
ce

tr
en

ch
ho

le
in

th
e

P-
w
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7a
fo
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5a
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7b
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ne
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5b
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w
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ay

er
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3

th
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id

e
fil
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6,
an

d
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in
dr
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tr
en

ch
ho

le
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5c

in
N

w
el

ll
ay

er
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2
T
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ff
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n
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ye
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8a

an
d
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8c

ar
e

fo
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nd

th
e

so
ur

ce
tr

en
ch

ho
le

10
5a

an
d

th
e

dr
ai

n
tr

en
ch

ho
le

10
5c

手
段
Ｎ
型
の
Ｌ
Ｄ
Ｍ
Ｏ
Ｓ
の
場
合
に
は
，
Ｐ
型
半
導
体
基

板
１
０
１
に
形
成
し
た
Ｎ
ウ
ェ
ル
層
１
０
２
と
，
Ｎ
ウ
ェ

ル
層
１
０
２
内
に
形
成
し
た
Ｐ
ウ
ェ
ル
層
１
０
３
と
，
Ｐ

ウ
ェ
ル
層
１
０
３
内
の
ソ
ー
ス
ト
レ
ン
チ
孔
１
０
５
ａ
に
形

成
さ
れ
た
ソ
ー
ス
電
極
１
０
７
ａ
と
，
Ｐ
ウ
ェ
ル
層
１
０
３

内
の
少
な
く
と
も
１
つ
の
ゲ
ー
ト
ト
レ
ン
チ
孔
１
０
５
ｂ
に

酸
化
膜
１
０
６
を
介
し
て
形
成
さ
れ
た
ゲ
ー
ト
電
極
１
０
７

ｂ
と
，
Ｎ
ウ
ェ
ル

[S
el

ec
tio

n]
Fi

gu
re

1
(a

)
層
１
０
２
内
の

PR
O

B
L

E
M

TO
B
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LV
E

D
:
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e
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pr
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a
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d
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r
m
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ur
in

g
th

e
sa

m
e

課
題
微
細
ピ
ッ
チ
の
ビ
ア
構
造
物
を
備
え
る
回
路
基
板
及
び

そ
の
製
造
方
法
を
提
供
す
る
解
決
手
段
本
発
明
の
回
路
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r1
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op
pa

tte
rn

13
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th

e
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te
rl
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tin
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r
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th

e
ho
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nt
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ct
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n,
w
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ch
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di
cu
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r
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th

e
ve
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ic

al
di

re
ct

io
n,

to
su

rr
ou

nd
th

e
vi

a
st

ru
ct

ur
e

14
0

an
d

m
ad

e
of

an
in

su
la

tin
g

m
at

er
ia

l

基
板
１
０
０
は
、
ベ
ー
ス
基
板
１
１
０
と
、
ベ
ー
ス
基
板
１

０
０
を
覆
う
層
間
絶
縁
膜
１
２
０
と
、
ベ
ー
ス
基
板
１
１
０

及
び
層
間
絶
縁
膜
１
２
０
の
う
ち
の
少
な
く
と
も
層
間
絶
縁

膜
１
２
０
を
上
下
方
向
に
貫
く
ビ
ア
構
造
物
１
４
０
と
、
層

間
絶
縁
膜
１
２
０
上
に
上
下
方
向
に
鉛
直
な
水
平
方
向
に

配
置
さ
れ
、
ビ
ア
構
造
物
１
４
０
を
取
り
囲
み
、
絶
縁
材
料

か
ら
成
る
エ
ッ
チ
ン
グ
防
止
パ
タ
ー
ン
１
３
０
と
を
含
む
選

択
図
図
１

T
he

pr
es

en
t

te
ch
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lo
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re

la
te

s
to

a
se

m
ic

on
du
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d
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th

e
ge
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n

of
no

is
e

in
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si
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al

本
技
術
は
、
信
号
に
お
け
る
ノ
イ
ズ
の
発
生
を
抑
制
す
る

こ
と
が
で
き
る
よ
う
に
す
る
半

A
se

m
ic

on
du

ct
or

de
vi

ce
in

cl
ud
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fir
st
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fir
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fir
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to
r
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m
in

g
a

se
co

nd
co

nd
uc

to
rl

oo
p

導
体
装
置
お
よ
び
電
子
機
器
に
関
す
る
半
導
体
装
置
は
、
第

１
の
導
体
ル
ー
プ
の
少
な
く
と
も
一
部
が
形
成
さ
れ
る
第
１

の
半
導
体
基
板
と
、
第
２
の
導
体
ル
ー
プ
を
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nd

th
e

se
co

nd
co

nd
uc

to
rl

ay
er

ha
ve

a
lo

op
su

rf
ac

e
di

re
ct

io
n

in
w

hi
ch

a
m

ag
ne

tic
flu

x
is

ge
ne

ra
te

d
fr

om
th

e
se

co
nd

co
nd

uc
to

r

lo
op

,a
nd

a
lo

op
w

hi
ch

ge
ne

ra
te

s
an

in
du

ce
d

el
ec

tr
om

ot
iv

e
fo

rc
e

in
th

e
fir

st
co

nd
uc

to
rl

oo
p

形
成
す
る
、
導
体
を
有
す
る
第
１
の
導
体
層
及
び
第
２
の

導
体
層
を
含
む
第
２
の
半
導
体
基
板
と
を
備
え
、
第
１
の

導
体
層
と
第
２
の
導
体
層
は
、
第
２
の

T
he

di
re

ct
io

n
of

th
e

pl
an

e
is

di
ff

er
en

tf
ro

m
th

at
of

th
e

pl
an

e
導
体
ル
ー
プ
か
ら
磁
束
が
発
生
す
る
ル
ー
プ
面
の
方
向
と

T
he

pr
es

en
tt

ec
hn

ol
og

y
ca

n
be

ap
pl

ie
d

to
,f

or
ex

am
pl

e,
a

C
M

O
S

im
ag

e
se

ns
or

、
第
１
の
導
体
ル
ー
プ
に
誘
導
起
電
力
を
発
生
さ

T
hi

s
di

sc
lo

su
re

de
sc

ri
be

s
m

et
ho

ds
an

d
st

ru
ct

ur
es

fo
r

th
re

e-

di
m

en
si

on
al

m
em

or
y

de
vi

ce
s

本
開
示
は
、
三
次
元
メ
モ
リ
デ
バ
イ
ス
の
た
め

T
he

m
et

ho
d

in
cl

ud
es

pr
ov

id
in

g
a

bo
tto

m
su

bs
tr

at
e

an
d

fo
rm

in
g

a

pl
ur

al
ity

of
do

pe
d

la
ye

rs
on

th
e

bo
tto

m
su

bs
tr

at
e

の
方
法
お
よ
び
構
造
を
説
明
す
る
こ
の
方
法
は
、
底
部
基
板

を
提
供
す
る
こ
と
と
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Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

T
he

pl
ur

al
ity

of
do

pe
d

la
ye

rs
ha

ve
a

to
p

su
rf

ac
e

of
th

e
pl

ur
al

ity
of

do
pe

d
la

ye
rs

su
bs

ta
nt

ia
lly

fla
t,

an
d

a
do

pi
ng

co
nc

en
tr

at
io

n
of

ea
ch

of
th

e
pl

ur
al

ity
of

do
pe

d
la

ye
rs

is
su

bs
ta

nt
ia

lly
al

on
g

a
di

re
ct

io
n

su
bs

ta
nt

ia
lly

pe
rp

en
di

cu
la

r
to

th
e

to
p

su
rf

ac
e

of
th

e
pl

ur
al

ity
of

do
pe

d
la

ye
rs

、
底
部
基
板
上
に
複
数
の
ド
ー
プ
層
を
形
成
す
る
こ
と
と
を

含
む
複
数
の
ド
ー
プ
層
は
、
複
数
の
ド
ー
プ
層
の
上
面
が

実
質
的
に
平
坦
で
あ
り
、
か
つ
複
数
の
ド
ー
プ
層
の
各
々

の
ド
ー
ピ
ン
グ
濃
度

H
av

in
g

a
to

ta
lt

hi
ck

ne
ss

w
ith

in
th

e
th

ic
kn

es
sr

an
ge

th
at

is
un

if
or

m
が
複
数
の
ド
ー
プ
層
の
上
面
に
実
質
的
に

&
lt;

P&
gt

;P
R

O
B

L
E

M
TO

B
E

SO
LV

E
D

:
To

gi
ve

a
hi

gh
he

at
ra

-

di
at

in
g

pr
op

er
ty

to
a

se
m

ic
on

du
ct

or
de

vi
ce

ha
vi

ng
a

pl
ur

al
ity

of

la
m

in
at

ed
se

m
ic

on
du

ct
or

el
em

en
ts

w
ith

re
sp

ec
t

to
th

e
he

at
ge

n-

er
at

ed
fr

om
th

e
se

m
ic

on
du

ct
or

el
em

en
ts

w
he

n
th

e
el

em
en

ts
ar

e

op
er

at
ed

課
題
積
層
し
た
複
数
の
半
導
体
素
子
を
有
す
る
半
導
体
装
置

に
お
い
て
、
半
導
体
素
子
の
動
作
時
の
発
熱
に
対
し
て
、

高
い
放
熱
性
を
持
た
せ
る
解
決

&
lt;

P&
gt

;S
O

L
U

T
IO

N
:

T
he

se
m

ic
on

du
ct

or
de

vi
ce

ha
s

th
e

pl
ur

-

al
ity

of
la

m
in

at
ed

se
m

ic
on

du
ct

or
el

em
en

ts
2

an
d

re
si

n
fil

m
s

3

pr
ov

id
ed

am
on

g
th

e
se

m
ic

on
du

ct
or

el
em

en
ts

2
an

d
ha

vi
ng

hi
gh

w
at

er
ab

so
rp

tio
n

手
段
積
層
し
た
複
数
の
半
導
体
素
子
２
と
、
各
半
導
体
素

子
間
に
設
け
ら
れ
た
高
吸
水
性
樹
脂
膜
３
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Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

It
is

pr
ef

er
ab

le
th

at
th

e
re

si
n

fil
m

s3
co

nt
ai

n
w

at
er

or
a

lo
w

-m
el

tin
g

po
in

to
rg

an
ic

so
lv

en
t

と
を
有
す
る
こ
こ
で
、
高
吸
水
性
樹
脂
膜
３
は
、
水
又

A
lte

rn
at

iv
el

y,
th

e
re

si
n

fil
m

3
co

nt
ai

ns
an

or
ga

ni
c

so
lv

en
th

av
in

g

a
bo

ili
ng

po
in

th
ig

he
r

th
an

th
e

re
flo

w
te

m
pe

ra
tu

re
of

so
ld

er
or

is

m
ad

e
to

co
nt

ai
n

th
e

or
ga

ni
c

so
lv

en
ta

ft
er

m
ou

nt
in

g

は
低
沸
点
の
有
機
溶
媒
を
含
ん
で
い
る
こ
と
が
好
ま
し
い
あ

る
い
は
、
高
吸
水
性
樹
脂
膜
は
、
半
田
の
リ
フ
ロ
ー
温
度
以

上
の
沸
点
を

&
lt;

P&
gt

;C
O

PY
R

IG
H

T:
(C

)2
00

5,
JP

O
&

am
p;

N
C

IP
I

有
す
る
有
機

To
pr

ov
id

e
a

se
m

ic
on

du
ct

or
de

vi
ce

ca
pa

bl
e

of
su

pp
re

ss
in

g
in

je
c-

tio
n

of
ho

tc
ar

ri
er

s
in

to
a

ga
te

in
su

la
tio

n
la

ye
r

in
a

si
m

pl
e

m
an

u-

fa
ct

ur
in

g
pr

oc
es

s
an

d
im

pr
ov

in
g

a
hi

gh
off

vo
lta

ge
,a

nd
a

m
an

u-

fa
ct

ur
in

g
m

et
ho

d
fo

rt
he

sa
m

e

課
題
簡
易
な
製
造
工
程
で
、
ゲ
ー
ト
絶
縁
層
へ
の
ホ
ッ
ト

キ
ャ
リ
ア
の
注
入
を
抑
制
で
き
、
か
つ
オ
フ
耐
圧
を
向
上
可

能
な
半
導
体
装
置
お
よ
び
そ
の
製
造
方
法
を

SO
L

U
T

IO
N

:
In

a
pl

an
vi

ew
,

a
fir

st
co

m
b

se
ct

io
n

of
an

n-
ty

pe

w
el

l
re

gi
on

N
W

L
an

d
a

se
co

nd
co

m
b

se
ct

io
n

of
a

pd
ri

ft
re

gi
on

D
FT

en
ga

ge
w

ith
ea

ch
ot

he
r

提
供
す
る
解
決
手
段
平
面
視
に
お
い
て
、
ｎ
型
ウ
エ
ル
領
域

Ｎ
Ｗ
Ｌ
の
第
１
櫛
部
と
ｐ

-
ド
リ
フ
ト
領
域
Ｄ
Ｆ
Ｔ
の
第
２

櫛
部

T
he

re
fo

re
in

a
pl

an
vi

ew
,a

p-
n

ju
nc

tio
n

of
th

e
n-

ty
pe

w
el

lr
eg

io
n

N
W

L
an

d
th

e
pd

ri
ft

re
gi

on
D

FT
ha

s
a

zi
gz

ag
co

nfi
gu

ra
tio

n

と
は
互
い
に
噛
み
合
っ
て
い
る
こ
れ
に
よ
り
平
面
視
に
お
い

て
、
ｎ
型
ウ
エ
ル
領
域
Ｎ
Ｗ
Ｌ
と
ｐ
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Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

T
he

p-
n

ju
nc

tio
n

co
nfi

gu
re

d
by

th
e

n-
ty

pe
w

el
lr

eg
io

n
N

W
L

an
d

th
e

pd
ri

ft
re

gi
on

D
FT

ex
te

nd
sf

ro
m

a
m

ai
n

su
rf

ac
e

M
S

to
a

bo
tto

m

fa
ce

B
W

S
of

an
is

ol
at

io
n

gr
oo

ve
T

N
C

al
on

g
a

so
ur

ce
si

de
si

de
w

al
l

SW
S

of
th

e
is

ol
at

io
n

gr
oo

ve
T

N
C

-ド
リ
フ
ト
領
域
Ｄ
Ｆ
Ｔ
と
の
ｐ
ｎ
接
合
は
ジ
グ
ザ
グ
形
状
を

有
し
て
い
る
ｎ
型
ウ
エ
ル
領
域
Ｎ
Ｗ
Ｌ
と
ｐ

-
ド
リ
フ
ト
領

域
Ｄ
Ｆ
Ｔ
と
に
よ
り
構
成
さ
れ
る
ｐ
ｎ
接
合
は
、
分
離
溝

Ｔ
Ｎ
Ｃ
の
ソ
ー
ス
側

SE
L

E
C

T
E

D
D

R
A

W
IN

G
:F

ig
ur

e
6

壁
面
Ｓ
Ｗ
Ｓ
に
沿
っ

A
se

m
ic

on
du

ct
or

la
ye

r
on

w
hi

ch
a

se
m

ic
on

du
ct

or
el

em
en

t
is

fo
rm

ed
,a

fir
st

co
nd

uc
to

r
fil

m
fo

rm
ed

on
th

e
up

pe
r

su
rf

ac
e

of
th

e

se
m

ic
on

du
ct

or
la

ye
r

an
d

el
ec

tr
ic

al
ly

co
nn

ec
te

d
to

th
e

se
m

ic
on

-

du
ct

or
el

em
en

t,
an

d
fo

rm
ed

on
a

si
de

su
rf

ac
e

of
th

e
se

m
ic

on
du

ct
or

la
ye

r,
an

d
el

ec
tr

ic
al

ly
co

nn
ec

te
d

to
th

e
se

m
ic

on
du

ct
or

el
em

en
tA

se
co

nd
co

nd
uc

to
r

fil
m

co
nn

ec
te

d
to

th
e

se
co

nd
co

nd
uc

to
r

fil
m

;

an
d

a
fir

st
pr

ot
ec

tiv
e

fil
m

fo
rm

ed
on

th
e

fir
st

co
nd

uc
to

r
fil

m
an

d

ha
vi

ng
an

op
en

in
g

ex
po

si
ng

th
e

fir
st

co
nd

uc
to

rfi
lm

半
導
体
素
子
が
形
成
さ
れ
た
半
導
体
層
と
、
半
導
体
層
の

上
面
上
に
形
成
さ
れ
、
半
導
体
素
子
と
電
気
的
に
接
続
さ

れ
た
第
１
の
導
体
膜
と
、
半
導
体
層
の
側
面
上
に
形
成
さ

れ
、
半
導
体
素
子
と
電
気
的
に
接
続
さ
れ
た
第
２
の
導
体

膜
と
、
第
１
の
導
体
膜
上
に
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Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

T
he

se
m

ic
on

du
ct

or
de

vi
ce

ha
s

a
he

ig
ht

up
to

th
e

to
p

su
rf

ac
e

of
th

e

fil
m

th
at

is
th

e
sa

m
e

as
or

lo
w

er
th

an
a

he
ig

ht
fr

om
th

e
to

p
su

rf
ac

e

of
th

e
se

m
ic

on
du

ct
or

la
ye

rt
o

th
e

to
p

su
rf

ac
e

of
th

e
fir

st
co

nd
uc

to
r

fil
m

形
成
さ
れ
、
第
１
の
導
体
膜
を
露
出
す
る
開
口
部
を
有
す

る
第
１
の
保
護
膜
と
を
備
え
、
半
導
体
層
の
上
面
か
ら
第

２
の
導
体
膜
の
上
面
ま
で
の
高

PR
O

B
L

E
M

TO
B

E
SO

LV
E

D
:T

o
pr

ov
id

e
a

m
et

ho
d

th
at

co
nt

ro
ls

a
ba

se
st

at
io

n
in

a
ce

llu
la

rw
ir

el
es

s
co

m
m

un
ic

at
io

ns
ne

tw
or

k
an

d

co
m

pr
is

es
w

ith
in

th
e

ba
se

st
at

io
n,

au
to

no
m

ou
sl

y
an

d
dy

na
m

ic
al

ly

ad
ap

tin
g

a
m

ax
im

um
va

lu
e

fo
r

a
to

ta
lt

ra
ns

m
it

po
w

er
of

th
e

ba
se

st
at

io
n,

su
ch

th
at

in
te

rf
er

en
ce

be
tw

ee
n

th
e

ba
se

st
at

io
n

an
d

ot
he

r

ac
ce

ss
po

in
ts

in
th

e
vi

ci
ni

ty
is

m
in

im
iz

ed

課
題
セ
ル
ラ
ー
式
無
線
通
信
ネ
ッ
ト
ワ
ー
ク
に
お
け
る
基
地

局
を
制
御
す
る
方
法
で
あ
っ
て
、
基
地
局
と
近
く
の
他
の

ア
ク
セ
ス
ポ
イ
ン
ト
と
の
間
の
干
渉
が
最
低
限
に
抑
え
ら
れ

る
よ
う
に
、
基
地
局
内
で
、
基
地
局
の
総
送
信
電
力
の
最

大
値
を

SO
L

U
T

IO
N

:
T

he
ba

se
st

at
io

n
se

le
ct

s
a

ca
rr

ie
r

fr
eq

ue
nc

y
an

d
a

sc
ra

m
bl

in
g

co
de

fr
om

lis
ts

pr
ov

id
ed

fr
om

a
m

an
ag

em
en

ts
ys

te
m

th
at

ge
ne

ra
lly

co
nt

ro
ls

th
e

op
er

at
io

n
of

th
e

fe
m

to
ce

ll
ba

se
st

at
io

ns

in
th

e
ne

tw
or

k

自
律
的
か
つ
動
的
に
適
応
さ
せ
る
こ
と
を
含
む
方
法
を
提
供

す
る
解
決
手
段
ネ
ッ
ト
ワ
ー
ク
に
お
け
る
フ
ェ
ム
ト
セ
ル
基

地
局
の
動
作
を
一
般
に
制
御
す
る
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Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

T
he

ca
rr

ie
r

fr
eq

ue
nc

ie
s

an
d

th
e

sc
ra

m
bl

in
g

co
de

s
on

th
e

lis
ts

ar
e

sh
ar

ed
w

ith
ot

he
r

ba
se

st
at

io
ns

in
th

e
ne

tw
or

k,
in

cl
ud

in
g

no
de

B
s

of
th

e
m

ac
ro

la
ye

ra
nd

ot
he

rf
em

to
ce

ll
ba

se
st

at
io

ns

管
理
シ
ス
テ
ム
か
ら
提
供
さ
れ
た
リ
ス
ト
か
ら
、
搬
送
波
周

波
数
及
び
ス
ク
ラ
ン
ブ
ル
コ
ー
ド
を
選
択
す
る
リ
ス
ト
に
お

け
る
搬
送
波
周
波
数
及
び
ス
ク
ラ
ン
ブ
ル

In
re

sp
on

se
to

an
er

ro
rc

on
di

tio
n

re
la

te
d

to
th

e
ra

di
o

en
vi

ro
nm

en
t,

a
m

es
sa

ge
m

ay
be

se
nt

to
th

e
us

er
of

th
e

ba
se

st
at

io
n,

re
qu

es
tin

g

th
at

th
e

ba
se

st
at

io
n

be
re

po
si

tio
ne

d

コ
ー
ド
は
、
マ
ク
ロ
レ
イ
ヤ
の
ｎ
ｏ
ｄ
ｅ
Ｂ
及
び
他
の
フ
ェ

ム
ト
セ
ル
基
地
局
を
含
め
て
、
ネ
ッ
ト
ワ
ー
ク
に
お
け
る
他

の
基
地
局
と
共
有
さ
れ
る

T
he

im
ag

e
da

ta
co

rr
es

po
nd

in
g

to
ea

ch
of

th
e

le
ft

an
d

ri
gh

tv
ie

w
-

po
in

ts
is

th
in

ne
d

ou
tb

y
th

e
th

in
ni

ng
un

it
(1

01
)

左
右
の
視
点
の
各
々
に
対
応
し
た
画
像
デ
ー
タ
を
間
引
き
部

（
１
０
１
）
で
間
引
く
合
成

W
he

n
sy

nt
he

si
zi

ng
th

e
th

in
ne

d
im

ag
e

da
ta

,t
he

sy
nt

he
si

s
m

et
ho

d

se
le

ct
io

n
un

it
(1

04
)s

el
ec

ts
a

sy
nt

he
si

s
m

et
ho

d
th

at
m

in
im

iz
es

th
e

di
sc

on
tin

ui
ty

in
th

e
bo

un
da

ry
po

rt
io

n
of

th
e

sy
nt

he
si

ze
d

im
ag

e

方
法
選
択
部
（
１
０
４
）
が
間
引
か
れ
た
画
像
デ
ー
タ
を
合

成
す
る
場
合
に
合
成
画
像
の
境
界
部
の
不
連
続
性
が
最
も

A
co

m
bi

ni
ng

un
it

(1
02

)
co

m
bi

ne
s

th
e

pl
ur

al
ity

of
im

ag
e

da
ta

us
-

in
g

th
e

se
le

ct
ed

co
m

bi
ni

ng
m

et
ho

d

小
さ
く
な
る
合
成
方
法
を
選
択
す
る
合
成
部
（
１
０
２
）
は

、
選
択

T
he

en
co

di
ng

un
it

(1
03

)
en

co
de

s
th

e
co

m
bi

ne
d

im
ag

e
da

ta
,a

nd

th
e

co
m

bi
ni

ng
m

et
ho

d
en

co
di

ng
un

it
(1

05
)

en
co

de
s

in
fo

rm
at

io
n

on
th

e
co

m
bi

ni
ng

m
et

ho
d

し
た
合
成
方
法
を
用
い
て
前
記
複
数
の
画
像
デ
ー
タ
を
合
成

す
る
符
号
化
部
（
１
０
３
）
は
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Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

A
m

ul
tip

le
xi

ng
un

it
(1

06
)m

ul
tip

le
xe

s
th

es
e

en
co

de
d

da
ta

合
成
さ
れ
た
画
像
デ
ー
タ
を
符
号

In
th

is
w

ay
,

th
e

co
nt

in
ui

ty
of

th
e

co
m

po
si

te
im

ag
e

is
in

cr
ea

se
d

an
d

th
e

en
co

di
ng

effi
ci

en
cy

is
in

cr
ea

se
d

化
し
、
合
成
方
法
符
号
化
部
（
１
０
５
）
は
合
成
方
法
の

情
報
を

PR
O

B
L

E
M

TO
B

E
SO

LV
E

D
:T

o
pr

ov
id

e
a

se
m

ic
on

du
ct

or
de

vi
ce

w
hi

ch
ca

n
pr

ev
en

tg
en

er
at

io
n

of
vo

id
s

at
a

th
ro

ug
h

el
ec

tr
od

e
an

d

w
hi

ch
ha

s
hi

gh
er

re
lia

bi
lit

y
th

an
in

th
e

pa
st

;a
nd

pr
ov

id
e

a
m

an
-

uf
ac

tu
ri

ng
m

et
ho

d
of

th
e

se
m

ic
on

du
ct

or
de

vi
ce

an
d

pr
ov

id
e

an

el
ec

tr
on

ic
co

m
po

ne
nt

課
題
貫
通
電
極
に
お
け
る
ボ
イ
ド
の
発
生
を
防
止
す
る
こ
と

が
で
き
、
従
来
に
比
べ
て
信
頼
性
の
高
い
半
導
体
装
置
お

よ
び
そ
の
製
造
方
法
、
な
ら
び
に
電
子
部
品
を
提
供
す
る
こ

と
解
決
手
段
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Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

SO
L

U
T

IO
N

:A
se

m
ic

on
du

ct
or

m
an

uf
ac

tu
ri

ng
m

et
ho

d
co

m
pr

is
es

:

fo
rm

in
g

an
el

ec
tr

od
e

la
ye

r
51

on
a

ga
te

in
su

la
tio

n
fil

m
30

on
a

Si
su

bs
tr

at
e

29
;

fo
rm

in
g

an
in

te
rl

ay
er

in
su

la
tio

n
fil

m
31

on
th

e

ga
te

in
su

la
tio

n
fil

m
30

,a
nd

su
bs

eq
ue

nt
ly

fo
rm

in
g

a
lo

w
er

pa
d

40

in
cl

ud
in

g
lo

w
er

w
ir

in
g

42
of

th
e

sa
m

e
pa

tte
rn

w
ith

th
e

el
ec

tr
od

e

la
ye

r
51

an
d

a
lo

w
er

si
de

in
su

la
tio

n
fil

m
43

of
a

ne
ga

tiv
e

pa
tte

rn

by
a

da
m

as
ce

ne
m

et
ho

d;
su

bs
eq

ue
nt

ly
,

fo
rm

in
g

a
th

ro
ug

h
ho

le

59
an

d
si

m
ul

ta
ne

ou
sl

y
ex

po
si

ng
,

in
th

e
th

ro
ug

h
ho

le
59

,
a

fir
st

in
te

rl
ay

er
in

su
la

tio
n

fil
m

32
on

w
hi

ch
pr

oj
ec

tio
ns

60
of

th
e

sa
m

e

pa
tte

rn
w

ith
th

e
lo

w
er

si
de

in
su

la
tio

n
fil

m
43

ar
e

fo
rm

ed
;f

or
m

in
g

a
vi

a
in

su
la

tio
n

fil
m

38
af

te
re

tc
hi

ng
th

e
fir

st
in

te
rl

ay
er

in
su

la
tio

n

fil
m

32
so

as
to

le
av

e
a

pa
rt

of
th

e
pr

oj
ec

tio
ns

60
as

an
et

ch
in

g

re
si

du
e,

an
d

et
ch

in
g

th
e

vi
a

in
su

la
tio

n
fil

m
38

at
a

bo
tto

m
su

rf
ac

e

of
th

e
th

ro
ug

h
ho

le
59

;
an

d
fo

rm
in

g
a

th
ro

ug
h

el
ec

tr
od

e
17

by

gr
ow

in
g

an
el

ec
tr

od
e

m
at

er
ia

lb
y

pl
at

in
g

on
an

in
ne

r
si

de
of

th
e

vi
a

in
su

la
tio

n
fil

m
38

of
th

e
th

ro
ug

h
ho

le
59

Ｓ
ｉ
基
板
２
９
上
の
ゲ
ー
ト
絶
縁
膜
３
０
上
に
電
極
層
５

１
を
形
成
す
る
ゲ
ー
ト
絶
縁
膜
３
０
上
に
層
間
絶
縁
膜
３
１

を
形
成
し
た
後
、
ダ
マ
シ
ン
法
に
よ
り
電
極
層
５
１
と
同

一
パ
タ
ー
ン
の
下
側
配
線
４
２
と
、
反
対
パ
タ
ー
ン
の
下
側

絶
縁
膜
４
３
を
含
む
下
側
パ
ッ
ド
４
０
を
形
成
す
る
次
に
、

貫
通
孔
５
９
を
形
成
し
、
同
時
に
、
貫
通
孔
５
９
内
に
下

側
絶
縁
膜
４
３
と
同
一
パ
タ
ー
ン
の
突
出
部
６
０
が
形
成
さ

れ
た
第
１
層
間
絶
縁
膜
３
２
を
露
出
さ
せ
る
そ
し
て
、
突

出
部
６
０
の
一
部
が
エ
ッ
チ
ン
グ
残
渣
と
し
て
残
る
よ
う
に

第
１
層
間
絶
縁
膜
３
２
を
エ
ッ
チ
ン
グ
し
た
後
、
ビ
ア
絶
縁

膜
３
８
を
形
成
し
、
貫
通
孔
５
９
の
底
面
の
ビ
ア
絶
縁
膜

３
８
を
エ
ッ
チ
ン
グ
す
る
次
に
、
貫
通
孔
５
９
の
ビ
ア
絶
縁

膜
３
８
の
内
側
に
電
極
材
料
を
め
っ
き
成
長
さ
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Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

A
w

ir
el

es
s

co
m

m
un

ic
at

io
n

m
et

ho
d

an
d

ap
pa

ra
tu

s
fo

r
se

le
ct

in
g

an
d

re
se

le
ct

in
g

ce
lls

us
ed

by
a

w
ir

el
es

s
tr

an
sm

it
/

re
ce

iv
e

un
it

(W
T

R
U

)i
n

a
w

ir
el

es
s

m
ul

ti-
ce

ll
co

m
m

un
ic

at
io

n
sy

st
em

無
線
マ
ル
チ
セ
ル
通
信
シ
ス
テ
ム
に
お
け
る
無
線
送
受
信
ユ

ニ
ッ
ト
（
Ｗ
Ｔ
Ｒ
Ｕ
）
に
よ
っ
て
使
用
さ
れ
る
、
セ
ル
を
選

択
し
、

T
he

W
T

R
U

in
cl

ud
es

a
sw

itc
he

d
be

am
an

te
nn

a
co

nfi
gu

re
d

to
fo

rm

a
pl

ur
al

ity
of

di
re

ct
io

na
lb

ea
m

pa
tte

rn
s

an
d

om
ni

di
re

ct
io

na
lb

ea
m

pa
tte

rn
s

お
よ
び
再
選
択
す
る
た
め
の
無
線
通
信
方
法
お
よ
び
装
置
Ｗ

Ｔ
Ｒ
Ｕ
は
、
複
数
の
指
向
性
ビ
ー
ム
パ
タ
ー
ン

T
he

W
T

R
U

m
ea

su
re

ss
ig

na
ls

fr
om

m
ul

tip
le

ce
lls

us
in

g
di

re
ct

io
na

l

an
d

om
ni

di
re

ct
io

na
lb

ea
m

pa
tte

rn
s

お
よ
び
無
指
向
性
ビ
ー
ム
パ
タ
ー
ン
を
形
成
す
る
よ
う
に
構

成
さ

T
he

W
T

R
U

se
le

ct
s

th
e

ce
ll

w
ith

th
e

st
ro

ng
es

ts
ig

na
la

nd
re

gi
st

er
s

w
ith

th
at

ce
ll

れ
た
切
り
替
え
ビ
ー
ム
ア
ン
テ
ナ
を
含
む
Ｗ
Ｔ
Ｒ
Ｕ
は
、
指

向
性
ビ
ー
ム
パ
タ
ー
ン

In
on

e
em

bo
di

m
en

t,
th

e
W

T
R

U
se

le
ct

s
th

e
di

re
ct

io
na

lb
ea

m
w

ith

th
e

st
ro

ng
es

ts
ig

na
l,

us
es

th
at

be
am

as
th

e
ac

tiv
e

be
am

,a
nd

co
m

-

m
un

ic
at

es
w

ith
th

e
se

le
ct

ed
ce

ll

お
よ
び
無
指
向
性
ビ
ー
ム
パ
タ
ー
ン
を
用
い
て
複
数
の
セ
ル

か
ら
の
信
号
を
測
定
す
る
Ｗ
Ｔ
Ｒ
Ｕ
は
、
最
強
の
信
号
を
有

す
る

In
an

ot
he

re
m

bo
di

m
en

t,
th

e
W

T
R

U
se

le
ct

s
a

ce
ll

an
d

be
am

co
m

-

bi
na

tio
n

an
d

re
gi

st
er

s
w

ith
th

e
se

le
ct

ed
ce

ll
us

in
g

th
e

se
le

ct
ed

be
am

セ
ル
を
選
択
し
、
そ
の
セ
ル
に
登
録
す
る
一
実
施
形
態
で

は
、
Ｗ
Ｔ
Ｒ
Ｕ
は
、
最
強
の
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Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

In
ye

t
an

ot
he

r
em

bo
di

m
en

t,
th

e
W

T
R

U
in

iti
at

es
a

ha
nd

off
to

a

ne
ig

hb
or

in
g

ce
ll

th
at

ha
s

be
tte

r
si

gn
al

m
ea

su
re

m
en

t
re

su
lts

th
an

th
e

se
le

ct
ed

ce
ll

信
号
を
有
す
る
指
向
性
ビ
ー
ム
を
選
択
し
、
そ
の
ビ
ー
ム
を

ア
ク
テ
ィ
ブ
ビ
ー
ム
と
し
て
使
用
し
、
選
択
セ
ル

A
se

m
ic

on
du

ct
or

de
vi

ce
w

ith
go

od
re

lia
bi

lit
y

is
pr

ov
id

ed
良
好
な
信
頼
性
を
有
す
る
半
導
体

A
fir

st
in

su
la

to
r,

a
se

co
nd

in
su

la
to

r,
an

d
a

th
ir

d
in

su
la

to
r

ar
e

fo
rm

ed
ov

er
th

e
fir

st
co

nd
uc

to
r,

an
d

m
ic

ro
w

av
e-

ex
ci

te
d

pl
as

m
a

tr
ea

tm
en

t
is

pe
rf

or
m

ed
on

th
e

th
ir

d
in

su
la

to
r

to
fo

rm
an

is
la

nd
-

sh
ap

ed
fir

st
ox

id
at

io
n

A
fir

st
se

m
ic

on
du

ct
or

,a
se

co
nd

co
nd

uc
to

r

on
th

e
fir

st
ox

id
e

se
m

ic
on

du
ct

or
,a

nd
a

th
ir

d
co

nd
uc

to
r,

an
d

th
e

fir
st

ox
id

e
se

m
ic

on
du

ct
or

,
th

e
se

co
nd

co
nd

uc
to

r,
an

d
th

e
th

ir
d

co
nd

uc
to

r

装
置
を
提
供
す
る
第
１
の
導
電
体
上
に
第
１
の
絶
縁
体
、

第
２
の
絶
縁
体
、
及
び
第
３
の
絶
縁
体
を
形
成
し
、
第
３

の
絶
縁
体
に
マ
イ
ク
ロ
波
励
起
プ
ラ
ズ
マ
処
理
を
行
い
、
島

状
の
第
１
の
酸
化
物
半
導
体
と
、
第

T
he

n,
an

ox
id

e
se

m
ic

on
du

ct
or

fil
m

,a
fir

st
in

su
la

tin
g

fil
m

,a
nd

a

co
nd

uc
tiv

e
fil

m
ar

e
fo

rm
ed

,a
pa

rt
of

th
e

fir
st

in
su

la
tin

g
fil

m
an

d

th
e

co
nd

uc
tiv

e
fil

m
is

re
m

ov
ed

,a
nd

a
fo

ur
th

in
su

la
to

ra
nd

a
fo

ur
th

co
nd

uc
to

ra
re

fo
rm

ed

１
の
酸
化
物
半
導
体
上
の
第
２
の
導
電
体
、
及
び
第
３
の

導
電
体
と
、
を
形
成
し
、
第
１
の
酸
化
物
半
導
体
、
第
２

の
導
電
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Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

A
se

co
nd

in
su

la
tin

g
fil

m
is

fo
rm

ed
so

as
to

co
ve

rt
he

ox
id

e
se

m
i-

co
nd

uc
to

rfi
lm

,t
he

fo
ur

th
in

su
la

to
r,

an
d

th
e

fo
ur

th
co

nd
uc

to
r,

an
d

th
e

ox
id

e
se

m
ic

on
du

ct
or

fil
m

an
d

th
e

se
co

nd
in

su
la

tin
g

fil
m

A
nd

th
e

se
co

nd
ox

id
e

se
m

ic
on

du
ct

or
an

d
th

e
fif

th
in

su
la

to
ra

re
fo

rm
ed

to
ex

po
se

th
e

si
de

su
rf

ac
e

of
th

e
fir

st
ox

id
e

se
m

ic
on

du
ct

or
an

d
to

co
nt

ac
tt

he
si

de
su

rf
ac

e
an

d
th

e
si

de
su

rf
ac

e
of

th
e

se
co

nd
ox

id
e

se
m

ic
on

du
ct

or

体
、
及
び
第
３
の
導
電
体
上
に
、
酸
化
物
半
導
体
膜
、
第

１
の
絶
縁
膜
、
及
び
導
電
膜
を
形
成
し
、
第
１
の
絶
縁
膜

、
及
び
導
電
膜
の
一
部
を
除
去
し
、
第
４
の
絶
縁
体
、
及

び
第
４
の
導
電
体
を
形
成
し
、
酸
化
物
半
導
体
膜
と
、

,
Fo

rm
in

g
a

si
xt

h
in

su
la

to
r

in
co

nt
ac

t
w

ith
th

e
si

xt
h

in
su

la
to

r,

fo
rm

in
g

a
se

ve
nt

h
in

su
la

tio
n,

he
at

tr
ea

tm
en

ti
s

pe
rf

or
m

ed

第
４
の
絶
縁
体
と
、
第
４
の
導
電
体
と
、
を
覆
う
よ
う
に

、

A
n

in
te

gr
at

ed
ci

rc
ui

t
pa

ck
ag

e
su

bs
tr

at
e,

su
ch

as
a

pa
ck

ag
e

su
b-

st
ra

te
or

an
in

te
rp

os
er

su
bs

tr
at

e,
w

he
re

in
th

e
ca

pa
ci

to
rs

tr
uc

tu
re

is

fo
rm

ed
on

a
si

nt
er

ed
ce

ra
m

ic
ba

se
st

ru
ct

ur
e

課
題
パ
ッ
ケ
ー
ジ
基
板
ま
た
は
イ
ン
タ
ー
ポ
ー
ザ
基
板
な
ど
の

基
板
な
ど
の
集
積
回
路
パ
ッ
ケ
ー
ジ
の
基
板
で
、
焼
結
セ
ラ

ミ
ッ
ク
ベ
ー
ス
構
造
の
上
に

A
ba

se
st

ru
ct

ur
e

12
is

fo
rm

ed
fr

om
a

ra
w

m
at

er
ia

l
12

ha
vi

ng
a

pl
ur

al
ity

of
vi

a
op

en
in

gs
22

P,
22

G
,2

2S
th

er
ei

n

キ
ャ
パ
シ
タ
構
造
が
形
成
さ
れ
た
集
積
回
路
パ
ッ
ケ
ー
ジ
の

基
板
を
提
供
す
る
解
決
手
段
ベ
ー
ス
構
造
１
２
は
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Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

T
he

gr
ee

n
m

at
er

ia
l

be
co

m
es

a
si

nt
er

ed
ce

ra
m

ic
m

at
er

ia
l

an
d

is

si
nt

er
ed

su
ch

th
at

a
ba

se
st

ru
ct

ur
e

w
ith

a
pl

ur
al

ity
of

vi
a

op
en

in
gs

be
co

m
es

a
si

nt
er

ed
ce

ra
m

ic
ba

se
st

ru
ct

ur
e

、
複
数
の
ビ
ア
開
口
２
２
Ｐ
、
２
２
Ｇ
、
２
２
Ｓ
を
そ
こ

に
備
え
る
未
加
工
の
物
質
１
２
か
ら
形
成
さ
れ
る
未
加
工

C
on

du
ct

iv
e

vi
as

14
P,

14
G

,1
4S

ar
e

fo
rm

ed
in

re
sp

ec
tiv

e
vi

a
op

en
-

in
gs

of
th

e
si

nt
er

ed
ce

ra
m

ic
ba

se
st

ru
ct

ur
e

の
物
質
は
、
焼
結
セ
ラ
ミ
ッ
ク
物
質
に
な
り
お
よ
び
複
数
の

ビ
ア
開
口
を
備
え
る
ベ
ー
ス

C
ap

ac
ito

rs
tr

uc
tu

re
16

is
fo

rm
ed

on
a

si
nt

er
ed

ce
ra

m
ic

ba
se

st
ru

c-

tu
re

構
造
が
焼
結
セ
ラ
ミ
ッ
ク
ベ
ー
ス
構
造
に
な
る
よ
う
に
焼
結

T
he

pl
ur

al
ity

of
po

w
er

so
ur

ce
s

24
P

an
d

th
e

gr
ou

nd
pl

an
e

26
ha

v-

in
g

a
ca

pa
ci

to
rs

tr
uc

tu
re

ar
e

co
nn

ec
te

d
to

a
pl

ur
al

ity
of

vi
as

さ
れ
る
導
電
性
ビ
ア
１
４
Ｐ
、
１
４
Ｇ
、
１
４
Ｓ
は
、
焼

結
セ
ラ
ミ
ッ
ク
ベ
ー
ス
構
造
の
そ
れ
ぞ
れ
の

M
ul

tip
le

vi
a

op
en

in
gs

ca
n

be
co

nn
ec

te
d

to
m

ul
tip

le
vi

as
w

ith
ou

t

th
e

ne
ed

to
dr

ill
th

ro
ug

h
m

ul
tip

le
br

itt
le

su
bs

tr
at

es
su

ch
as

m
ul

-

tip
le

si
lic

on
su

bs
tr

at
es

ビ
ア
開
口
の
中
に
形
成
さ
れ
る
キ
ャ
パ
シ
タ
構
造
１
６
は
、

焼
結
セ
ラ
ミ
ッ
ク
ベ
ー
ス
構
造
の
上
に
形
成
さ
れ
る

[S
el

ec
tio

n]
Fi

gu
re

1
キ
ャ
パ
シ
タ
構
造
の
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Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

In
th

e
w

ir
el

es
s

ne
tw

or
k

in
cl

ud
in

g
th

e
fir

st
co

or
di

na
to

ra
nd

at
le

as
t

on
e

de
vi

ce
,t

he
ch

an
ne

lc
ha

ng
e

m
et

ho
d

of
th

e
fir

st
de

vi
ce

se
ar

ch
es

fo
r

av
ai

la
bi

lit
y

of
a

ch
an

ne
l

ot
he

r
th

an
th

e
fir

st
ch

an
ne

l
be

in
g

us
ed

in
th

e
w

ir
el

es
s

ne
tw

or
k;

A
s

a
re

su
lt

of
th

e
se

ar
ch

,c
ha

ng
in

g

th
e

fir
st

ch
an

ne
l

to
a

se
co

nd
ch

an
ne

l
am

on
g

at
le

as
t

on
e

us
ab

le

ch
an

ne
l,

tr
an

sf
er

ri
ng

da
ta

to
th

e
se

co
nd

de
vi

ce
th

ro
ug

h
th

e
se

co
nd

ch
an

ne
l,

an
d

tr
an

sf
er

ri
ng

da
ta

fr
om

th
e

se
co

nd
de

vi
ce

R
ec

ei
vi

ng

第
１
調
整
器
と
少
な
く
と
も
一
つ
の
デ
バ
イ
ス
と
を
含
ん
で

な
る
無
線
ネ
ッ
ト
ワ
ー
ク
に
お
い
て
第
１
デ
バ
イ
ス
の
チ
ャ

ネ
ル
変
更
方
法
は
、
前
記
無
線
ネ
ッ
ト
ワ
ー
ク
で
使
用
中
の

第
１
チ
ャ
ネ
ル
以
外
の
他
の
チ
ャ
ネ
ル
の
使
用
可
否
を
探
索

す
る
段
階
と
、
前
記
探
索
結
果
、
使
用
可
能
な
少
な
く
と
も

一
つ
の
チ
ャ
ネ
ル
の
う
ち
の
第
２
チ
ャ
ネ
ル
へ
と
前
記

E
nh

an
ce

m
en

tm
od

e
G

aN
M

O
SF

E
T

(1
00

)i
s

fo
rm

ed
by

us
in

g
A

l-

G
aN

(o
r

In
A

lG
aN

)
ba

rr
ie

r
la

ye
r

(1
18

)
on

Si
O

2
/

Si
3

N
4

ga
te

in
su

la
tio

n
la

ye
r(

12
4)

エ
ン
ハ
ン
ス
メ
ン
ト
・
モ
ー
ド
Ｇ
ａ
Ｎ
Ｍ
Ｏ
Ｓ
Ｆ
Ｅ
Ｔ
（
１
０
０

）
が
、
Ａ
ｌ
Ｇ
ａ
Ｎ
（
又
は
Ｉ
ｎ
Ａ
ｌ
Ｇ
ａ
Ｎ
）
障
壁
層
（

１
１
８
）
上
の
Ｓ
ｉ
Ｏ
２
／
Ｓ
ｉ
３
Ｎ

T
he

Si
3

N
4

po
rt

io
n

(1
20

)o
ft

he
Si

O
2
/

Si
3

N
4

ga
te

in
su

la
tin

g

la
ye

r(
12

4)
re

du
ce

st
he

fo
rm

at
io

n
of

in
te

rf
ac

e
st

at
es

at
th

e
ju

nc
tio

n

be
tw

ee
n

th
e

ga
te

in
su

la
tin

g
la

ye
r(

12
4)

an
d

th
e

ba
rr

ie
rl

ay
er

(1
18

)

４
ゲ
ー
ト
絶
縁
層
（
１
２
４
）
を
用
い
て
形
成
さ
れ
る
Ｓ
ｉ

Ｏ
２
／
Ｓ
ｉ
３
Ｎ
４
ゲ
ー
ト
絶
縁
層
（
１
２
４
）
の
Ｓ
ｉ

３
Ｎ
４
部
分
（
１
２
０
）
は
、
ゲ
ー
ト
絶
縁
層

T
he

Si
O

2
po

rt
io

n
(1

22
)

of
th

e
Si

O
2
/

Si
3

N
4

ga
te

in
su

la
tin

g

la
ye

r(
12

4)
si

gn
ifi

ca
nt

ly
re

du
ce

s
th

e
le

ak
ag

e
cu

rr
en

t

（
１
２
４
）
と
障
壁
層
（
１
１
８
）
と
の
間
の
接
合
で
の

界
面
準
位
の
形
成
を
低
減
さ

[P
R

O
B

L
E

M
S]

To
im

pr
ov

e
re

lia
bi

lit
y

in
a

se
m

ic
on

du
ct

or
de

vi
ce

課
題
半
導
体
装
置
に
お
い
て
、
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Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

A
pl

ur
al

ity
of

su
bs

tr
at

es
ea

ch
ha

vi
ng

a
se

m
ic

on
du

ct
or

su
bs

tr
at

e
on

w
hi

ch
a

ci
rc

ui
th

av
in

g
a

pr
ed

et
er

m
in

ed
fu

nc
tio

n
is

fo
rm

ed
,a

nd
a

m
ul

til
ay

er
w

ir
in

g
la

ye
rl

am
in

at
ed

on
th

e
se

m
ic

on
du

ct
or

su
bs

tr
at

e

ar
e

st
ac

ke
d

信
頼
性
を
よ
り
向
上
さ
せ
る
こ
と
を
可
能
に
す
る
解
決
手
段

所
定
の
機
能
を
有
す
る
回
路
が
形
成
さ
れ
た
半
導
体
基
板

と
、
前
記

A
st

ru
ct

ur
e

fo
r

el
ec

tr
ic

al
ly

co
nn

ec
tin

g
th

e
at

le
as

tt
w

o
su

bs
tr

at
es

to
ea

ch
ot

he
r,

w
he

re
in

th
e

el
ec

tr
od

es
fo

rm
ed

on
th

e
bo

nd
in

g
su

r-

fa
ce

ar
e

bo
nd

ed
in

a
st

at
e

of
be

in
g

in
di

re
ct

co
nt

ac
t

w
ith

ea
ch

ot
he

r

半
導
体
基
板
上
に
積
層
さ
れ
る
多
層
配
線
層
と
、
を
そ
れ

ぞ
れ
有
す
る
複
数
の
基
板
が
積
層
さ
れ
て
構
成
さ
れ
、
前

記
複
数
の
基
板
の
う
ち

A
nd

an
el

ec
tr

od
e

fo
rm

in
g

th
e

el
ec

tr
od

e
bo

nd
in

g
st

ru
ct

ur
e

an
d
/

or
a

vi
a

fo
rc

on
ne

ct
in

g
th

e
el

ec
tr

od
e

to
a

w
ir

in
g

in
th

e
m

ul
til

ay
er

w
ir

in
g

la
ye

ro
n

at
le

as
to

ne
of

th
e

tw
o

su
bs

tr
at

es

の
少
な
く
と
も
２
つ
の
基
板
間
の
貼
り
合
わ
せ
面
に
は
、

当
該
２
つ
の
基
板
間
を
電
気
的
に
接
続
す
る
た
め
の
構
造

で
あ
っ
て
、

T
he

pr
es

en
ti

nv
en

tio
n

pr
ov

id
es

a
se

m
ic

on
du

ct
or

de
vi

ce
ha

vi
ng

a

st
ru

ct
ur

e
in

w
hi

ch
a

pr
ot

ec
tiv

e
fil

m
fo

rp
re

ve
nt

in
g

di
ff

us
io

n
of

th
e

co
nd

uc
tiv

e
m

at
er

ia
li

se
m

be
dd

ed
in

a
co

nd
uc

tiv
e

m
at

er
ia

lf
or

m
in

g

th
e

el
ec

tr
od

es
an

d
th

e
vi

as

前
記
貼
り
合
わ
せ
面
に
そ
れ
ぞ
れ
形
成
さ
れ
る
電
極
同
士
が

直
接
接
触
し
た
状
態
で
接
合
し
て
い
る
電
極
接
合
構
造
が

存
在
し
、
前
記
２
つ
の
基
板
の

[S
el

ec
tio

n
di

ag
ra

m
]F

IG
の
少
な
く
と
も



106 Chapter A. Subset of English-Japanese Bilingual Parallel Corpus (Section 3.2.4)

Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

To
su

pp
re

ss
a

vo
lta

ge
of

a
fu

el
ce

ll
fr

om
be

in
g

ne
ga

tiv
e

du
ri

ng

ra
pi

d
w

ar
m

-u
p

op
er

at
io

n

課
題
急
速
暖
機
運
中
に
燃
料
電
池
の
電
圧
が
負
電
圧
に
な

る

SO
L

U
T

IO
N

:A
fu

el
ce

ll
sy

st
em

10
0

co
m

pr
is

es
:a

fu
el

ce
ll

10
th

at

ge
ne

ra
te

s
po

w
er

by
an

el
ec

tr
oc

he
m

ic
al

re
ac

tio
n

of
a

fu
el

ga
s

an
d

an
ox

id
an

tg
as

;a
nd

a
co

nt
ro

ld
ev

ic
e

20
0

の
を
抑
制
す
る
解
決
手
段
燃
料
電
池
シ
ス
テ
ム
１
０
０
は
、

燃
料
ガ
ス
と
酸
化
剤
ガ
ス
と
の
電
気
化
学
反
応
に
よ
り
電
力

を
発
生
す
る
燃
料
電
池

T
he

co
nt

ro
ld

ev
ic

e
20

0
co

m
pr

is
es

a
lo

w
-e
ffi

ci
en

cy
po

w
er

ge
ne

ra
-

tio
n

ex
ec

ut
io

n
un

it
th

at
pe

rf
or

m
s

lo
w

-e
ffi

ci
en

cy
po

w
er

ge
ne

ra
tio

n

w
ith

a
la

rg
er

po
w

er
ge

ne
ra

tio
n

lo
ss

co
m

pa
re

d
w

ith
no

rm
al

po
w

er

ge
ne

ra
tio

n

１
０
と
、
制
御
装
置
２
０
０
と
、
を
備
え
る
制
御
装
置
２
０

０
は
、
通
常
発
電
と
比
べ
て
発
電
損
失
の
大
き
い
低
効
率

発
電
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Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

T
he

lo
w

-e
ffi

ci
en

cy
po

w
er

ge
ne

ra
tio

n
ex

ec
ut

io
n

un
it

is
co

nfi
gu

re
d

to
m

ak
e

th
e

fu
el

ce
ll

10
ge

ne
ra

te
po

w
er

so
th

at
a

ca
lo

ri
fic

va
lu

e

of
th

e
fu

el
ce

ll
10

ca
us

ed
by

th
e

po
w

er
ge

ne
ra

tio
n

lo
ss

be
co

m
es

a
fir

st
ca

lo
ri

fic
va

lu
e

w
he

n
a

te
m

pe
ra

tu
re

of
th

e
fu

el
ce

ll
10

at

po
w

er
ge

ne
ra

tio
n

st
ar

to
f

th
e

fu
el

ce
ll

10
is

le
ss

th
an

a
re

fe
re

nc
e

te
m

pe
ra

tu
re

,a
nd

to
m

ak
e

th
e

fu
el

ce
ll

10
ge

ne
ra

te
po

w
er

so
th

at

th
e

ca
lo

ri
fic

va
lu

e
be

co
m

es
a

se
co

nd
ca

lo
ri

fic
va

lu
e

la
rg

er
th

an
th

e

fir
st

ca
lo

ri
fic

va
lu

e
w

he
n

a
cu

rr
en

ti
nt

eg
ra

te
d

va
lu

e
du

ri
ng

a
tim

e

pe
ri

od
w

he
n

th
e

fu
el

ce
ll

10
is

m
ad

e
to

ge
ne

ra
te

po
w

er
so

th
at

th
e

ca
lo

ri
fic

va
lu

e
be

co
m

es
th

e
fir

st
ca

lo
ri

fic
va

lu
e

be
co

m
es

eq
ua

lt
o

or
m

or
e

th
an

a
pr

ed
et

er
m

in
ed

in
te

gr
at

ed
va

lu
e

を
実
施
す
る
低
効
率
発
電
実
施
部
を
備
え
る
低
効
率
発
電
実

施
部
は
、
燃
料
電
池
１
０
の
発
電
開
始
時
に
お
け
る
燃
料

電
池
１
０
の
温
度
が
基
準
温
度
未
満
の
と
き
は
、
発
電
損

失
に
伴
う
燃
料
電
池
１
０
の
発
熱
量
が
第
１
発
熱
量
と
な

る
よ
う
に
燃
料
電
池
１
０
を
発
電
さ
せ
、
発
熱
量
が
第
１

発
熱
量
と
な
る
よ
う
に
燃
料
電
池
１
０
を
発
電
さ
せ
て
い

る
期
間
の
電
流
積
算
値
が
所
定
積
算
値
以
上
に
な
っ
た
と

き
は
、
発
熱
量
が
第
１
発
熱
量
よ
り
も
大
き
い
第
２
発
熱

量
と
な
る
よ
う
に
燃
料
電
池
１
０

SE
L

E
C

T
E

D
D

R
A

W
IN

G
:F

ig
ur

e
1

を
発
電
さ
せ
る
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Ta
bl

e
A

.1
co

nt
in

ue
d

fr
om

pr
ev

io
us

pa
ge

E
ng

lis
h

Ja
pa

ne
se

&
lt;

P&
gt

;P
R

O
B

L
E

M
TO

B
E

SO
LV

E
D

:T
o

pr
ov

id
e

an
el

ec
tr

on
ic

co
m

po
ne

nt
m

ou
nt

in
g

st
ru

ct
ur

e
w

he
re

in
an

el
ec

tr
on

ic
co

m
po

ne
nt

is
em

be
dd

ed
w

ith
fa

ce
up

in
an

in
su

la
tio

n
fil

m
on

a
w

ir
in

g
bo

ar
d,

an
d

vi
a

ho
le

s
ar

e
fo

rm
ed

on
co

nn
ec

tio
n

pa
ds

of
th

e
el

ec
tr

on
ic

co
m

po
ne

nt
w

ith
ou

tc
au

si
ng

an
y

de
fe
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Ｓ
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す
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き
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す
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複
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切
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