
Western University Western University 

Scholarship@Western Scholarship@Western 

Electronic Thesis and Dissertation Repository 

8-10-2023 1:00 PM 

Using an Evolutionary Framework to Test the Social Functions of Using an Evolutionary Framework to Test the Social Functions of 

Risky Behavior in Emerging Adulthood Risky Behavior in Emerging Adulthood 

Michal Bak, Western University 

Supervisor: Zarbatany, Lynne, The University of Western Ontario 

Co-Supervisor: Tremblay, Paul F., The University of Western Ontario 

A thesis submitted in partial fulfillment of the requirements for the Doctor of Philosophy degree 

in Psychology 

© Michal Bak 2023 

Follow this and additional works at: https://ir.lib.uwo.ca/etd 

Recommended Citation Recommended Citation 
Bak, Michal, "Using an Evolutionary Framework to Test the Social Functions of Risky Behavior in Emerging 
Adulthood" (2023). Electronic Thesis and Dissertation Repository. 9601. 
https://ir.lib.uwo.ca/etd/9601 

This Dissertation/Thesis is brought to you for free and open access by Scholarship@Western. It has been accepted 
for inclusion in Electronic Thesis and Dissertation Repository by an authorized administrator of 
Scholarship@Western. For more information, please contact wlswadmin@uwo.ca. 

https://ir.lib.uwo.ca/
https://ir.lib.uwo.ca/etd
https://ir.lib.uwo.ca/etd?utm_source=ir.lib.uwo.ca%2Fetd%2F9601&utm_medium=PDF&utm_campaign=PDFCoverPages
https://ir.lib.uwo.ca/etd/9601?utm_source=ir.lib.uwo.ca%2Fetd%2F9601&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:wlswadmin@uwo.ca


ii 

Abstract 

Peer contexts catalyze risky behavior (e.g., alcohol abuse, reckless driving, etc.) in emerging 

adulthood (ages 18-25), yet potential risk-taking social functions are poorly understood. Two 

studies motivated by evolutionary theory examined whether risky behaviors address social 

needs for status and connection in male and female emerging adults.  

An experiment in Study 1 examined participant (N = 286; Mage = 18.79; SDage = 0.79; 125 

male; 161 female) perceptions of male and female peer targets after observing them take 

risks (high vs. low), successfully or unsuccessfully, on a modified Columbia Card Task. 

Risk-takers were perceived as more dominant and socially appealing, but less prosocial than 

risk-avoiders, and less intelligent when unsuccessful. The difference in social appeal between 

risk-takers and risk-avoiders was larger for male than female peer targets at low levels of 

success. Participants preferred including risk-takers over risk-avoiders in friend groups, but 

only preferred risk-takers over risk-avoiders for risk-related partnerships at high levels of 

success. Resource offers to peer targets were not affected by risky behavior in an Ultimatum 

Game.  

In Study 2, a 3-wave longitudinal study tested whether risky behavior engagement rates 

fluctuated as a function of status, connection, and mate-seeking social need fulfillment. Data 

collected from two cohorts at 2- (2017) or 3-month intervals (2016) were analyzed separately 

using Linear Curve Models with Structured Residuals (2016: N = 324; MAge = 18.58; SDAge = 

1.08; 93 male, 230 female; 2017: N = 262; MAge = 18.78 years old; SDAge = 0.92; 86 male, 

175 female). Findings relating risky behavior to social motives and outcomes associated with 

status and mate-seeking received little support. In the 2017 cohort, acceptance motives 

predicted greater risk-taking propensity in male participants but lower risky behavior rates in 

female participants. Risk-taking predicted less loneliness in the 2016 cohort, though 

concurrent negative associations between these variables were found in both cohorts. 

The overall findings show some support for evolutionary perspectives as risky behaviors 

communicated characteristics for status-enhancement and connection in both male and 

female emerging adults. However, evidence from Study 2 suggests risk-taking may primarily 

function to promote social acceptance in males.  
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Summary for Lay Audience 

Dangerous behaviors, like drug use and excessive drinking, are more common among young 

adults aged 18 to 25 when they are with peers. However, what young adults stand to gain is 

poorly understood. Did these behaviors evolve as a social strategy that allows young men and 

women to connect with others, earn respect, and find love? 

Two studies addressed these questions. In Study 1, participants answered questions about a 

male or female peer after watching the peer play a game of chance in a risky or cautious way, 

and either successfully or unsuccessfully. This experiment showed that risk-takers were seen 

as more dominant and socially appealing than cautious players, but also as less prosocial, and 

less intelligent when they were unsuccessful. The difference in social appeal between 

unsuccessful risk-takers and unsuccessful risk-avoiders was larger for male than female 

peers. Participants preferred to include risky over cautious peers in friend groups. 

Participants preferred successful risky over successful cautious peers for partnerships on 

risky tasks; preferences for unsuccessful risky and cautious peers were similar. The peer’s 

risky behavior did not affect participant offers to split 10 raffle tickets, evenly or unevenly, 

between them.   

In Study 2, participants answered surveys on three occasions, spaced two or three months 

apart. Questions asked participants about their social motivations for status, acceptance, and 

sexual opportunities, as well as recent participation in dangerous behaviors, loneliness, and 

perceived status. This study aimed to understand whether changes in a young adult’s risky 

behaviors were related to changes in his or her social motivations and outcomes. The results 

showed that whereas young men were more willing to take risks when their acceptance 

motivations were high, young women’s dangerous behaviors decreased. Young adults who 

took more risks felt less lonely. Participants did not take risks for status or sexual 

opportunities.  

The research showed that although risky behaviors can demonstrate qualities that help young 

adults meet social needs, taking risks may be something only young men do when seeking 

acceptance from peers. These studies improve our understanding of why young people take 

risks and how young men and women differ.  
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Chapter 1  

1 Risky behavior in emerging adulthood 

In psychology, especially among developmental scientists, risky behaviors are broadly 

conceptualized as volitional activities that can lead to various psychological, material, 

and social rewards but also present a looming threat to health, safety, or well-being 

(Ciranka & van den Bos, 2021; Hertwig, Wulff, & Mata, 2019; Irwin, Igra, Eyre, & 

Millstein, 1997). This definition encompasses a diverse range of behaviors that span 

multiple domains, including recreation, competition, crime, finance, health, and heroism 

(Blais & Weber, 2006; Duell & Steinberg, 2019; Farthing, 2005; Nicholson, Soane, 

Fenton, O’Creevy, & Willman, 2005). Recreational and competitive activities like rock-

climbing, white-water kayaking, and skydiving are inherently dangerous but can be fun 

and exciting (Guszkowska & Bołdak, 2010; Kerr & Mackenzie, 2012). Individuals can 

benefit from the spoils of criminal activities but getting caught can lead to fines and 

incarceration (Augustyn, McGloin, & Pyrooz, 2019; Copes, 2003). Financial gambles can 

lead to lucrative profits and costly debts (Stenstrom & Saad, 2011; Wickwire et al., 

2007). Heavy drinking and drug abuse can facilitate social interactions and come with 

euphoric or other desired psychological effects but not without potential negative health 

consequences (Biolcati & Passini, 2019; Cooper, Kuntsche, Levitt, Barber, & Wolf, 

2016; Mihic, Wells, Graham, Tremblay, & Demers, 2009). Though driving at high speeds 

can be a thrilling way to reduce the duration of a trip, it can also have a detrimental 

impact on an individual’s life, health, finances, and driving privileges (Yagil, 2001). 

Finally, heroes who come to the rescue of another are lionized in society but often 

sacrifice their own limbs and lives in the process (Becker & Eagly, 2004). Indeed, there 

are substantial differences in the incidence of all these behaviors and their respective 

impact on the lives of those who engage in them. Nevertheless, researchers have shown 

evidence for some consistency in the way individuals take risks across domains 

(Highhouse, Nye, Zhang, & Rada, 2017).     
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People engage in more risky behavior during emerging adulthood (i.e., between 18 and 

25 years of age) than at any other point in life (Arnett, 2000; Fryt, Szczygieł, & Duell, 

2021; Schwartz & Petrova, 2019; Willoughby, Good, Adachi, Hamza, & Tavernier, 

2013; Willoughby, Heffer, Good, & Magnacca, 2021). In fact, risky behavior is the 

largest threat to the health and well-being of emerging adults, resulting in countless 

preventable hospitalizations and deaths (Kann et al., 2016; The World Health 

Organization [WHO], 2014). Studies show that only adolescents under the age of 18 have 

higher rates of car accidents than emerging adults, though driving experience contributes 

to these differences to some extent (Arnett, 2002). Emerging adults have the highest rates 

of tobacco use and vaping (Park, Mulye, Adams, Brindis, & Irwin, 2006; Perry et al., 

2018; Willoughby et al., 2021), drug and alcohol abuse (Chen & Jacobson, 2012; Park et 

al., 2006; Willoughby et al., 2021; Young et al., 2002), and unprotected sex (Fergus, 

Zimmerman, & Caldwell, 2007; Park et al., 2006). Furthermore, researchers note a 

probable connection between increased risk-taking tendencies and a developmental spike 

in criminal activity (Moffitt, 1993; Park et al., 2006; Piquero, 2008; Piquero, Brame, 

Mazerolle, & Haapanen, 2002; Willoughby et al., 2021; Zimring, 1998). Compared to 

adults over the age of 25, Canadians between the ages of 18 and 24 are more than twice 

as likely to be accused of violent crimes, property crimes, and traffic violations, and more 

than five times as likely to be accused of drug offenses (Allen & Superle, 2016). 

Historically, researchers viewed risky behavior as a problem that primarily affects young 

men (Byrnes, Miller, & Schafer, 1999; Wilson & Daly, 1985). This belief derives from 

data on crime, violence, and injuries from unintentional causes showing that men in 

emerging adulthood were disproportionately affected compared to all other demographics 

(Allen & Superle, 2016; Kann et al., 2016; Nicholson et al., 2005; Sorenson, 2011). 

However, recent evidence suggests female involvement in risky behavior has been 

underestimated. For example, in a large, multinational study conducted by Duell and 

colleagues (2018), male participants exceeded female participants on risky behavior in 

experimental tasks, but the gender differences within national samples were often small 

or non-existent. Similar rates of risky behavior in male and female participants have been 

found in other experimental investigations as well (Gardner & Steinberg, 2005; Harakeh 

& de Boer, 2019; Lejuez, Aklin, Zvolensky, & Pedulla, 2003, Tymula, 2019; see Van 
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Leijenhorst, Westenberg, & Crone, 2008 for exception). In addition to experimental 

findings, American data show that women in emerging adulthood engage in similar rates 

of many common risky activities as their male peers (Center for Disease Control [CDC], 

2019; Kann, et al., 2016). These behaviors include smoking, vaping, drinking, marijuana 

use, risky sexual practices, accepting rides from drunk drivers, and texting while driving. 

Moreover, compared to their male counterparts, female emerging adults are more likely 

to use tanning beds and engage in dangerous weight-loss behaviors (CDC, 2019; Kann, et 

al., 2016). Although crime, morbidity, and mortality rates may still reflect a higher 

prevalence of risky behavior among men in emerging adulthood, risky behavior is not 

solely a male problem.  

Improving our understanding of why emerging adults engage in risky behavior could 

inform prevention and intervention efforts that help reduce morbidity and mortality rates. 

In view of the pervasiveness of risky behavior and related hazards in emerging adulthood, 

the current research program aimed to expand on explanations for risky behavior during 

this period of development. Evolutionary theoretical perspectives provided foundation for 

three main research goals, which are based on the thesis that heightened rates of risky 

behaviors in emerging adulthood can be partly attributed to their adaptive social 

functions; that is, they enable individuals to address important social needs (Bühler, 

Weidmann, & Grob, 2021; Bühler, Weidmann, Nikitin, & Grob, 2019; Ellis et al., 2012; 

Farthing, 2005; 2007; Hogan & Blickle, 2018; Weisfeld & Dillon, 2011). The first two 

goals were to examine whether taking risks in front of others provides audiences with key 

information that helps emerging adults improve their own rank in social hierarchies and 

establish social connections in the forms of friendships and romantic relationships. The 

third goal was to examine whether there are any gender differences in the functions of 

risky behavior. Female risky behavior may have been underestimated, but what remains 

of the gender gap in risky behavior may be due to differences in associated social 

functions. Although women in emerging adulthood may be able to reap social rewards by 

taking risks, studies have shown that risky behavior is particularly relevant to the way 

young men compete for status, establish friendships, and procure sexual opportunities 

(Baker & Maner, 2009; Ellis et al., 2012; Farthing, 2005; Weisfeld & Dillon, 2011).  
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Two studies involving 18- to 25-year-old university students were conducted to test the 

evolutionary model of risky behavior. The first study used experimental methods to 

investigate the impressions a participant (i.e., observer) formed about the characteristics 

of an ostensible male or female peer (i.e., target) while watching the peer target 

successfully or unsuccessfully engage in high or low levels of risky behavior on a 

laboratory-based risk-taking task. The experiment also examined differences in an 

observer’s social preferences for a high- or low-risk male or female peer target, as well as 

an observer’s offers to the peer target in a resource distribution task. The second study 

used a questionnaire-based longitudinal design to examine the temporal relations between 

social status and connection (i.e., acceptance and mate-seeking) motives, real-world risky 

behavior, and social outcomes, including self-perceived social status and loneliness. 

Gender differences were examined in both studies. These topics are developed further 

below, following a brief review of the neurophysiological underpinnings of risky 

behavior in adolescence and emerging adulthood. 

1.1 Risky behavior in the context of psychological and 
physical development. 

Rising rates of risky behavior from puberty to emerging adulthood have drawn 

considerable interest from developmental psychologists, especially since taking 

dangerous risks can have a lasting negative impact on the lives of young people and their 

families. With advances in neuroimaging technology, the past 20 years of research 

examining risky behavior in adolescence and emerging adulthood has predominantly 

focused on understanding the role of maturing neurocognitive systems and associated 

brain structures (Steinberg, 2004; 2005; 2007).  

Developmental neuroscientific frameworks, such as the dual systems model (Steinberg, 

2010), offer a maturational explanation for the inverted U-shaped pattern of risky 

behavior across the lifespan. They contend that asymmetric development of the brain’s 

reward-processing and self-regulatory systems causes risky behavior rates to increase at 

the onset of puberty, peak at some point in adolescence or emerging adulthood, and 

decrease in adulthood (Duell et al., 2016; 2018; Peper, Braams, Blankenstein, Bos, & 

Crone, 2018; Steinberg, 2005; 2008; 2010; Steinberg et al, 2018; for review see Shulman 
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et al., 2016). Specifically, production of gonadal hormones at puberty initiates a rapid 

remodeling of the reward-processing system via synaptogenesis and synaptic pruning 

(Nelson, Leibenluft, McClure, & Pine, 2005). Morphological changes in the neural 

structures associated with the reward-processing system promote risky behaviors by 

sensitizing individuals to relevant rewarding stimuli. In contrast, the self-regulatory 

system undergoes a slow linear development from birth because of its reliance on the 

gradual production of myelin (Steinberg, 2008). Myelination improves self-regulatory 

abilities by strengthening the synapses within the prefrontal brain regions involved in 

response inhibition, planning, decision-making, and other important executive functions 

(Blakemore & Choudhury, 2006; Giedd et al., 1999; Paus, 2005; Steinberg, 2008; 2013). 

The timing and duration of the way these two neurocognitive systems develop have 

important behavioral implications. The reward neural circuitry is highly excitable 

between puberty and adulthood. When rewarding stimuli activate the reward-processing 

system, the neural activity within the associated brain regions overwhelms relatively 

immature self-regulatory abilities causing risky behavior to spike. However, behavioral 

inhibition improves with age. When the self-regulatory system reaches full maturity at 

around the age of 25, improved abilities to inhibit behavior cause risky behavior rates to 

decline (Steinberg, 2008).  

Maturational explanations of risky behavior have received considerable empirical support 

in the developmental psychology literature (Shulman et al., 2016). For example, one 

cross-sectional study used both self-report and behavioral measures to examine 

impulsiveness and sensation-seeking in a sample of 935 participants between the ages of 

10 and 30 (Steinberg et al., 2008). As predicted, the findings showed a negative linear 

relationship between age and impulsiveness, and an inverted U-shaped curvilinear 

relationship between age and sensation-seeking behavior. Unlike self-regulatory abilities, 

which improved steadily with age, the highest levels of behavior aimed at seeking out 

exciting or rewarding experiences were observed between the ages of 12 and 15.  

Researchers have corroborated these general developmental patterns (Duell et al., 2016; 

2018; Harden & Tucker-Drob, 2011; Reyna et al., 2011; Shulman, Harden, Chein, & 

Steinberg, 2015; Steinberg et al., 2018), though there is some disagreement about the 
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timing of the sensation-seeking peak. For example, although Steinberg and colleagues 

(2008) found that the sensation-seeking peak occurred shortly after puberty, recent 

evidence from multi-method, large-scale multinational studies suggests that sensation-

seeking behavior may not reach its apex until emerging adulthood (Duell et al., 2016; 

2018; Reyna et al., 2011; Steinberg et al., 2018). More research is needed to further 

disentangle the complex relations between brain development, sensation seeking, 

behavioral inhibition, and risky behavior. Nevertheless, the main takeaway from the 

current literature is that the systems governing reward-seeking behavior and self-

regulation have unique developmental schedules that underlie the curvilinear 

developmental trajectory of risky behavior (Steinberg, 2008; 2010).     

A functional account of risky behavior could complement contemporary developmental 

theories to explain the high prevalence of risky behaviors in adolescence and emerging 

adulthood. Although risky behaviors were initially considered maladaptive (Jessor, 1987, 

1992), developmental psychologists recently suggested that heightened risk-taking 

tendencies after puberty may be an evolved response to a new set of adaptive challenges 

that come with budding reproductive capabilities (Ellis et al., 2012). Sexual maturity is 

critical for reproductive success but insufficient on its own. Successful reproduction also 

hinges on the ability to make social connections, compete for status, and secure sexual 

opportunities. As risky behaviors can play an instrumental role in acquiring status (Ellis 

et al., 2012; Weisfeld, 1999; Weisfeld & Dillon, 2011), forging friendships (Farthing, 

2005; Fessler, Tiokhin, Holbrook, Gervais, & Snyder, 2014), attracting romantic partners 

(Baker & Maner, 2009; Farthing, 2005), controlling resources (Ellis et al., 2012), and 

deterring rivals (Morrissey 2008), the development of reproductive organs has likely 

resulted in selection pressures for corresponding psychological and physical changes that 

optimize sexually mature individuals for risk-taking.  

If taking risks indeed bolsters reproductive success, neuroendocrine activity at puberty 

may have evolved to coordinate the development of the reproductive system with the 

development of psychological systems and physical structures that support risky behavior 

(Op de Macks et al., 2017; Weisfeld & Dillon, 2011). This idea is consistent with the 

scientific literature. The hypothalamic-pituitary-gonadal axis initiates the onset of puberty 
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by releasing hormones that direct the production of testosterone and estrogen (Buck 

Louis et al., 2008; Forbes & Dahl, 2010; Sisk & Foster, 2004). Testosterone and estrogen 

are hormones that play a vital role in gonadal function and are critical to the development 

of secondary sex characteristics (Sisk & Foster, 2004). These hormones, along with 

growth hormones, also facilitate the fastest linear physical growth since infancy by 

promoting increases in bone mineral content and lean muscle mass (Rogol, Roemmich, & 

Clark, 2002; Susman, Dorn, & Shiefelbein, 2003). Not surprisingly, enhanced skeletal 

size and lean muscle mass reflect improvements in strength and overall motor skill 

competence, especially in emerging adulthood when testosterone and estrogen production 

reach peak levels and individuals enter their physical prime (Booth, Granger, Mazur, & 

Kiviglhan, 2006; Lorson, Stodden, Langendorfer, & Goodway, 2013; Rogol et al., 2002; 

Van Praagh & Doré, 2002). With quick reflexes, strong muscles, healthy bones, and the 

ability to heal rapidly, emerging adults may be specially adapted for greater risk-taking. 

These characteristics improve the odds of overcoming danger and minimize the incidence 

and impact of potential harm (Weisfeld & Dillon, 2011). Although hormones underlie 

physical changes in both sexes, it is important to note the sexual dimorphism in size and 

musculature as it may relate to sex-specific behavioral strategies for carrying out 

important social functions (Weisfeld, 1999). 

In addition to the role testosterone and estrogen play in reproductive and physical 

development, they also affect the way individuals respond to interpersonal rewards. 

Heightened levels of testosterone and estrogen raise the production of oxytocin receptors 

in the limbic structures associated with the reward circuitry (Miller, Ozimek, Milner, & 

Bloom, 1989; Insel, Young, Witt, & Crews, 1993). These receptors are activated by 

oxytocin, which is a hormone that is released in response to social stimuli and involved in 

the formation of social bonds (Barraza & Zak, 2009; Churchland & Winkielman, 2012). 

With an increased number of oxytocin receptors in the limbic structures, the release of 

peripheral oxytocin activates the reward circuitry more easily, which inflates the potency 

of social rewards like status and social connection (Nelson, Leibenluft, McClure, & Pine, 

2005).  
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With the physical infrastructure in place for optimal performance on risky tasks and 

recovery from injury, complementary developmental processes in the brain may impel 

individuals to pursue valuable social rewards through risky behavior in the presence of 

peers (Apicella et al., 2008; Ermer, Cosmides, & Tooby, 2008; Spear 2010; Weisfeld, 

1999). By engaging in a wide range of dangerous activities, emerging adults can draw 

attention to themselves (Ellis et al., 2012; Ronay & von Hippel, 2010), facilitate peer 

interactions (Dworkin, 2005), and negotiate status hierarchies (Ellis et al., 2012; Weisfeld 

& Dillon, 2011). Ultimately, risky behaviors can maximize opportunities for the 

formation of meaningful peer relationships that provide protection and fulfill important 

social needs (Ellis et al., 2012). To date, studies have shown that the peer social context is 

a catalyst for risky behavior in adolescence and emerging adulthood (e.g., Gardner & 

Steinberg, 2005), yet the research on the putative social functions of risky behavior is 

limited. A crucial step towards advancing our understanding of risk-taking in emerging 

adulthood requires an investigation of the associated social benefits. 

1.2 The peer effect 

The inverted U-shaped developmental pattern for risky behavior is remarkably universal. 

Real-world risky behavior peaks during emerging adulthood in most cultural and socio-

economic contexts (Duell, et al., 2018). Researchers previously suspected that heightened 

emerging adult proclivities for engaging in risky behavior stemmed from less mature 

reasoning abilities, inferior information processing, and faulty judgments about their own 

vulnerability and potential consequences (Steinberg, 2008). However, those ideas have 

since been refuted as studies have shown that emerging adults and adults think about 

risks and their own vulnerability similarly (Millstein & Halpern-Felsher, 2002; Quadrel, 

Fischhoff, & Davis, 1993; Van Leijenhorst et al., 2008). This is especially true in familiar 

situations, in situations that elicit little arousal, or situations that involve less behavioral 

inhibition (Figner, Mackinlay, Wilkening, & Weber, 2009; Reyna & Farley, 2006; 

Steinberg, 2008). Similarities in the way emerging adults and adults reason about risky 

behaviors may explain why laboratory experiments often fail to show age differences 

when individuals perform risk-taking tasks on their own (Albert, Chein, & Steinberg, 

2013; Steinberg, 2008; Van Leijenhorst et al., 2008; for exceptions, see Defoe, Dubas, 
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Figner, & Van Aken, 2015; Reyna et al., 2011). Although highly arousing and novel 

situations may have more of a negative impact on emerging adults’ than adults’ reasoning 

abilities resulting in more risky behavior, researchers have stressed the importance of 

acknowledging that potentially harmful actions may still be rational depending on the 

goals of emerging adults or the way they perceive benefits (Reyna & Farley, 2006).      

For the most part, the rise of risky behavior in adolescence and emerging adulthood is not 

caused by deficits in risk evaluations or judgements about consequences (Steinberg, 

2008). However, the social context matters. Unlike adults, who are unaffected by peer 

observers when performing risk-taking tasks, adolescents and emerging adults take more 

risks when peers are present or believed to be watching (Chein, Albert, O’Brien, Uckert, 

& Steinberg, 2011; Gardner & Steinberg, 2005; Powers, Schaefer, Figner, & Somerville, 

2022). This peer-induced surge in risky behavior is known as the peer effect.  

One of the earliest experiments to investigate the peer effect examined how the presence 

of peers affected adolescents (13-16 years of age), emerging adults (18-22 years of age), 

and adults (24 years of age and older) while playing a risk-taking game, completing the 

Risk Preference Scale, and responding to items on the Youth Decision-Making 

Questionnaire (Gardner & Steinberg, 2005). In the virtual risk-taking game called 

“Chicken”, participants earned points for guiding a car through a course as far as they 

could while making decisions about whether to stop or keep going when approaching a 

green or yellow stoplight. Longer distances could be achieved by allowing the car to 

move through yellow lights, but these decisions occasionally resulted in a crash that 

resulted in a loss of points. Participants also rated how the risks compared to the benefits 

in five hypothetical scenarios on the Risk Preference Scale and reported how willing they 

would be to engage in five different real-world risky behaviors on the Youth Decision-

Making Questionnaire. The researchers randomly assigned participants to complete these 

measures independently or in the presence of peers. In the peer condition, peers were able 

to interact (e.g., call out advice) with participants while they played the game and were 

told to discuss the items on the scale and questionnaire. The results showed that only 

adolescents and emerging adults engaged in more risky behavior when peers were 

observing them play the risk-taking game. On the other two measures of risk-taking, only 
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emerging adults showed greater risk preferences and risky decision-making after 

discussing the items with their peers.  

The peer effect is not merely an audience effect as the composition of the audience is 

important. Peer and adult observers have different effects on the risky behavior of 

adolescents and emerging adults (Silva, Chein, & Steinberg, 2016; Telzer, Ichien, & Qu, 

2015). For example, researchers manipulated the composition of the audience for 18- to 

22-year-old participants playing the Stoplight game, which is a variation of the Chicken 

game described earlier (Silva et al., 2016). Participants played the game alone, with three 

same-aged peers present, or with two same-aged peers and one adult between the age of 

25 and 30 present. Consistent with previous findings, risk-taking rates were highest in the 

peer audience condition. Participants who played the game in the presence of an adult 

and two peers were no riskier than those who played the game alone. Whereas peer 

audiences increase the risky behavior of emerging adults, the presence of adults 

attenuates this effect.   

A few studies have failed to find evidence for the peer effect (Kessler, Hewig, Weichold, 

Silbereisen, & Miltner, 2017; Rosen et al., 2016), though inadequate samples in these 

studies may have contributed to the replication failure. One study examined 18 male 

participants between the ages of 13 and 16 (Kessler et al., 2017). The other study 

examined 62 (27 healthy and 35 with an anxiety disorder) participants between the ages 

of 8 and 18 years old and used a median split to divide participants into child and 

adolescent groups (Rosen et al., 2016). Notably, these studies did not include emerging 

adults as participants were generally much younger. Furthermore, it is possible that the 

studies were underpowered with samples too small to detect an effect. Experimental 

studies that use artificial risk-taking tasks and are conducted in research laboratories 

generally present clear evidence of the peer effect.  

Many studies show the peer effect in the real-world as well (see Mishra, Morgan, 

Lalumière, & Williams, 2010 for an exception in gambling contexts). For example, 

epidemiological studies and field experiments have found that young drivers are more 

likely to drive faster, perform dangerous maneuvers, and trail more closely behind other 
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drivers when they are with peers (Curry, Mirman, Kallan, Winston, & Durbin, 2012; 

Simons-Morton, Lerner, & Singer, 2005). Survey and interview data suggest that young 

people are also more inclined to try smoking in peer group contexts despite seldom 

reporting coercion or external pressure from others (Baker, Brandon, & Chassin, 2004; 

Evans, Dratt, Raines, & Rosenberg, 1988; Kobus, 2003; Nichter, Nichter, Vuckovic, 

Quintero, & Ritenbaugh, 1997). Similar studies examining alcohol use found that 

emerging adults drink greater quantities of alcohol when they are with their peers than 

they do when they are alone or with their family (Kairouz, Gliksman, Demers, & Adlaf; 

2002; Mayer, Forster, Murray, & Wagenaar, 1998). Criminological data show that 

compared to adults, emerging adults are much more likely to commit crimes with co-

offending peers (Allen & Superle, 2016; Zimring, 1981; 1998). Together, these findings 

highlight the general social nature of risk-taking among emerging adults. They show that 

the peer social context has a risk-promotive effect in adolescence and emerging 

adulthood that does not generalize to other social contexts and is not present later in life. 

Furthermore, the peer effect is present even if there is no overt external pressure from 

peers. Given the ubiquity and importance of peer social contexts in daily life, the peer 

effect likely accounts for a good deal of risky behavior in adolescence and emerging 

adulthood. 

What mechanisms account for the peer effect on risky behavior? Current maturational 

explanations suggest that “the presence of peers primes a reward-sensitive motivational 

state that raises the subjective value of immediately available rewards” (Albert et al., 

2013, p. 115). When peers are present, they activate the reward-processing system that 

sensitizes emerging adults to financial or material incentives often inherent in risk-taking 

tasks. To test this hypothesis, researchers examined the peer effect outside of a risk-

taking paradigm where changes in reward-oriented behavior could not be accounted for 

by overt peer encouragement to be risky or risk-averse. On a Delay-Discounting Task, 

where participants were given a choice of a small sum of money immediately or a larger 

sum of money at a later date, emerging adults were significantly more likely to prefer the 

immediate reward when in the presence of peers than when they were alone (O’Brien, 

Albert, Chein, & Steinberg, 2011; Weigard, Chein, Albert, Smith, & Steinberg, 2014). 
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These findings support the idea that emerging adults engage in risky behaviors when 

peers are present, in part due to the increased salience of risk-related rewards. 

Peer-induced activation of the reward-processing system for material rewards certainly 

plays a role in risky behavior, but some research suggests that this explanation may not 

entirely account for the peer effect. In one study, 140 participants between the ages of 13 

and 25 completed a risk-taking task when a same sex friend of roughly the same age was 

physically present (Somerville et al., 2019). Unlike previous studies where peers could 

observe participants and were sometimes encouraged to interact with them, this study 

included two different peer conditions. In one condition, a friend was physically present 

to observe the participant engage in the risk-taking task. In the second condition, a friend 

was physically present but unable to see what the participant was doing. The findings 

showed that the mere presence of a friend was not enough to induce adolescent risky 

behavior. When performing physiologically arousing risk-taking tasks, participants in 

mid to late adolescence took greater risks only when their friend was watching them. The 

authors acknowledged that being watched by peers may increase reward sensitivity more 

strongly than just being in the presence of peers, but also speculated about the importance 

of peer observation, which may influence risky behavior rates by allowing adolescents to 

showcase their risk tolerance as a reputation management strategy (Baker & Maner, 

2008; 2009; Farthing, 2005; 2007). 

Comparing peer observation to mere physical presence is important for our understanding 

of exactly how peer social contexts affect the risky behavior of young people. The 

findings that shed some light on the potential importance of observation were interesting; 

however, it is important to note that the researchers did not replicate the peer effect in 

emerging adults (Somerville et al., 2019). Instead, this study found the opposite effect, as 

peer monitoring decreased their risky behavior. To explain why these findings were 

inconsistent with the literature (Chein et al., 2011; Gardner & Steinberg, 2005; Powers et 

al., 2018), the researchers suggested that perhaps peers elicit self-presentation concerns 

and improve performance by enhancing arousal and self-awareness (Somerville et al., 

2019). As lab-based risk-taking tasks differ across studies, it is possible that concerns 

about the way others perceive them cause emerging adults to base their risk-taking on the 
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task’s demands as it relates to achieving higher scores. For example, achieving faster 

times or higher scores on the Chicken and Stoplight games used in previous studies 

required greater risk-taking behavior. When peers were present, emerging adults may 

have attempted to achieve better outcomes by taking additional risks. In contrast, safer 

decisions may have optimized performance on the Columbia Card Task (see Figner & 

Weber, 2011), which was the risk-taking task used in the experiment by Somerville and 

her colleagues (2019). In the presence of peers, emerging adults may have attempted to 

achieve better outcomes by selecting the number of cards consistent with better odds.  

In another study with 12- to 18-year-old adolescents and 21- to 25-year-old emerging 

adults, participants played a risk-taking game where they were offered a safe option to 

earn $5 at no risk, and a risky lottery option where they had between a 10% and 90% 

probability of earning between $5 and $100 (Powers et al., 2018). This task was 

completed alone, in front of a friend who could not watch, or in front of a friend who was 

watching. Each trial also presented participants with negative (i.e., -$5), neutral (i.e., $0), 

and positive (i.e., $5) outcomes for the co-participating friend if they chose the risky 

option. The results showed that the mere presence of peers had no effect on risky 

behavior in adolescence and emerging adulthood. However, compared to the small effect 

peer observers had on risky behaviors in the adolescent group, emerging adults took 

significantly more risks when they were being observed in trials where the risky option 

was beneficial to their friends. Adolescent risk-taking patterns in the presence of peers 

became more similar to those of emerging adults across age. These findings suggest that 

throughout adolescence and into emerging adulthood, individuals become more aware of 

how their behavior may be perceived by their peers and seriously consider the social 

consequences of their behavior when peers are watching. These results are in line with a 

recent meta-analysis that showed there to be a small effect of peer presence on adolescent 

risky behavior on laboratory risk-taking tasks that increases to a medium effect when the 

peers espouse pro-risk attitudes (Powers et al., 2022).  

Most of the scientific evidence suggests that risky behaviors are likely to occur when 

performed in front of a peer audience, especially in adolescence and emerging adulthood. 

Why might this be? Is risky behavior simply the product of non-parallel neurological 
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development of reward and control systems (Steinberg, 2005; 2008)? Or does risky 

behavior communicate information about an individual that potentially leads to social 

benefits that fulfill social needs (Baker & Maner, 2008; 2009; Ellis et al., 2012; Farthing, 

2005; 2007; Weisfeld & Dillon, 2011)? 

The costly signaling theory (McAndrew, 2021; Smith & Bliege Bird, 2000; Zahavi, 

1975) provides a promising theoretical framework for understanding the mechanisms by 

which social needs are addressed via risky behavior. According to this theory, individuals 

engage in a variety of seemingly counterintuitive, costly behaviors, to signal the presence 

of desirable characteristics. As risky behaviors frequently involve real danger and often 

require some degree of competence to execute, they send strong, honest signals about an 

individual’s skills, fearlessness, and vigor to onlooking peers (Weisfeld & Dillon, 2011). 

The added danger ensures that the signals are honest as engaging in risky behaviors for 

which one does not have the prerequisite qualities would expose one to a greater 

likelihood of incurring associated costs (Maynard-Smith & Harper, 1995; 2004; 

McAndrew, 2021). Honest displays of admirable qualities help emerging adults establish 

favorable reputations, facilitate the formation of friendships, attract quality romantic 

partners, and deter attacks from rivals (Ellis et al., 2012; Farthing, 2005; Fessler et al., 

2014).   

In addition, risky behavior may help emerging adults seem more adult-like to their peers. 

Despite their mature physical appearance, imposed age restrictions prevent emerging 

adults from engaging in many real-world risky behaviors (e.g., alcohol use, smoking, 

driving, gambling, marijuana use) around the world. Researchers refer to the difference 

between physical and social maturity as the maturity gap and suggest that risky behaviors 

are a potential avenue for emerging adults looking to close the gap (Moffitt, 1993). Those 

who are too young to legally engage in various adult activities, or are otherwise new to 

having adult privileges, may view risky behaviors as a marker of maturity or status 

(Cohen & Prinstein, 2006; Mayeux, Sandstrom, & Cillessen, 2008; Moffitt, 1993). By 

engaging in risky behaviors, adolescents and emerging adults can elicit admiration and 

respect from peers by communicating adult-like independence, maturity, and competence 

(Moffitt, 1993).  
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Evolutionary models highlight how adolescents and emerging adults may be able to 

capitalize on the communicative functions of risky behavior to gain potential social 

benefits (Willoughby et al., 2013). However, these functions, along with social motives 

to take advantage of them, remain largely theoretical and require further testing (Dumas, 

Davis, & Ellis, 2019; Keyzers, Lee, & Dworkin, 2020). Engineering safer social 

environments for those who are most vulnerable to peer influence requires a better 

understanding of the links between risky behaviors and important social needs in 

emerging adulthood (Brown & Larson, 2009; Lansu & Cillessen, 2012). 

1.3 Fundamental social motives 

Social motives and rewards have been conceptualized in numerous ways (e.g., Neel, 

Kenrick, White, & Neuberg, 2016), but major theories of human motivation, including 

the theory of human motivation (Maslow, 1943), need to belong theory (Baumeister & 

Leary, 1995), self-determination theory (Deci & Ryan, 2008), interpersonal circumplex 

model (Gurtman, 2009; Locke, 2000), and the socioanalytic theory (Hogan & Blickle, 

2018), include recurring themes reflecting two classes of fundamental social needs (see 

Neel et al., 2016). First, there is a need to get along, which relates to evolved innate 

motives for interpersonal connection, belonging, and social acceptance (Baumeister & 

Leary, 1995). Human beings are inherently social and adapted to life in groups (Hogan & 

Blickle, 2018). The need to get along has important survival implications as isolation or 

ostracism can be incredibly difficult and life-threatening (Baumeister & Leary, 1995; 

Snyder-Mackler et al., 2020). Human beings need others to be able to share scarce 

resources, receive care when they are sick, help raise children, find protection when 

facing danger, and get assistance with large tasks that require cooperation (e.g., warfare, 

hunting large animals).   

The second need is a need to get ahead, which relates to motives for social status (Hogan, 

1982). Status hierarchies are intrinsic to human group living (Bernstein, 1981; Buss et al., 

2020) and can be based on different social dimensions, such as dominance (i.e., fear-

based control through force and intimidation; Anderson, Hildreth, & Howland, 2015; 

Cheng, Tracy, Foulsham, Kingstone, & Henrich, 2013; Cheng, Tracy, & Henrich, 2010; 

Henrich & Gil-White, 2001), prestige (i.e., earned respect and admiration; Anderson et 
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al., 2015; Cheng et al., 2010; 2013; Fiske, Dupree, Nicolas, & Swencionis, 2016; Henrich 

& Gil-White, 2001), power (i.e., resource control; Anderson et al., 2015; Fiske et al. 

2016), and popularity (i.e., prestige and visibility; Cillessen & Marks, 2011). 

Nevertheless, social status can be broadly defined as a multidimensional construct that 

refers to one’s social rank in a group hierarchy (Mattan, Kubota, & Cloutier, 2017). The 

need to get ahead has implications for both survival and reproduction as high status 

promotes fitness by allowing better access to material and social resources (Hogan & 

Blickle, 2018).   

Fundamental social needs have a motivational force that generates goal-oriented behavior 

(Sheldon & Gunz, 2009). Unsatisfied social needs motivate behaviors that help secure 

relevant social rewards. For example, social rejection threatens the need for human 

connection, which engenders motives to form or attend to relationships with others 

(Maner, DeWall, Baumeister, & Schaller, 2007). Concerns about status motivate self-

sacrificial behaviors (e.g., paying for a group dinner at a restaurant) or behaviors that 

signal competence (e.g., self-promotion), and these strategies depend on what is valued 

by others in local social environments (Anderson et al., 2015).  

Some developmental research suggests a potential link between important social motives 

and risky behaviors that may be particularly evident in emerging adulthood. For example, 

a few studies that have mapped or commented on the development of fundamental social 

needs and their corresponding motives indicate developmental trends that mirror real-

world risky behavior rates. One study that tracked priority of status from the ages of 6 to 

21 found that status motives intensify in adolescence and their levels remain high 

throughout the college years (LaFontana & Cillessen, 2010). According to a separate 

study that tracked status and acceptance goals from the ages of 14 to 68, status goals 

declined across age (Bühler, Weidmann, & Grob, 2021). Together, these studies show 

that status motives peak at some point in adolescence or emerging adulthood and 

decrease afterwards. In support of these trends, Lansu and Cillessen (2012, p. 134) wrote 

that “there is no good reason to assume that social interaction and social hierarchy lose 

their valence in emerging adulthood,” and according to Locke (2015), motives for status 

reach their zenith upon entry into adulthood when testosterone levels are highest. 
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Similarly, the need for social connection is strong at every age, but research mapping the 

corresponding motives across development indicated that they also intensify from 

adolescence to emerging adulthood and decline in middle adulthood (Bühler et al., 2021). 

Overall, although no single study has investigated the developmental relations between 

fundamental social motives and risky behavior, it is possible that these overlapping trends 

are linked and most noticeable in emerging adulthood. To reiterate, these studies indicate 

that more research investigating the links between social motives and risky behavior is 

warranted and that emerging adulthood serves as a good starting point for their 

examination. As fundamental social needs for status and connection are felt more 

intensely in emerging adulthood than during other periods of development, motives to 

take risks may be especially high if risky behavior can help address them.  

As mentioned earlier, intensified fundamental social needs for social connection and 

status may be associated with neuropsychological and neuroendocrine changes that 

originate in puberty. Stronger social motives and a heightened sensitivity to social 

rewards in emerging adulthood could aid individuals as they face a new set of challenges, 

such as living independently, navigating increasingly complex social relationships, and 

entering unfamiliar social landscapes associated with adopting more adult roles and 

responsibilities (Arnett, 2000). Ultimately, motives for status and social connection drive 

behaviors that allow individuals to successfully integrate into desirable peer groups 

where they can exploit shared resources, exert their influence over others, find safety 

outside of their family, seek intimacy with others, meet potential romantic partners, and 

take advantage of sexual opportunities (Farthing, 2005; Hodges, Boivin, Vitaro, & 

Bukowski, 1999; Troop-Gordon, 2014). 

1.4 Taking risks for status and social connection  

Experts are careful to point out that individuals who engage in risky behavior are not 

always motivated by social goals (Kuntsche, Knibbe, Gmel, & Engels, 2005). People take 

risks to earn a living, enhance their mood, attenuate negative emotions, feel pleasure, 

experience a thrill, challenge themselves, and establish their identities (Bailly, Carman, & 

Forslund, 1991; Comasco, Berglund, Oreland, & Nilsson, 2010; Dworkin, 2005; Kloep, 

Güney, Çok, & Simsek, 2009; Kuntsche et al., 2005; Nicholson et al., 2005; Nichter et 
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al., 1997; Ravert & Gomez-Scott, 2015). Nevertheless, determining social motives for 

risky behavior and whether risky behaviors have a general ability to address specific 

social needs warrants further investigation. In addition to the appreciable risk-promotive 

effect that peer audiences have in emerging adulthood, some research shows that 

individuals often engage in some common forms of risky behavior for social reasons 

(Kuntsche et al., 2005; Nichter et al., 1997). For example, emerging adults frequently 

report abusing alcohol for competitive reasons (Hone, Carter, & McCullough, 2013), to 

assert their dominance (Bailly et al., 1991; Comasco et al., 2010), to belong (Comasco et 

al., 2010; Kuntsche et al., 2005), to be more sociable (Bailly et al., 1991; Comasco et al., 

2010; Kuntsche et al., 2005), and for sex (Hone et al., 2013).  

Less is known about whether social motives generalize to other forms of risky behavior 

or if these motives are satisfied by taking risks, though a recently published study has 

attempted to address these gaps (Salas-Rodríguez, Gómez-Jacinto, Hombrados-Mendieta, 

Del Pino-Brunet, & Basto-Pereira, 2023). In this study, the researchers surveyed a large 

sample of 1370 Spanish participants between the ages of 14 and 30 who reported on their 

fundamental social motives (i.e., self-protection, disease avoidance, affiliation, status, 

mate-seeking, and kin care) as well as their engagement in risky health behaviors, 

interpersonal risky behaviors (i.e., aggression and violence), and deviant non-violent 

behaviors, over the past six months. According to the authors, this was the first study, to 

their knowledge, to examine the relationship between fundamental social motives and 

real-world risky behaviors. The findings showed that status-seeking motives were a risk 

factor for engagement in all forms of risky behavior, and kin care motives (i.e., motives 

to care for family members) were a protective factor. An exploratory examination of age 

differences showed that status motives were particularly potent risk factors for risky 

behavior engagement in emerging adulthood (18- to 24-year-olds) and young adulthood 

(26- to 30-year-olds). Affiliative motives negatively predicted interpersonal risky 

behavior among women and emerging adults. Mate-seeking motives predicted 

interpersonal and deviant non-violent risky behavior, but only in male young adults. 

Taken together, these findings support the evolutionary perspective as they suggest that 

social motives are associated with risky behaviors from adolescence through young 

adulthood, and that these relations become stronger as individuals reach adulthood. The 
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protective kin care motive may be more relevant in young adulthood when individuals 

start families and raise children of their own. This new area of research holds great 

promise for learning about the evolved social mechanisms through which risky behaviors 

operate.  

Although affiliative motives did not predict risky behavior in the new study described 

above, the accounts of many emerging adults across studies still suggest that drinking 

alcohol or smoking in front of peers may be one way to address important social needs, 

including needs for social connection. Studies investigating the links between social 

acceptance motives and risky behavior are scarce, and some findings show that these 

relations may depend on other factors, such as group or cultural norms. For example, 

individuals may conform and take risks to gain acceptance into groups where risky 

behavior is encouraged (Engels & ter Bogt, 2001; Rodham, Brewer, Mistral, & Stallard, 

2006; Santor, Messervey, & Kusumakar, 2000). Risky behavior may also help fulfill 

important social needs within the context of college culture. According to participant 

accounts in one qualitative study from the United States, college culture normalizes 

certain forms of risk-taking, which contributes to the high rates of alcohol abuse, drug 

use, and risky sexual activity among university students (Dworkin, 2005). For some 

university students, engaging in risky activities that are prevalent in a college 

environment can be a path towards gaining acceptance from peers. 

In addition to risky behavior engagement for the purpose of fitting in by conforming to 

the risk-taking social norms that define appropriate behavior (McDonald & Crandall, 

2015), emerging adults seeking social acceptance may engage in risky behavior to 

establish social reputations that appeal to the interests of peers (Powers et al., 2022). 

Forming close ties with risky emerging adults may allow peers to collect a share of the 

resources at a minimal personal risk (Rebellon, Trinkner, Van Gundy, & Cohn, 2019). 

For example, an individual who steals and distributes a future exam to friends allows 

them to benefit without placing their own grades and scholarly reputations at stake. 

Similarly, individuals who illegally purchase and possess recreational drugs provide their 

friends with the means to get high without assuming the same level of risk. Furthermore, 

according to the social reinforcement hypothesis, risky emerging adults can serve as a 
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valued source of entertainment for peers in their friendship groups (Rebellon, 2006). Not 

only can it be exciting to watch individuals perform risky behaviors, but peers may also 

enjoy taking part in thrilling group activities, such as drinking games, pranks, and dares, 

often initiated and facilitated by their riskier counterparts (Rebellon, 2006; Rebellon et 

al., 2019).   

Emerging adults can address the social need for status by using risky behavior to 

outperform or dominate others (Ellis et al., 2012; Salas-Rodríguez et al., 2023; Wallach, 

Kogan, & Bem, 1962; Weisfeld & Dillon, 2011). Many risky behaviors may be well-

suited for addressing status needs since they can be used as a demonstration of affluence 

(De Block & Dewitte, 2009), and as competitive displays of respected qualities like 

strength, fortitude, skill, and guile (Ellis et al, 2012; Henrich & Gil-White, 2001; 

Weisfeld & Dillon, 2011). Engaging in some forms of risky behaviors may intimidate 

rivals or impress observers who are willing to exchange favors, gifts, and deference for 

proximity (Henrich & Gil-White, 2001). Risky behavior that attracts attention and 

increases an individual’s social visibility may help elevate the status of peer associates 

(Dijkstra, Cillessen, Lindenberg, & Veenstra, 2010). Because others in the larger peer 

network take notice of risky peers and their friends, a risky emerging adult’s associates 

may be offered new social opportunities and be more desirable to romantic prospects 

(Cialdini & Richardson, 1980; Dijkstra, Cillessen, & Borch, 2013; Dijkstra et al, 2010). 

Several experimental studies conducted in North America and Australia have shown that 

engaging in risky behavior can satisfy social connection needs by improving romantic 

prospects, especially for male emerging adults (Baker & Maner, 2008; 2009; Farthing, 

2005; 2007). When exposed to pictures or videos of attractive and available opposite sex 

peers, male emerging adults who reported greater sexual motives (Baker & Maner, 2008) 

or arousal (Baker & Maner, 2009) engaged in higher levels of risky behavior on different 

laboratory-based risk-taking tasks. There is some evidence to suggest that sexual motives 

predict real-world risky behavior as well. In one field experiment, male skateboarders 

between the ages of 18 and 35 picked one easy trick and one difficult trick to perform ten 

times while a male experimenter recorded them (Ronay & von Hippel, 2010). After a 

short break, one group of skateboarders were assigned to be video recorded by an 
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attractive female experimenter while another group was assigned to be video recorded by 

a male experimenter. The results showed that skateboarders aborted fewer difficult tricks 

and crashed more times when they were videorecorded by a female experimenter in the 

second block. In other words, they took more physical risks when an attractive woman 

was watching. 

Sexual motives may predict risky behaviors in women too. In a study that examined 202 

undergraduate women from the United States, status and mate-seeking motives predicted 

risky eating behaviors among women (Faer, Hendricks, Abed, & Figueredo, 2005). The 

results of the study supported the sexual competition hypothesis, which asserts that 

concern related to physical attractiveness is a psychological adaptation for female intra- 

and intersexual competition. These findings were supported by more recent experimental 

studies (Li, Smith, Griskvicius Cason, & Bryan, 2010). These studies showed that a mere 

exposure to competitive, high status, same-sex individuals led to more restrictive and 

aversive eating attitudes and a greater desire for thinness for heterosexual female and 

homosexual male participants. Together, these findings indicate that risky eating 

behaviors may be driven by motives for sexual opportunities within the context of 

intrasexual competition. 

Although there is some research that examines the potential social functions of risky 

behavior, most of the evidence in support of the links between social motives and risky 

behavior is indirect and suggestive as motives are often not directly examined. 

Furthermore, a few studies have examined the mate-seeking functions of risky behavior, 

yet much less is known about whether both male and female emerging adults engage in 

risky behaviors for status and peer acceptance. Last, it is important to acknowledge that 

most studies use predominantly white North American, European, and Australian 

samples. Given differences in socio-cultural values and restrictions, it is unrealistic to 

expect similar rates of specific types of risky behavior across cultures. For example, 

alcohol has been seen as a taboo in Islamic cultures (Mauseth, Skalisky, Clark, & Kaffer, 

2016), which may suppress the expression of binge drinking behavior among Muslim 

youth more strongly than youth from other cultures. While it is necessary to consider 

potential proximate evolutionary explanations of risky behavior that describe how various 
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socio-cultural contexts influence the way risky behaviors manifest (e.g., economic 

affordances, religious influences, gender roles), ultimate evolutionary explanations 

provide a way to understand why emerging adults are generally riskier in the presence of 

peers across cultures (Scott-Phillips, Dickens, & West, 2011). As developmental patterns 

of risky behaviors are associated with reward-seeking all around the world (Duell et al., 

2016; 2018), taking risks to improve fitness through the acquisition of social rewards 

provides a potential ultimate evolutionary explanation of risky behaviors.       

1.5 Sources of variability in social needs and risky behavior 

Fundamental social needs for status and connection underlie motives, values, and social 

behavior (Locke, 2000; 2015). The intensity of these social needs can vary from person to 

person reflecting agentic and communal personality traits, respectively, which are 

characterized by a habitual pattern in an individual’s cognition and behavior (Neel et al., 

2016; Winter, John, Stewart, Klohnen, & Duncan, 1998). Whereas a highly agentic 

personality describes individuals with status orientations, a highly communal personality 

describes individuals with a disposition towards affiliation and human connection 

(Gurtman, 2009; Locke, 2000; 2015). Similarly, there is individual variability in 

dispositional factors that contribute to the stability of risky behavior in individuals across 

time (i.e., between-person variability). Research has shown that risky behavior is 

associated with high levels of sensation-seeking, impulsivity, hostility, sociability, 

extraversion, openness, and low levels of neuroticism, agreeableness, and 

conscientiousness (Nicholson, et al., 2005; Zuckerman & Kuhlman, 2000). 

Despite individual differences in personality traits, virtually all individuals have needs for 

both status and social connection that also depend on situational factors and fluctuate 

over time as a function of fulfillment (Locke, 2015). Even the status motives of highly 

agentic individuals, who have a general tendency to seek out status, will wane on 

occasion. Likewise, conditional factors can affect an individual’s risky behavior over 

time (i.e., within-person variability). Theories such as prospect theory (Kahneman & 

Tversky, 1979), risk-sensitivity theory (Mishra, Barclay, & Lalumière, 2014; Mishra, Son 

Hing, & Lalumière, 2015), and the relative state model of risky taking (Mishra et al., 

2017) contend that individuals base their risk-taking decisions on certain situational and 
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motivational factors, such as the probability of outcomes or their need for a potential 

reward. Thus, personality factors can contribute to the stability of risky behaviors 

reflecting individual differences between persons, but an individual’s risky behavior can 

also be conditional on situational and motivational factors (i.e., within-person variability).  

Until recently (see Salas-Rodríguez et al., 2023), what little was known about the links 

between individual differences in fundamental social needs and risky behavior came from 

research on status- and acceptance-oriented personality traits. A handful of non-

experimental studies examined the relations between both agentic and communal 

personality traits and various risky behaviors including casual sex (Cooper, 2010), 

alcohol use (Zdzieborski, 2014), and verbal aggression (Ghaed & Gallo, 2006). Together, 

the findings from these studies show that whereas communal personality traits are 

associated with low rates of risky sexual and aggressive behavior, agentic traits had both 

risk-promotive and risk-protective effects. Specifically, agentic individuals were more 

likely to use condoms and have discussions about sexual risks with their partners, but 

they were also more likely to have casual sex (Cooper, 2010), drink alcohol before 

having sex (Cooper, 2010), and engage in verbal aggression (Ghaed & Gallo, 2006). 

Strikingly, no known empirical research has investigated the dynamic within-person 

relations between transient socio-motivational states (i.e., social needs) and risky 

behavior in emerging adulthood. The temporal relations between social motives and risky 

behavior that are evident in the day-to-day lives of emerging adults require longitudinal 

research to reveal. Perceived changes in status and feelings of belonging could result in 

subsequent shifts in socio-motivational states affecting risky behaviors in the short-term 

(Locke, 2015). For example, negative social interactions (e.g., social rejection; losing an 

argument) may frustrate fundamental social needs for status and connection (Sheldon & 

Gunz, 2009). Presumably, if risky behaviors lead to potential status gains and relational 

benefits, then emerging adults who have unsatisfied social needs could be temporarily 

prone to engaging in risky behaviors to restore these needs to equilibrium.   

The idea that reward-oriented risky behavior should be more frequent when social needs 

are frustrated and less frequent when social needs are met is consistent with the relative 
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state model (Mishra, Barclay, & Sparks, 2017). The main premise of the relative state 

model is that individuals should take risks sensibly to maximize the gains and minimize 

the costs. Based on this notion, there are two non-independent pathways to risky behavior 

(Mishra et al., 2017). The needs-based pathway to risky behavior outlines a behavioral 

model where individuals take risks because they feel like they have little to lose. 

Accordingly, threats to fundamental social needs may cultivate conditions for risky 

behavior, particularly in university or college social contexts relative to other social 

contexts where interactions with peers are less frequent. Following a loss of status or 

social rejection, emerging adults may experience feelings of loneliness, depression, and 

anxiety that bring their unfulfilled needs into their conscious awareness (Hogan & 

Blickle, 2018). Upon realizing that something is wrong, they may be more willing to take 

risks to achieve social outcomes that might otherwise be unobtainable (Mishra et al., 

2017). In contrast, individuals whose needs are satisfied may not be tempted by risk-

taking opportunities because they may feel as though they have little more to gain and 

much more to lose. In essence, the needs-based pathway may help explain any temporary 

fluctuations in emerging adults’ willingness to take risks. 

The second pathway to risky behavior is the ability-based pathway (Mishra et al., 2017). 

This pathway outlines a behavioral model where individuals take risks because they 

possess specialized abilities that make positive outcomes less uncertain. For example, 

athletic individuals may be more likely to try an extreme sport. This pathway is unlikely 

to explain temporal shifts in risky behavior rates, but it may partly explain developmental 

differences in risky behavior. Mentioned earlier in the chapter, emerging adults have 

certain psychological and physical advantages that might give them the confidence 

needed to attempt dangerous feats and allow them to perform these activities relatively 

well (Booth et al., 2006; Lorson et al., 2013; Rogol et al., 2002; Van Praagh & Doré, 

2002). In addition, this pathway may also help explain individual differences in the 

willingness to take specific risks. For example, it may not be surprising if emerging 

adults who played billiards regularly were more willing to wager their money on a game 

with a stranger than those who play infrequently, regardless of the emerging adult’s 

financial need.    
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Investigating how fluctuating needs for status and human connection affect the rate of an 

emerging adult’s risky behavior would provide insight into the functions of risky 

behaviors during this period of development. Much has been written about the 

developmental arc that leads to high risky behavior rates in emerging adulthood, 

especially in the presence of peers, yet very little is known about the socio-motivational 

influences that could make individuals susceptible to risky behavior in their everyday 

lives. A greater understanding of the transitory factors affecting emerging adults’ 

willingness to engage in risky behavior can make a meaningful impact in current efforts 

to curb risky behaviors, especially those associated with extremely harmful consequences 

(e.g., drinking and driving, crime and delinquency, illegal drug abuse).     

1.6 The social costs of risk-avoidance 

As individuals begin placing greater importance on social rank and social connections, 

they also become hypersensitized to negative peer evaluation (Somerville, 2013) and 

social exclusion (Blakemore & Mills, 2014). Because risk-avoidance has generally been 

synonymous with prudence, researchers seldom ask whether emerging adults have 

anything to lose by avoiding risks. Cautiousness protects individuals from serious injuries 

and preventable deaths, but ironically, avoiding risks in the real-world may be socially 

risky for emerging adults (Blakemore, 2018; Tomova, Andrews, & Blakemore, 2021). 

Some emerging adults may reluctantly engage in costly risky behaviors in the presence of 

a peer audience to avoid being perceived as easy targets for victimization, exploitation, 

and exclusion (Morrissey, 2008). After all, if risky behaviors can be used to showcase 

positive qualities that attract others and bring status, risk-avoidance may inadvertently 

cue the presence of undesirable characteristics such as weakness, submissiveness, 

insipidity, or a lack of courage. As a result, rivals would likely find it easier to challenge 

risk-avoiders for available resources than risk-takers who would be able to impose greater 

costs.   

Developmental researchers have not paid much attention to the social consequences of 

risk-avoidance in emerging adulthood. Nevertheless, related research on delinquency 

abstainers is pertinent. Shedler and Block (1990) conducted individual interviews with 

101 emerging adults and compared drug abstainers, drug experimenters, and frequent 
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drug users on personality traits, the quality of their interpersonal relations, and overall 

levels of distress. The results showed that emerging adults who experimented with drugs 

reported the highest quality interpersonal relations and the lowest levels of distress. 

Frequent drug users were antisocial and often alienated as a result. A surprising finding 

was that abstainers were also somewhat socially isolated. These individuals lacked social 

skills, and tended to be anxious, sullen, and overregulated. In addition to social 

characteristics that may be unattractive to peers, it is possible that abstainers had more 

intense family and economic responsibilities or were from minority groups and felt 

alienated as a result (Cherng, 2015). A third potential explanation comes from research 

on the do-gooder derogation effect, which suggests that risk-avoiders may be met with 

hostility as peers may resent them for any anticipated moral reproach, even if implicit 

(Minson & Monin, 2012). Although it is untenable to blame the social failings of 

abstainers on their refusal to experiment with drugs, abnegating drugs or other forms of 

risky behavior in cultures with more permissive risk-taking attitudes may prompt peers to 

establish negative impressions that influence social outcomes (Moffitt, 1993).   

In a study comparing perceptions of risk-takers and risk-avoiders, Farthing (2005) 

presented 100 undergraduate students with 21 hypothetical scenarios where one character 

decided to engage in a risky activity and the other character decided to avoid taking the 

risk. The items featured heroic risks that were altruistic but physically risky, physical 

non-heroic risks, risky abuse of drugs and alcohol, and financial risks. Participants rated 

the desirability of each character as a potential mate and friend. The results showed that 

both male and female participants preferred heroic risk-takers as mates over heroic risk-

avoiders, but preferred risk-avoiders as mates over the other three types of risk-takers. 

Whereas female participants only showed a preference for heroic risk-takers as friends, 

male participants also showed a stronger friendship preference for physical and financial 

risk-takers over risk-avoiders. These findings suggest that risk-avoidance can limit a male 

emerging adult’s ability to integrate into same-sex friendship groups. Potential negative 

social consequences for risk-avoidant male emerging adults could be an artifact of our 

evolutionary history. According to Farthing (2005) and consistent with the theory of 

warfare (Tooby & Cosmides, 2010), this may reflect an evolutionary preference for brave 

and physically capable male associates for hunting and territorial defense. Risk-avoidant 
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male emerging adults may have been perceived as less imposing, and therefore less 

effective at carrying out ancestral male roles (Buss, 2015; Tooby & Cosmides, 2010).  

In another study, Farthing (2007) compared the effects of risk-level on mate preferences 

for highly skilled and moderately skilled risk-takers of the opposite sex. After presenting 

participants with 24 scenarios where the level of risk and skill of the character were 

manipulated, participants rated the desirability of the risk-taker. Although the findings 

showed that risk-avoiders were preferred over risk-takers when the odds of success were 

low (medium skill, high risk), they also showed that it was not always socially beneficial 

to avoid risks. Risk-takers were preferred over risk-avoiders when the odds of success 

were good (high skill, lower risk). Men and women may simply want mates who take 

measured risks. What about being invariably cautious? As mentioned earlier, avoiding 

risks at all costs may communicate low status traits like weakness or submissiveness. 

These individuals are less likely to offer provisions and protection, reducing their 

attractiveness to potential mates. As negative consequences for many kinds of risky 

behaviors in the real-world are uncommon (Reyna & Farley, 2006), emerging adults may 

feel more social pressure to take risks than to avoid them.  

Investigations of characteristics attributed to male risk-takers and risk-avoiders in heroic 

and non-heroic domains show that women under the age of 30 rated both heroic and 

nonheroic risk-takers as more brave, athletic, physically fit, impulsive, attention seeking, 

foolish, and unregulated than risk-avoiders (Farthing, 2007). Heroism cued additional 

characteristics like altruism, agreeableness, conscientiousness, and sex-appeal. These 

results provide some evidence for the potential costly signaling nature of risky behavior 

and add insight into why taking risks can lead to positive social outcomes. Risky 

behavior may not be intrinsically attractive. In fact, because risky behaviors are often 

antisocial in nature, emerging adults may view risk-avoiders as relatively more prosocial 

(Farthing, 2007). Nevertheless, what may appeal to others are the special underlying 

qualities required for risky behavior that are communicated through its engagement. 

Despite being the safest option with respect to physical health and safety, not taking 

certain risks limits opportunities for positive peer attention.  
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Except for Farthing (2007), few, if any, studies have examined the kinds of 

characteristics that are communicated through risky behavior or its avoidance. Even less 

is known about how perceived characteristics relate to the gender of the risk-taker or 

members of the audience. Furthermore, research on how taking or avoiding risks in the 

presence of peers affects the social preferences and interpersonal behavior of emerging 

adults in the audience is scarce. More research is needed to help us understand how 

communicating characteristics through risky behavior and its avoidance may affect 

emerging adults’ ability to carry out specific goals and address important social needs.     

1.7 Gender differences in risky behavior and risk-avoidance 

Rates of risky behavior peak in emerging adulthood for both males and females, though 

men in emerging adulthood still suffer from more injuries, commit more crimes, and 

engage in more violence worldwide (Duell et al., 2018). However, the factors that 

account for gender differences in risky behavior are not completely understood. Some 

researchers cite biological differences in male and female development that may cause 

female sensation-seeking behavior to peak faster with earlier puberty onset, but also 

decline twice as fast as male sensation-seeking behavior from the age of 18 to 25 

(Shulman et al., 2015). Other researchers contend that observed real-world gender 

differences stem from discrepancies in risk-taking opportunities and existing socio-

cultural norms that restrict the behavior of young women more than young men (Byrnes 

et al., 1999; Campbell, 1999; Duell et al., 2018).  

According to social role theoretical perspectives, gender differences and similarities in 

risky behavior stem from beliefs about gender roles in society, which are themselves 

rooted in the evolution of physical sex differences (Eagly & Wood, 2012). Observations 

of male and female risky behaviors cause individuals to make inferences about social 

roles. These inferences promote the socialization of personality traits and skills that 

facilitate role performance. Messages like boys will be boys impose more lenient societal 

standards for evaluating male but not female risky behavior; messages like man up or 

grow a pair may be used to endorse male but not female risky behavior. Consistent with 

this idea, gender differences in risky behavior are found more consistently on measures of 

real-world risky behavior than on experimental measures across cultures. Researchers 
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have suggested that this finding strongly indicates a gender inequality in real-world 

opportunities to engage in risky behaviors rather than cognitive or psychosocial 

differences between male and female emerging adults (Duell et al., 2018).  

Although both biological and social explanations may partially account for gender 

differences in risky behavior, a more expansive view of risky behaviors shows that they 

are occasionally insufficient. For example, biological accounts cannot explain why 

female and male emerging adults engage in similar levels of many common forms of 

risky behavior, such as alcohol abuse, smoking, and marijuana use, and why young 

women engage in greater rates of some dangerous behaviors, like using tanning beds and 

risky eating behaviors (CDC, 2019; Kann, et al., 2016). Furthermore, social accounts, 

such as the social role theory (Eagly & Wood, 2012), do not account for the functional 

social mechanisms underlying risky behavior (e.g., costly signaling theory; McAndrew, 

2021; Smith & Bliege Bird, 2000), and do not explain why fundamental psychosocial 

needs and motives, which support survival and reproduction in humans, have been 

associated with a wide range of risky behaviors in both male and female emerging adults 

(Baker & Maner, 2008; Faer et al., 2005; Salas-Rodríguez et al., 2023).    

An evolutionary perspective offers an additional explanation that complements other 

theories by addressing their limitations. Specifically, the evolutionary model implies that 

any gender differences in risky behavior rates reflect a disparity in the potential social 

outcomes for male and female emerging adults that placed different evolutionary 

pressures on the sexes (Buss, 2015; Day, Bussey, Trompeter, & Mitchison, 2022; 

Farthing, 2005; Ellis et al., 2012; Shulman et al., 2015; Weisfeld & Dillon, 2011). For 

example, taking physical risks can be a way to exhibit strength, fearlessness, and 

toughness for both male and female emerging adults, but these displays may be more 

beneficial and effective for young men as they are especially relevant to the way young 

men gain acceptance, acquire status, and compete for sexual resources (Baker & Maner, 

2009; Farthing, 2005; Kruger, Wang, & Wilke, 2007). In comparison, women in 

emerging adulthood may try to address similar social needs by engaging in costly 

behaviors that aim to enhance their physical attractiveness, which is a better predictor of 

status and acceptance in young women than young men (Faer et al., 2005; Hill & 
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Durante, 2011; Li et al., 2010; Weisfeld, 1999; Weisfeld, Bloch, & Ivers, 1984). An 

evolutionary perspective that accounts for the functions of risky behavior would add 

knowledge about how evolved socio-motivational mechanisms predict risky behavior in 

both male and female emerging adults. This would offer a more nuanced and possibly 

better understanding of why men and women in emerging adulthood engage in risky 

behavior. 

The notion that young women take risks to enhance attractiveness is evident in many 

cultures around the world. In Western cultures, where slender bodies represent female 

beauty ideals, young women are more likely than young men to engage in risky eating 

behaviors, such as restrictive eating and dieting, especially in the presence of others 

(Calogero, Boroughs, & Thompson, 2007; Herman, Roth, & Polivy, 2003). White women 

in Western cultures are also more likely than men to tan their skin using ultraviolet 

radiation methods as tanned skin tones have become idealized in the last century 

(Gambla, Fernandez, Gassman, Tan, & Daniel, 2017). In southwestern Ethiopia, Mursi 

and Surma women adorn their lips at puberty by stretching a perforation with plugs and 

plates (Garve, Garve, Türp, & Meyer, 2017). Large lip plates in these cultures are 

coveted by women and worn to indicate status and enhance elegance, beauty, and sex 

appeal. Kayan women in Thailand and Myanmar wear brass coils that reshape their 

clavicle and elongate their necks (Kara & Ozgür, 2023) These neck rings are worn 

because elongated necks represent female beauty ideals and are a symbol of wealth in the 

Kayan culture. Body scarification is a practice frequently experienced at puberty by both 

women and men in many African, Melanesian, and Australian ethnic groups (Garve, 

Garve, Türp, Fobil, & Meyer, 2017; Kara & Ozgür, 2023). To enhance attractiveness, 

scarifications are used as a form of body art akin to tattoos. Finally, around the world, 

women undergo cosmetic surgery at a much higher rate than men (Alotaibi, 2021). The 

popularity of specific cosmetic procedures varies across regions and are based on cultural 

beauty ideals. Although each of these behaviors are different, they are similar in three 

ways. First, women predominantly engage in these behaviors. Second, these behaviors 

are motivated by a desire to enhance attractiveness and needs for status. Third, these 

behaviors pose unique health risks as they can lead to infections, cancer, respiratory 
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problems, and numerous other health complications (Gambla et al, 2017; Garve et al., 

2017; Kara & Ozgür, 2023).     

Risk-avoidance can have unique social implications for men and women in emerging 

adulthood as well (Morrissey, 2008). Whereas all emerging adults may engage in some 

level of risk-taking to protect against adverse social consequences, males may be 

particularly motivated to avoid displaying signs of physical weakness (Morrissey, 2008; 

Weisfeld, 1999). In physical domains of risk-taking, harsher evaluations of male risk-

avoiders relative to female risk-avoiders may nudge male emerging adults to take more 

risks regardless of their desire to place themselves in danger. Particularly for young men, 

avoiding physical risks may threaten fundamental social needs of being accepted and 

respected by peers (Farthing, 2005). In contrast, young women in emerging adulthood are 

more harshly criticized for the way they look (Strahan, Wilson, Cressman, & Buote, 

2006). In many cultures, heavy sociocultural pressures on them to be thin may explain 

why those who were bullied or teased about their body are more likely to resort to risky 

eating behaviors as a means of addressing weight-related concerns (Lie, Rø, & Bang, 

2018). Women in emerging adulthood who have experienced this type of teasing may be 

worried about risking further victimization, rejection, and disapproval if they do not take 

drastic measures to become thinner (Day et al., 2022).   

In light of the recent sociocultural shifts toward a fit or athletic female beauty ideal where 

muscularity in women is more widely accepted and considered attractive (Uhlmann, 

Donovan, Zimmer-Gembeck, Bell, & Ramme, 2018), young women may still engage in 

less physical risky behavior than male emerging adults because taking physical risks 

could communicate qualities that are socially costly for them (Weisfeld et al., 1984). 

Existing social pressures on young women to be less physically imposing and dominant 

may cause emerging adults to prefer risk-avoidant female peers over risky female peers. 

For example, Keating (1985) found that dominance cues in male faces increased their 

attractiveness, but made female faces appear less attractive. Similarly, characteristics 

communicated through physical risky behavior may enhance attractiveness for male 

emerging adults but have the opposite effect for female emerging adults.  
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1.8 Successful and unsuccessful outcomes 

Social benefits attained through risky behavior likely depend on the specific act as well as 

its execution (Mishra et al., 2017). For example, merely attempting a specific risky 

behavior that requires a combination of strength, toughness, fearlessness, and zest, like an 

extreme sport, may communicate these attributes to some degree. Yet, extreme sports 

performed well can reinforce perceptions of these qualities and communicate additional 

characteristics that are desirable in friends, sexual partners, and leaders, such as 

resilience, intelligence, athleticism, and competence (Farthing, 2005; Fessler et al., 2014; 

Mishra et al., 2017; Zahavi, 1975). Conversely, failure could partially mitigate these 

benefits (Fessler et al., 2014). Individuals who harm themselves or others while 

performing risky behaviors may appear unintelligent, reckless, and incompetent despite 

communicating to others that they are still daring enough to attempt a dangerous feat. 

Although studies examining the effects of outcomes are scarce, researchers have shown 

that informing individuals about a foe’s successes and failures affects perceptions of the 

foe’s size and strength (Holbrook & Fessler, 2013). Participants who were told about the 

failures indicated that the foe was smaller, less muscular, and less intimidating than the 

participants who were informed about the triumphs.  

Evolutionary perspectives on ability-based risk-taking suggest that when success can be 

attributed to skill, intimate relationships with successful risk-takers can be especially 

advantageous and should be preferred over relationships with unsuccessful risk-takers 

and risk-avoiders (Mishra et al., 2017). In addition to the material, social, and affective 

rewards that risk-takers generally contribute to their own peer group, proficient risk-

takers provide these rewards more consistently, are better models for status-enhancing 

risky behaviors, and offer greater protection from rivals.  

According to the information goods theory (Henrich & Gil-White, 2001), the evolution of 

infocopying, which is the ability to learn skills directly from social models, has increased 

selection for strategies that enable individuals to seek out and get close to successful 

models. As a result, risk-taking exemplars may be awarded status in the form of prestige 

by peers whose submission and respect may buy them proximity. In exchange for 

deference, prestigious risk-takers may be expected to pass down knowledge and offer 
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instruction that would help close peers successfully access resources unavailable to those 

who do not receive the same level of guidance. Furthermore, depending on the type of 

risky behavior, peers may find successful risk-takers to be especially formidable, which 

means they have “the ability to impose costs on others” (Mishra et al., 2017, pp. 183). 

Formidable individuals are perceived as dominant, fearsome enemies, and useful allies 

because they are likely to intimidate rival groups and protect ingroup members from 

victimization (Mishra et al., 2017). Even when the risks are antisocial in nature, emerging 

adults in more aggressive peer groups, such as gangs, may find successful risk-takers 

appealing because of their ability to offer protection, ward off enemies, and take extreme 

action when called upon. 

Although success can enhance positive perceptions of risk-takers, it may be less 

important when evaluating risk-avoiders since risk-avoidance rarely affords individuals 

the opportunity to fail. In other words, individuals who do not take risks can neither 

succeed nor fail. However, as mentioned earlier in the chapter, social evaluations of risk-

avoiders may be based on the probability of success and failure (Farthing, 2007). Peers 

who avoid risks when success is a likely result are preferred less than their risk-taking 

counterparts facing similar odds. In contrast, risk-avoiders are preferred over risk-takers 

when failure is a likely outcome. Emerging adults may prefer bold peers who take 

calculated risks but reject reckless peers who take risks indiscriminately as well as timid 

peers who dodge sensible risks.  

The relative state model suggests that in addition to the risky behavior an individual 

engages in, the ensuing success or failure signals important qualities about the risk-taker 

(Mishra et al., 2017). Yet, the effect of risky behavior outcomes has rarely been assessed. 

To date, research has shown that when individuals are told about a foe’s success, it 

affects their perceptions of the foe’s formidability and size (Holbrook & Fessler, 2013). 

However, little is known about the effect of success on other communicated traits (e.g., 

intelligence) and on positive social outcomes, such as social inclusion. Successful or 

unsuccessful execution may not only reinforce the information already communicated by 

merely attempting risky behaviors, but also provide additional information to those in the 

audience. Furthermore, success may be important for social acceptance into specific 
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groups that rely on specific competencies to function optimally (e.g., teams), but not be 

as important for inclusion into other kinds of groups where risk-related competencies 

hold less value (e.g., friendship groups). Understanding how success and failure affect 

perceptions of risk-takers and risk-avoiders may help shed light on how emerging adults 

make risky decisions in social contexts as well as how outcomes affect the fulfillment of 

social needs. 

1.9 Purpose 

Based on the three goals presented at the outset, this multi-method dissertation research 

programme aimed to build on our understanding of why emerging adults take risks by 

examining the links between risky behavior and fundamental social needs for status and 

human connection, as well as how these relations differed for male and female emerging 

adults. An experiment and a longitudinal study involving university students between the 

ages of 17 and 25 were conducted to investigate these relations from two perspectives, 

respectively: those who witness peers engage in risky behavior and those who engage in 

risky behavior themselves. The perspective of the observers offered crucial insights into 

the kinds of social information communicated by male and female peers through the 

successful and unsuccessful execution of risky behavior, which has implications for the 

way risky and risk-avoidant individuals develop and maintain reputations related to status 

and likability, their perceived potential as a friend and teammate, and the way observers 

make decisions about sharing available resources with them. In addition, the risk-taker’s 

perspective provided the opportunity to test the social functions of risky behavior by 

examining dynamic relations between social motives for status and connection (i.e., 

acceptance and mate-seeking), performance of risky behavior, and social outcomes (i.e., 

self-perceived status and loneliness) over time. Specifically, the study determined 

whether fluctuations in an individual’s own social motives predicted corresponding 

fluctuations in their own risky behavior, whether changing rates of risky behavior 

predicted changes in self-perceived status and loneliness, and whether perceived 

fulfillment of social status and connection needs reduced an individual’s respective social 

motive levels. 
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The first study tested questions derived from costly signaling theory (McAndrew, 2021; 

Smith & Bliege Bird, 2000), which posits that individuals send signals through costly 

behaviors that are detected by others and affect social outcomes. This study involved a 

lab-based experiment where an emerging adult male or female participant (i.e., observer) 

first watched a fictitious male or female peer (i.e., target) perform a risk-taking task and 

then reported on his or her impressions of the peer. This study had four objectives. The 

first objective was to examine how a peer target’s simulated risk-taking behavior (high 

risk vs. low risk) and level of success (high success vs. low success) in a game context 

affected a participant’s impressions of the peer target’s status characteristics (e.g., 

dominant, assertive), appealing affiliative qualities (e.g., well-liked, fun), intelligence 

(smart, intellectually sharp), and prosocial traits (e.g., generous, kind). The second 

objective was to test how risky behavior affected a participant’s willingness to include 

the peer target in their friendship group as well as his or her interests in a partnership with 

the peer target on a similar task. The third objective was to investigate how risky 

behavior affected a participant’s behavior toward the peer target on a resource 

distribution task. Finally, the fourth objective was to examine potential moderating 

effects of gender and success. Specifically, the study investigated the moderation effects 

of participant observer’s gender (male, female), the peer target’s gender (male, female), 

and peer target’s level of success (high, low) on impressions formed during the peer 

observation phase, preferences for inclusion into friendship groups and partnerships on 

risk-related tasks, and behavior on a resource distribution task.   

Using an evolutionary framework to explain the social functions of risky behavior, the 

second study was a short-term longitudinal study that followed two cohorts of university 

students in emerging adulthood over the course of a school year. Participants were 

examined three times at two- or three-month intervals (depending on the cohort) to 

investigate the temporal relations between social motives, real-world risky behavior, and 

perceived social outcomes. This study used a modeling approach that accounted for both 

trait-like individual differences in the variables of interest, and the situational-contextual 

fluctuations of these variables, to examine three main questions. First, the study 

examined whether fluctuations in fundamental social motives for status, acceptance, and 

mate-seeking predicted self-reported real-world risky behaviors over time. Second, the 
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study examined whether real-world risky behaviors predicted gains in self-perceived 

status and improvements in social connection (i.e., decreases in loneliness).  Last, the 

potential moderating effects of gender were examined to determine whether the links 

between social motivations, risky behavior, and social outcomes are comparable for male 

and female emerging adults.     
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Chapter 2  

2 Study 1: The communicative functions of risky behavior 

The socioanalytic theory (Hogan & Blickle, 2018) provides a description of what 

reputations are and why they are important. Often expressed in trait terms, our 

reputations are the opinions others have about us that are based on their observations of 

our behaviors. First impressions of a peer’s traits (e.g., attractiveness, likability, 

aggression, competence, trustworthiness) develop as quickly as 100 milliseconds after 

observing social cues (Willis & Todorov, 2006). Reputations are based on first 

impressions, remain stable, and are used to estimate what individuals can contribute to 

the success of a group (Emler, 1990; Hogan & Blickle, 2018). Individuals with good self-

awareness may know their reputation and what they did to establish it, and since their 

reputation has substantial implications for acceptance and status, they have a vested 

interest in managing it (Hogan & Blickle, 2018; Neel et al., 2015). Having a good 

reputation gives individuals more discretion to act, greater status, positive publicity, and 

larger reward shares.         

Individuals can establish and maintain positive reputations through costly signaling. The 

costly signaling theory (McAndrew, 2021; Smith & Bliege Bird, 2000) is an evolutionary 

framework that applies to both humans and other organisms. According to this theory, 

behaviors must have four properties to qualify as a costly signaling behavior. First, costly 

signaling behaviors need to be easily observable by others. Second, they must present a 

personal cost to the signaler. Third, they must provide reliable information about some 

characteristic. Finally, they need to confer some advantage to the signaler.  

Costly behavioral and morphological signals are beneficial for both the signaler and the 

recipient (McAndrew, 2021; Smith & Bliege Bird, 2000). For the signaler, a display of 

desirable characteristics (e.g., courage, zest, intelligence), and impressive abilities (e.g., 

strength, endurance, skill) attracts attention, and may help establish a positive reputation, 

facilitate relationships, garner admiration, earn respect, and deter rival attacks (Cialdini & 

Richardson, 1980; Dijkstra et al, 2010; 2013; Ellis et al, 2012; Henrich & Gil-White, 

2001; Rebellon, 2006; Weisfeld & Dillon, 2011). With respect to risky behavior, the 



38 

 

element of danger presents a cost that keeps the signals honest as individuals should 

avoid attempting risky behaviors or fail to perform them successfully if they lack the 

prerequisite traits and skills. By observing an individual engage in risky behavior, the 

signal recipient acquires high quality information about various characteristics at a low 

cost and can use it to evaluate the signaler’s value as friend, ally, mentor, or leader. 

Recipients may also use the information to determine if the signaler is someone who can 

be exploited or should be avoided. 

2.1 Research on the signaling functions of risky behavior 

According to the costly signaling theory, risky behavior boosts social rank by honestly 

communicating information about desirable characteristics (Hawkes & Bliege Bird, 2002; 

McAndrew, 2021; Smith & Bliege Bird, 2000). To date, only a few studies have 

examined the communicative functions of risky behavior that contribute to the formation 

and maintenance of social reputations. In a study by Farthing (2007) that examined 

perceptions of risk-takers and the characteristics they possess, undergraduate women 

under the age of 30 read vignettes depicting two male characters. One character took a 

non-heroic physical risk (e.g., extreme sports or speeding on the road) or heroic physical 

risk (e.g., rescuing someone who fell through ice or from a fire) and the other chose a 

safe option (e.g., go find someone who can help). Participants rated the risky characters 

more positively on several socially appealing qualities compared to risk-avoiders. 

Specifically, they rated the risky male characters as more extraverted, confident, 

adventurous, fun, brave, and athletic than their risk-avoidant counterpart, though they 

also rated them as more impulsive and less intelligent. Heroic and non-heroic physical 

risky behavior communicated many of the same qualities, but there were some 

differences. For example, relative to non-heroic physical risk-takers, heroic physical risk-

takers were also perceived as more agreeable, conscientious, altruistic, and attractive. 

Although these findings showed that some forms of risky behavior are perceived more 

favorably than others, they also suggested that taking risks may generally demonstrate 

socially appealing characteristics. While research showing greater social preferences for 

risk-avoiders in the context of drug abuse suggests that there may be exceptions 

(Farthing, 2005), conflicting findings from other studies suggest that risk-takers may be 
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more socially appealing. Previous research shows that even in the context of drug use, 

emerging adults who experiment with drugs report higher quality social relationships 

than drug abstainers (Shedler & Block, 1990).   

The social appeal of risk-takers may depend on the successful execution of risky behavior 

and gender. An experiment with both male and female participants found that women 

preferred heroic risk-takers as mates regardless of how successful the risk-taker was 

likely to be; men preferred heroic risk-takers as mates but not when the odds of success 

were low (Farthing, 2007). For non-heroic physical risks, both men and women preferred 

risk-takers as mates but only if the odds of success were favorable; when the odds of 

success were low, both men and women preferred risk-avoiders. Successful execution 

may enhance the social appeal of risky peers as it may communicate additional valued 

qualities related to prerequisite competencies (e.g., intelligence, specialized skillset). 

Another study showed that men had stronger preferences for risk-takers as friends 

(Farthing, 2005). Whereas women’s friendship preferences only favored risk-takers over 

risk-avoiders in the heroic domain, men preferred male risk-takers over risk-avoiders in 

the physical and financial domains as well. Stronger preferences for male risk-takers as 

mates and as friends suggest that individuals find risky men have greater social appeal 

than risky women. This is consistent with evolutionary theory as evolutionary 

psychologists have suggested that young men gain more from risky behavior and lose 

more from risk-avoidance than young women (Baker & Maner, 2009; Buss, 2015; 

Farthing, 2005; Morrissey, 2008; Tooby & Cosmides; Weisfeld, 1999).     

Although Farthing (2007) found that risk-takers were rated as less intelligent than risk-

avoiders, participants attributed this characteristic to risk-takers when the odds of success 

were low. It is possible that participants based their impressions of intelligence on the 

calculatedness of risky decisions. They may recognize how senseless the risky behavior 

is when there is a low probability of success, but also appreciate the judgment of those 

who take measured risks when the probability of success is high. Individuals may be 

perceived as more intelligent if they know when to take a risk or how much risk to take. 

For example, when an individual witnesses a peer’s behavior in a gambling context that 

requires calculated decisions based on an understanding of statistical probability, success 
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may communicate intelligence to the observer. Whereas being successful has been 

hypothesized as communicating greater intelligence, a peer who takes large risks despite 

substantial losses would communicate lower intelligence. In contrast, an individual who 

observes a peer make conservative bets that result in losses would attribute the lack of 

success to misfortune rather than intelligence.     

Human social hierarchies are multidimensional. Research with university student 

participants has shown that both prestige and dominance coexist in emerging adult social 

groups, and each is an important form of status effective for achieving social rank, even 

when dominant and prestigious individuals are in direct competition for social rank 

within the same group (Cheng et al., 2013). Of the different dimensions of social rank, 

risky behavior may be particularly effective in negotiating dominance hierarchies through 

displays of characteristics like fearlessness, strength, aggression, and formidability (Ellis 

et al. 2012; Fessler et al., 2014). Dominance allows individuals to control the benefits and 

costs associated with social and material resources, and general well-being (Cheng et al., 

2010; Henrich & Gil-White, 2001). Studies have shown a significant overlap between 

personality traits related to fearless dominance (i.e., fearlessness, boldness, social poise, 

persuasiveness; Lillienfeld & Watts, 2016) and thrill-seeking (Anderson, Widdows, 

Maurer, Kiehl, 2021). Additionally, fearless dominance was a strong predictor of 

recreational forms of risky behavior (Satchell, Bacon, Firth, & Corr, 2018). Based on the 

literature, there was special interest in the role of risky behavior in cueing these 

characteristics to emerging adult observers in the current study.   

Some research has examined perceptions of traits related to dominance in risk-takers. 

Fessler and colleagues (2014) conducted multiple studies where adult (ages 32 to 44 

years) male and female participants read one of two vignettes and estimated the physical 

size and aggression of the risk-prone or risk-averse male characters afterwards. In one 

vignette, a fictitious character engages in extreme sports and plays Russian roulette. In 

the other vignette, the character avoids the same risks. In a similar follow-up study, a 

risky character engages in three different dangerous sports and a risk-averse character 

refuses to engage in these sports and says that they make him nervous. More follow-up 

studies contained similar vignettes where there was a risky and risk-averse character (i.e., 
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dangerous sustenance activities with a Fijian sample; risky driving behaviors). In 

accordance with the hypotheses, participants envisioned the risky character to be taller, 

larger, more muscular, and more aggressive than the risk-averse character across all 

studies, traits that may cue dominance. As aggression and dominance are often 

incompatible with prosociality (exceptions could be found in heroic physical risk-taking 

domains), risk-takers may communicate an absence of prosocial qualities. This is 

consistent with a previous study comparing non-heroic risk-takers and risk-avoiders on 

perceptions of agreeableness (Farthing, 2007), a trait associated with prosocial qualities 

like forgiveness, gentleness, and patience (Ashton & Lee, 2009). The results showed that 

risk-takers were rated as less agreeable than risk-avoiders (Farthing, 2007).  

Characteristics communicated by risky behaviors may have implications for membership 

in different kinds of groups. Researchers have shown that emerging adults may benefit 

from affiliating with risky peers (Dijkstra et al., 2010; Rebellon, 2006; Rebellon et al., 

2019). Risky peers often provide them with access to resources, entertainment, and 

attention from outside of their immediate social circles that can translate into new social 

opportunities. Yet, as mentioned earlier, mate and friendship preferences for risky peers 

may be restricted to heroic domains for women in emerging adulthood (Farthing, 2005). 

Male emerging adults may direct signals of strength or fearlessness from other domains 

of risky behaviors towards other male peers (Farthing, 2005). Heroic and non-heroic 

risky behavior may be a way for young men to communicate to their male peers that they 

are worthy friends and allies (Farthing, 2005; Fessler et al., 2014).  

Whereas risky behavior may result in greater opportunity to affiliate with observers, 

observers’ preferences for risk-takers as prospective partners on competitive tasks should 

depend on successful outcomes according to the relative state model (Mishra et al., 

2017). Proficiency on risk-related tasks raises an individual’s market value as a potential 

partner (Mishra et al., 2017). Furthermore, the information goods theory suggests that 

highly successful risky peers could be perceived as optimal models to learn from on risk-

taking tasks (Henrich & Gil-White, 2001). Peers who are both risky and successful may 

be viewed as better partners who have more to offer in terms of resources and knowledge 

in risk-related contexts. 
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2.2 Building on the limitations of previous research  

Early studies on the social communicative functions of risky behavior were a good first 

step but there were several important limitations. First, most studies relied on 

hypothetical vignettes. Researchers have shown that vignettes produce a different 

experience from experimental tasks that involve actively watching peers take risks. In 

one study, Collett and Childs (2010) compared the experiences of participants who read 

two vignettes describing an interpersonal conflict or negotiation to the experiences of 

participants in an experiment that simulated the events in the vignettes. They found that 

the vignettes and experimental simulation were experienced differently. Vignettes evoked 

similar emotions as other kinds of methods, but they were less intense, in part because in 

vivo observations feel more realistic and provide momentary social information that 

allows for the evaluation and reevaluation of risk-takers for the duration of the 

observation period. As the intensity of emotional experiences are crucial to decision-

making processes, making the overall experience more salient and causing individuals to 

make their judgments more spontaneously and less rationally (Västfjäll et al., 2016), 

predictions about perceptions or reactions towards risky and risk-avoidant peers in 

hypothetical scenarios are likely to diverge from reality to a greater extent. Vignette 

approaches may hinder a participants’ ability to form an accurate representation of the 

hypothetical scenario, and as a result, the external validity of the method may be 

comparatively lower to real-time observations of risky behavior. Thus, although vignettes 

are an effective tool to study social and psychological phenomena that are difficult to 

examine directly (Atzmüller & Steiner, 2010; Baguley, Dunham, & Steer, 2022), it is 

worth examining participant evaluations of risky and risk-avoidant peer targets using 

different approaches that may evoke a more intense, realistic experience.    

Second, previous studies compared male and female preferences for risk-takers as 

opposite-sex mates and same-sex friends (Farthing, 2005; 2007), but no research has 

examined whether male and female peers communicate similar qualities through risky 

behavior and risk-avoidance (Farthing, 2007). We know very little about the way that the 

gender of the risk-taker or risk-avoider affects the perceptions of emerging adults in the 

audience. Additionally, previous research has only examined the perceptions of 
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characteristics of risk-takers and risk-avoiders by women under the age of 30. No 

research has examined the way male participants perceive these characteristics. Both men 

and women in emerging adulthood take risks, and the rates are similar across many 

domains of risky behavior, (e.g., smoking, vaping, drinking, marijuana use, risky sexual 

practices, accepting rides from drunk drivers, and texting while driving; Kann et al., 

2016). However, if risky behaviors communicate traits related to dominance, they may be 

more socially beneficial for young men (Baker & Maner, 2009; Farthing, 2005; Weisfeld, 

1999) and have greater social costs for young women (Weisfeld et al., 1984). In contrast, 

risk-avoidance may communicate traits associated with submissiveness, which may be 

more socially harmful for young men (Morrissey, 2008). Investigating the effects of 

gender would add to our knowledge of the potential gender differences in the social 

functions of risky behavior, which may deepen our understanding of when and why 

young men and women place themselves in harm’s way. 

Third, costly signaling behaviors must be observable, costly, informative, and potentially 

beneficial for the signaler (McAndrew, 2021; Smith & Bliege Bird, 2000). As risky 

behaviors have these four properties, researchers have applied the costly signaling 

framework to investigate the communicative functions of risky behaviors (Baker & 

Maner, 2008; 2009; Farthing, 2005; 2007; McAndrew, 2021; Smith & Bliege Bird, 

2000). However, it is not yet known whether the characteristics communicated by risky 

behavior depend on successful execution or the extent to which perception of admirable 

qualities signaled by risky behavior is mitigated or altered when risk-takers fail to 

overcome dangerous obstacles. For example, a successful risk-taker may signal specific 

competencies to peers while an unsuccessful risk-taker may be judged as reckless and 

unintelligent. Vignettes used in prior studies involved characters making a choice to take 

or avoid a risk but did not elaborate on the consequences of those decisions (Farthing, 

2005; 2007; Fessler et al., 2014). Though theories from evolutionary psychology suggest 

that successful risk-takers should be preferred over unsuccessful risk-takers because they 

send more honest signals about desirable qualities (Mishra et al., 2017), very little 

research has examined the extent to which this is true. For example, if successful 

execution of a risky behavior can be largely attributed to luck, then success may matter 

little, though observers may still infer social information from a risk-taker’s willingness 
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to take risks. Similarly, preferences for successful risk-takers may depend on group 

needs. Individuals in groups that depend on specific risk-related competencies (e.g., 

teams) may have stronger preferences for successful risk-takers than those in groups that 

rely less on special skills or abilities (e.g., friends).  

Fourth, previous studies offered a small glimpse of how risky behaviors affect ratings of 

characteristics, friendship preferences, and mate preferences, but research has not yet 

completely assessed observer preferences for risky and risk-avoidant peer targets (i.e., 

partnership contexts), as well as how observers’ behaviors towards peer targets are 

affected by risky and risk-avoidant peer behavior. The social appeal of risky peers may 

cause emerging adults to jockey for proximity (Henrich & Gil-White, 2001). They may 

try ingratiating themselves by offering greater shares of resources to gain favor or avoid 

punishment (Fessler et al., 2014; Henrich & Gil-White, 2001). In contrast, risk-averse 

peers could be seen as weak, vulnerable, submissive, and easy targets for exploitation 

(Morrissey, 2008). Engaging in risky behaviors may help risky peers establish safer 

social environments by deterring others from mistreating or exploiting them. 

According to evolutionary game theory, an individual’s reputation can influence behavior 

in a resource distribution task like the Ultimatum Game (Güth, Schmittberger, & 

Schwarze, 1982; Nowak, Page, & Sigmund, 2000). In the Ultimatum Game, two players 

decide how to split a finite number of resources. First, the proposer makes an offer of 

how to split the resources. The game ends when the player receiving the offer decides to 

accept or reject the offer. If the recipient of the offer accepts, then the resources are 

distributed accordingly. However, if the recipient rejects the offer, then both individuals 

receive nothing. According to Nowak and colleagues (2000), individuals who obtain 

information about the other player’s previous encounters may use it to make an offer. For 

example, if the other player has developed a reputation for accepting low offers, then the 

participant may be more inclined to make a low offer. Little is known about whether or 

how reputational information transmitted through risky behavior affects behavior on tasks 

like the Ultimatum Game. Emerging adults may be more submissive or less likely to 

challenge for resources after observing risky peers whose behavior cues high dominance 

(Henrich & Gil-White, 2001). The opposite may also be true. If risk-avoiders 
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inadvertently communicate weakness, fearfulness, and a lack of competence, then 

interactions with them may be less positive. These qualities may lead emerging adults to 

believe that risk-avoiders can be easily exploited and unlikely to show defensive 

aggression (Morrissey, 2008). Based on these perceptions, observers may be tempted to 

take advantage of risk-avoiders for their own gain when opportunities present themselves. 

Finally, although some participants in prior studies were university students in emerging 

adulthood, samples often included adult participants as well. Risky behavior is normative 

in emerging adulthood but drops off after the age of 25 (Arnett, 2000; Dworkin, 2005; 

Willoughby et al., 2013). As a result, it is possible that the presence of adults in samples 

impeded a clear understanding of risk-taking functions in emerging adulthood. Adults 

and emerging adults may perceive risk-takers and risk-avoiders differently. Whereas 

emerging adults searching for status and acceptance may admire risk-takers for their 

fearlessness, skill, and strength (Ellis et al., 2012; Weisfeld & Dillon, 2011), the 

responsibilities of marriage and parenthood may raise the stakes for adults, magnifying 

the recklessness and potential harm caused by risky behaviors (Arnett, 2000; Arnett, 

Žukauskienė, & Sugimura, 2014). To gain a better understanding of why risky behavior 

is so prevalent among emerging adults, a more age-appropriate sample is required. 

2.3 The current study: Study 1 

Study 1 addressed gaps in the research by examining how witnessing a peer’s risky or 

cautious behavior in an experimental risk-taking task (a modified Columbia Card Task) 

affected a male or female emerging adult’s perceptions of the ostensible peer target. The 

peer target’s gender (male vs. female) and level of success (high vs. low) were 

manipulated to determine how these factors affected perceptions of the peer engaging in 

high and low levels of risky behavior. After watching the peer target’s performance on 

the risk-taking task, the participant rated the peer target on several personal 

characteristics reflecting dominance, social appeal, intelligence, and prosociality. The 

participant also indicated how willing he or she would be to include the peer target in his 

or her own group of friends, and how interested he or she would be in cooperating with 

the peer target on a similar risk-taking task. Finally, the Ultimatum Game (Güth et al., 



46 

 

1982) examined whether the social information communicated through risky behavior 

influenced the participant’s resource-sharing behavior towards the peer target. 

2.3.1 Study 1 hypotheses 

Based on an evolutionary perspective (Ellis et al., 2012; Weisfeld, 1999; Weisfeld & 

Dillon, 2011), the first six hypotheses investigated the communicative functions of risky 

behavior (McAndrew, 2021; Smith & Bliege Bird, 2000).  

Perceptions of Social Appeal  

Hypothesis 1. Derived from the evolutionary model of risky behavior (Ellis et al., 2012) 

and the costly signaling theory (McAndrew, 2021; Smith & Bliege Bird, 2000), this 

hypothesis predicted that a peer target in the high-risk condition would cue more socially 

appealing characteristics (e.g., well-liked, popular, appealing) than a peer target in the 

low-risk condition. Social appeal characteristics reflect public esteem or reverence 

(Henrich & Gil-White, 2001).  

Hypothesis 2. Consistent with the relative state model (Mishra et al., 2017), a successful 

peer target in the high-risk condition would cue more socially appealing characteristics 

than a peer target in all other conditions. 

Hypothesis 3. Consistent with the evolutionary model of risky behavior (Ellis et al., 

2012), a male peer target in the high-risk condition would cue more socially appealing 

characteristics than a female peer target in the high-risk condition, and a male peer 

target in the low-risk condition would cue less socially appealing characteristics than a 

female peer target in the low-risk condition.  

Perceptions of Intelligence 

Hypothesis 4. Consistent with the relative state model (Mishra et al., 2017) and the costly 

signaling theory (McAndrew, 2021; Smith & Bliege Bird, 2000), a peer target in the 

high-risk and high-success condition would cue greater intelligence than a peer target in 

all other conditions, and a peer target in the high-risk and low-success condition would 

cue lower intelligence than a peer target in all other conditions.  
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Perceptions of Dominance 

Hypothesis 5. Derived from both the evolutionary model of risky behavior (Ellis et al., 

2012) and the costly signaling theory (McAndrew, 2021; Smith & Bliege Bird, 2000), 

this hypothesis predicted that a peer target in the high-risk condition would cue more 

dominant (e.g., aggressive, violent, intimidating) characteristics than a peer target in the 

low-risk condition. These characteristics are compatible with using force or intimidation 

to control others through fear (Cheng et al., 2013; Fessler et al. 2014; Henrich & Gil-

White, 2001).  

Perceptions of Prosociality 

Hypothesis 6. Based on previous research (Farthing, 2007; Moffitt, 1993; Shedler & 

Block, 1990), and in line with the do-gooder derogation effect (Minson & Monin, 2012), 

a risk-avoidant peer target would cue more prosocial (e.g., nice, generous, caring) 

characteristics than a risky peer target.  

In addition to the six hypotheses related to the communicative function of risky behavior, 

there were four hypotheses related to the social consequences of risky behavior, which 

are again broadly derived from evolutionary theoretical perspectives on risky behavior 

(Ellis et al., 2012; Weisfeld, 1999; Weisfeld & Dillon, 2011).  

Acceptance into Group of Friends 

Hypothesis 7. Derived from both the social reinforcement hypothesis (Rebellon, 2006; 

Rebellon et al., 2019) and the evolutionary model of risky behavior (Ellis et al., 2012), 

this hypothesis predicted that participants would report higher friendship preferences for 

a peer target in the high-risk condition than a peer target in the low-risk condition.  

Hypothesis 8. Based on evolutionary theories such as the evolutionary model of risky 

behavior (Ellis et al., 2012) and the theory of warfare (Buss, 2015; Farthing, 2005; Tooby 

& Cosmides, 2010), there would be a three-way interaction involving the participant 

observer’s gender, the peer target’s gender, and peer target’s risk level for social 

preferences such that male observers would have the greatest friendship preferences for a 
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male peer target in the high-risk condition and the lowest friendship preferences for a 

male peer target in the low-risk condition. Female observers were not expected to base 

their friendship preferences on the peer target’s gender or risk level.    

Acceptance into Partnerships for Risk-Related Tasks 

Hypothesis 9. Based on the relative state model (Mishra et al., 2017) and the information 

goods theory (Henrich & Gil-White, 2001), an interaction between risk and success was 

expected. For partnership on a risk-related task, participants would prefer a peer target in 

the high-risk condition over a peer target in the low-risk condition, but only in the high 

success condition. 

Resource Distribution Behavior 

Hypothesis 10. Derived from the information goods theory, when the participant allocates 

resources in an Ultimatum Game paradigm (see previous section [2.1] for a brief 

description of the rules, or section [2.3.3.4] for a complete description of the measure), 

participants would make higher offers to a peer target in the high-risk condition than to a 

peer target in the low-risk condition (Henrich & Gil-White, 2001). 

2.4 Methods 

2.4.1 Participants 

Data for this study were collected between October, 2016 and April, 2018. Participants 

were recruited from a participant pool that consisted of undergraduate students from a 

first-year introduction to psychology course. For their participation, students earned one 

credit towards their course research requirement, which had implications for their final 

grade in the course. A total of 466 individuals signed up to participate in the study and 

provided consent online. There were 180 participants removed from the sample for not 

meeting the inclusion criteria. Participants were excluded if they did not complete both 

parts of the experiment (n = 103), responded incorrectly to more than one of four 

attention checks (n = 7), failed the peer gender manipulation check (n = 63), were older 

than 25 years of age (n = 4), or did not identify as either male or female (n = 5). The final 



49 

 

sample included 286 participants (125 male; 161 female) between the ages of 17.73 and 

22.57 (M = 18.79; SD = 0.79). In this sample, 45.1% of participants identified as 

Caucasian, 24.1% were East Asian, 16.8% were South Asian, 7.3% were Middle Eastern, 

1.8% were African or Black Canadian, 1.4% were Hispanic, 0.3% were Aboriginal, 2.5% 

had a mixed ethnic background and 0.7% identified as other ethnicities. Parental 

education was used as a proxy measure for socio-economic status, which has been shown 

to be a valid measure in previous research (Ensminger et al., 2000). Participants came 

from mostly upper middle-class families as 70.3% of mothers and 69.6% of fathers had a 

bachelor’s degree or higher. 

2.4.2 Procedure 

The Western University Non-Medical Research Ethics Board approved the procedure and 

all materials used in this study (see Appendix A). Participants completed the study in two 

stages. First, they completed a 30-minute online survey one week before they arrived at 

the lab to minimize any potential priming effects. They accessed the survey using a link 

provided to them in the study advertisement. Qualtrics survey-building software was used 

to design the survey, which included the study information letter and the consent form 

(see Appendix B), followed by the demographic questions (see Appendix C) and other 

measures not included in the present study.  

Participants came to the laboratory to take part in the experimental portion of the study. 

When a participant arrived, a trained research assistant read the letter of information with 

the participant, addressed any concerns, and asked the participant to read and sign a 

consent form before the session began. The experimental portion of the study was 

completed in approximately 30 minutes.  

At the beginning of the session, the research assistant demonstrated how to play a 

modified version of the Columbia Card Task (Figner & Weber, 2011), and explained that 

understanding how the game worked would be important for the rest of the study. Next, 

the participant played a practice round of the Columbia Card task (1 game of 10 trials) to 

contextualize the risk-taking strategy they were about to observe. By playing the game, 
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the participant gained a realistic sense of the risk involved and how easy or difficult it 

was to win. 

The computerized risk-taking task presented the participant with a 5 x 4 array of 20 cards 

that looked identical when face-down. Of the 20 cards, 17 were “reward” cards and the 

other three were “cost” cards. When flipped over, the reward cards displayed an image of 

a cartoon raffle ticket, and the cost cards displayed an image of a cartoon bomb. The ratio 

of reward to cost cards remained the same across all 10 trials and their location was 

randomized in every trial. To win a trial, the participant needed to select over reward 

cards without selecting any cost cards. If all selected cards were reward cards, then the 

participant was awarded one raffle ticket for every card selected; however, if the 

selections revealed at least one cost card, then the participant lost the trial and did not 

earn anything. After selecting cards, the participant clicked a “bank ticket” button to 

simultaneously flip the chosen cards (see Figure 1). Banked reward cards were carried 

over to the next round allowing the participant to accumulate winnings across trials.  

The participant did not win any raffle tickets during the practice round but was told that 

there would be an opportunity to earn raffle tickets by playing again at the end of the 

session. Earned raffle tickets were automatically entered into a draw for a $100 gift card 

to the university bookstore.  

Observation of the game play of an ostensible peer classmate took place after the 

Columbia Card Task demonstration and practice round. Each participant was randomly 

assigned to one of eight experimental conditions formed by crossing the peer target’s 

gender (male vs. female), risk (high vs. low risk), and outcome (high vs. low success). A 

fourth independent variable, the participant’s gender (male vs. female), was also part of 

the experimental design. The distribution of participants across conditions is shown in 

Table 1. The partially double-blind experimental design ensured that neither the research 

assistant nor the participant was aware of the experimental conditions involving risk and 

success. The research assistant was only aware of the peer gender manipulation. The 

research assistant told the participant that he or she would observe a video recording from 

a previous session of a peer performing the Columbia Card Task. To convey the peer 
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target’s gender, the research assistant did not explicitly state the gender, but used 

pronouns when referring to the peer. Before the video was shown, the research assistant 

said, “the only thing I can tell you about your peer is that he/she is 18 years old, and that 

he/she is another university student in your class.” The purpose of the subtle gender 

manipulation was to prevent participants from realizing that they were in a specific 

experimental condition. To preserve the partial double-blind nature of the study, the 

research assistant left the testing room while the participant watched the fictitious peer 

play the game.  

 

Figure 1: Game play image from the modified Columbia Card Task.  
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When the participant observed an ostensible peer target perform the risk-taking task, the 

participant could see the screen on which the game was played but not the peer target. 

The peer target’s risk-taking strategy and game outcomes were manipulated in 

accordance with the four different game conditions. The peer target selected an average 

of 11 cards per trial in the high-risk conditions, and an average of 3 cards per trial in the 

low-risk conditions. For the outcome manipulation, peer targets earned raffle tickets in 6 

out of 10 trials in the high success condition, but only earned raffle tickets in 1 of 10 

trials in the low success condition. Within each condition, participant observers watched 

the same pre-recorded video. All videos began with a loss, and some “learning” by the 

fictitious peer target was embedded in every condition to increase the realism of the game 

play. Specifically, the peer target’s behavior was adjusted according to the outcome in the 

previous trial. The peer target would select fewer cards in the next trial following a loss 

and more cards in the next trial following a win.    

Table 1: Distribution of Participants Across Experimental Conditions 

Participant 

Observer Gender 

Peer Target 

Gender 

Success Risk 

     

   High Low 

   Male Male High 14 14 

  Low 14 15 

 Female High 17 17 

  Low 18 16 

     

   High Low 

   Female Male High 20 20 

  Low 21 20 

 Female High 21 20 

  Low 20 19 

      

 

When the video of the peer target’s game ended, the participant informed the research 

assistant. The research assistant then reentered the testing room and provided the 

participant with instructions for the next phase of the study, which included a detailed 

description of the Ultimatum Game. The research assistant then opened the online 

questionnaire, which was created using Qualtrics survey-building software, and left the 
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testing room again. The online questionnaire consisted of four parts. The first part was a 

manipulation check that asked the participant to enter the peer target’s gender. Next, the 

participant responded to the Impression of Peer Characteristics Survey (see Appendix D), 

which was used to assess the participant’s perceptions of the peer target. Then, the 

participant responded to the Friendship and Partnership Survey (see Appendix E), which 

measured the participant’s willingness to introduce the peer target to his or her group of 

friends and his or her interest in cooperating with the peer target on a similar task. Last, 

the participant played the Ultimatum Game, which was a resource distribution task where 

10 extra raffle tickets were given to the participant to share with the peer target in any 

way that the participant wanted. The participant was told that the peer target would 

receive the offer in an e-mail. If the offer was accepted, then the participant and the peer 

target would receive extra raffle tickets according to the proposed distributions. However, 

if the offer was rejected, then both the participant and the peer target would receive 

nothing. These measures are described in detail in Chapter 2.4.3. 

In addition to the research assistant’s verbal instructions, written instructions explaining 

how to complete each part of the survey were provided to the participant within the 

survey as well. With respect to the Impression of Peer Characteristics Survey and the 

Friendship and Partnership Survey, the items included attention check items (e.g., select 

“about the same” for this question) and were presented in random order. The Friendship 

and Partnership Survey also included two manipulation check items that asked how risky 

and how successful the peer target was in the game.      

Once the participant completed the online questionnaire, the research assistant came back 

into the testing room to open the Columbia Card Task and left before the participant 

started playing. The participant performed the risk-taking task for a chance to earn raffle 

tickets, which were entered into the draw along with the raffle tickets from the Ultimatum 

game. The draw to win a $100 gift card to the university bookstore took place at the end 

of the academic year. When the participant completed the risk-taking task, the research 

assistant debriefed the participant, answered any additional questions about the study, and 

asked the participant not to disclose the details of the experiment with anyone else. The 
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research assistant asked the participant if the participant was deceived into believing that 

the peer was another participant in the experiment.  

When prompted, 29 participants reported having a feeling that the peer target was a 

fictitious participant. Participants provided a variety of reasons for their suspicions. Eight 

participants reported that the movements were too slow or consistent across trials, two 

reported that the peer target was too unlucky, three reported that the peer target was too 

lucky, four reported having experienced similar deceptions in other studies, one reported 

that the peer target did not adjust their strategy enough, and 11 did not elaborate on their 

suspicions. As all participants expressed some degree of uncertainty about their 

suspicions, they were retained in the final sample. Nevertheless, the majority (n = 257) of 

participants reported that they believed they were watching a real peer play the Columbia 

Card Task.     

2.4.3 Measures 

2.4.3.1 Perception of peer characteristics 

The Impression of Peer Characteristics Survey assessed the characteristics communicated 

by risky behavior and risk-avoidance. This measure was akin to the Person Adjectives 

Scale used to examine women’s perceptions of heroic and non-heroic risk-takers 

(Farthing, 2007). Theory and research guided the inclusion of items related to dominance 

(e.g., aggressive, assertive, intimidating; Cheng et al., 2010; Ellis et al., 2012; Fessler et 

al., 2014; Henrich & Gil-White, 2001; Locke & Sadler, 2007; Weisfeld & Dillon, 2011), 

social appeal (e.g., attractive, popular, and likable; Blakemore, 2018; Dumas et al., 2019; 

Farthing, 2005; Mishra et al., 2017; Moffitt, 1993; Rebellon, 2006; Rebellon et al., 2019), 

intelligence (e.g., smart, intelligent; Farthing, 2007; Mishra et al., 2017), and prosociality 

(e.g., helpful, nice, generous; Farthing, 2007; Locke & Sadler, 2007). More items were 

created using adjectives or short phrases with similar meanings. The final measure 

included 52 items. Participants read the prompt “compared to peers my age, the person I 

just observed is likely to be:” and used a 7-point scale to rate how much (from much less 

to much more) the characteristic was likely to be true of the peer they observed (see 

Appendix D).   
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The factor structure of the Impression of Peer Characteristics survey was examined using 

an exploratory factor analysis (EFA) with a Principal Axis Factoring (PAF) estimation 

method to create reliable composite scores reflecting constructs of interest. The EFA 

found eight factors with eigenvalues above one. Although Kaiser (1960) recommended 

retaining all factors with eigenvalues greater than one, parallel analyses (Hayton, Allen, 

Scarpello, 2004; Horn, 1965; Patil, Singh, Mishra, & Donavan, 2017; Zwick & Velicer, 

1986) and the scree plot (Cattell, 1966; Costello & Osborne, 2005; Tabachnik & Fidell, 

2013) shown in Figure 2 are often used to avoid over-extraction. The decision to retain 

four factors was based on parallel tests and the inflection point on the scree plot.   

 

Figure 2: Scree plot showing inflection point after the fourth factor. 

An EFA with four factors and an oblique rotation (direct oblimin) found that the 

correlations among the factors ranged from .01 to .43. Reaching the optimal solution 

involved retaining items with loadings greater than .45 on the primary factor and cross-

loadings below .32 on other factors (Tabachnick & Fidell, 2013). All items that did not 

meet the criteria for inclusion were removed from the model one at a time, starting with 

items that had the strongest cross-loadings. Table 2 shows the factor loadings in the final 

model. Items loading on the first, second, third, and fourth factor represent qualities 

relating to dominance, social appeal, intelligence, and prosociality, respectively. These 

factors were used for subsequent analyses. 
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Table 2: Factor Loadings for Items in the Impression of Peer Characteristics Survey 

Characteristic Factor 1 Factor 2 Factor 3 Factor 4 

Bold  .90 -.07 .13 .01 

Impulsive  .84 .00 -.22 .06 

Brave .80 .14 .06 .04 

Spontaneous  .80 .08 -.08 .08 

Confident .79 .08 .17 .01 

Fearless  .79 .06 -.01 -.07 

Willing to make threats  .75 -.01 -.05 -.11 

Willing to get into fights  .71 .09 -.17 -.08 

Exciting  .67 .24 .02 .05 

Unpredictable .66 -.15 -.04 .07 

Aggressive  .66 .08 -.06 -.26 

Assertive  .63 .03 .11 -.07 

Timid -.61 -.09 -.02 .10 

Violent .59 .01 -.16 -.24 

Intimidating .52 .12 .16 -.29 

Strong .51 .21 .20 -.15 

Boring  -.50 -.31 -.09 -.04 

Liked by popular peers  -.09 .81 -.04 -.02 

Popular .13 .73 -.01 -.11 

Others want to associate with this person -.05 .72 .04 .05 

Well-liked -.06 .70 -.03 .31 

Appealing to potential sexual partners .04 .69 .00 -.13 

Attractive .05 .62 .06 -.10 

Unpopular -.04 -.61 -.01 .10 

Interesting to potential romantic partners .18 .54 .00 -.05 

Able to find a date easily .22 .54 .05 -.17 

Enjoyable to spend time with .14 .46 .04 .15 

Smart -.01 -.15 .88 .00 

Intellectually sharp .05 -.01 .80 .03 

Unintelligent .11 -.21 -.53 -.08 

Kind -.14 .01 .06 .68 

Nice -.17 -.04 .04 .65 

Generous .13 -.02 .05 .60 

Caring -.26 .03 .00 .57 

Composite scores were created for each new latent variable by reverse scoring all 

negatively loading items and then averaging the scores of items within each factor. 
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Cronbach’s alphas showed good reliability for the subscales used to measure each new 

latent variable. The final measure was comprised of 17 items for characteristics related to 

dominance (α = .96), 10 items for characteristics related to social appeal (α = .89), 3 

items for characteristics related to intelligence (α = .79), and 4 items for characteristics 

related to prosociality (α = .78). Table 3 shows the intercorrelations among the new 

composite scores. 

Table 3: Intercorrelations Between Latent Variables for Impressions of Peer 

Characteristics  

Factor Dominance Social 

Appeal 

Intelligence Prosociality 

Dominance  1    

Social Appeal  .58**  1   

Intelligence -.01  .20**  1  

Prosociality -.52** -.19**  .21**  1 

  Note. ** indicates p-values <.01 (2-tailed) 

2.4.3.2 Willingness to include in friendship groups 

A participant’s willingness to include the peer target into his or her friendship groups was 

assessed with four questions (see Appendix E). Sample items included “how eager would 

you be to introduce this person to your friends?” and “how well do you think this person 

would fit in with your friends?” Responses to these questions were recorded on a 7-point 

scale from 1 not at all to 7 a lot. Cronbach’s alpha indicated good reliability (α = .80). 

2.4.3.3 Willingness to cooperate with the peer on a similar task 

To assess a participant’s willingness to cooperate with the peer target on a similar risk-

taking task, the participant was asked to rate his or her agreement with four statements on 

a 7-point scale from 1 not at all to 7 a lot (see Appendix E). Sample items include “this 

person would be helpful to you in a similar task” and “teaming up with this person on a 

similar task would cause more harm than good.” The second sample item was the only 

item to be reverse coded so that higher ratings reflected a greater willingness to cooperate 

with the peer on a similar task. The reliability of the measure was strong (α = .94). 
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2.4.3.4 Resource distribution 

The Ultimatum Game (Güth et al., 1982) assessed resource distribution behavior. In this 

game, there were two roles (i.e., offer maker and offer acceptor). The participant was told 

that he or she was assigned the role of offer maker and that the peer target was assigned 

the role of offer acceptor. In the offer maker role, the participant was given 10 free raffle 

tickets and 11 resource distribution options where he or she could keep any number of 

raffle tickets from 0 to 10 and allocate the rest to the peer target.      

2.4.4 Manipulation Checks 

2.4.4.1 Peer gender manipulation 

To determine if the peer gender manipulation was successful, the participant was asked to 

report the gender of the peer target at the beginning of the Impression of Peer 

Characteristics Survey. More than a sixth (n = 62) of the 355 eligible participants who 

took part in the laboratory session did not report the correct gender and were removed 

from the final sample.  

2.4.4.2 Risk manipulation 

The risk manipulation was examined using a 2 (high vs. low risk) x 2 (high vs. low 

success) x 2 (male vs. female peer target) between-subjects analysis of variance 

(ANOVA) on participants ratings of the peer target’s riskiness (see Appendix E). 

Levene’s test of homogeneity was significant, which indicated a violation of the 

homogeneity of variance assumption. When there is an unequal sample size across 

groups, heterogeneity of variance biases the F-test and increases the likelihood of 

committing a Type I error (Tabachnick & Fidell, 2013). As the group sample sizes were 

not equal, the F-test robustness to the homogeneity of variance violation was examined 

based on the variance ratio, coefficient of sample size variation, and pairing of variance 

with group size (Blanca, Alarcón, Arnau, Bono, & Bendayan, 2018). Based on the 

calculations by Blanca et al. (2018), the sample sizes across the experimental groups 

were close enough to equal for the F-test to be robust to violations of homogeneity of 

variance. Despite a significant Levene’s statistic, the ANOVA would not inflate Type I 
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error rates and was performed without correcting for the homogeneity of variance 

violation.     

The results indicate that there was a significant main effect of risk, F(1, 270) = 474.34, p 

< .001, with a large effect size of d = 2.65, on perceptions of how risky the peer target 

was, but no main effects of success or the peer target’s gender and no statistically 

significant interactions. Participant observers in the high-risk condition (M = 5.47, SD = 

1.61) rated the peer target higher on risky behavior than observers in the low-risk 

condition (M = 1.84, SD = 1.10). Based on these results, the risk manipulation was 

successful. 

2.4.4.3 Success manipulation 

Participant observers reported their perceptions of how successful the peer target was in 

the Columbia Card task. Their responses were analyzed with a 2 (high vs. low risk) x 2 

(high vs. low success) x 2 (male vs. female peer) between-subjects ANOVA to examine 

the effectiveness of the success manipulation. Levene’s test was significant, but the F-test 

was once again robust to homogeneity of variance assumption violations (Blanca et al., 

2018).   

The results showed that there was a significant main effect of risk, F(1, 270) = 161.23, p 

< .001, d = 1.28, and success, F(1, 276) = 772.75, p < .001, d = 2.82, but no significant 

main effect of the peer target’s gender on perceptions of the peer target’s success in the 

game. There was also a significant interaction between risk and success on success 

perceptions, F(1, 282) = 42.39, p < .001, η2 = 0.11, but no other significant interactions. 

Participant observers in the high success condition (M = 5.31, SD = 1.72) rated the peer 

target as more successful than observers in the low success condition (M = 2.00; SD = 

1.06). Although these results were significant in both the high-risk, F(1, 270) = 437.86, p 

< .001, d = 2.49, and low-risk conditions, F(1, 270) = 164.50, p < .001, d = 1.50, the 

mean differences were larger in the high-risk condition, (M = 6.45, SD = 2.31 vs. M = 

2.39, SD = 2.31) than they were in the low-risk condition (M = 4.15, SD = 2.34 vs. M = 

1.59, SD = 2.35). Based on these results, the success manipulation was successful.  
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2.5 Results 

2.5.1 Power analysis 

An a priori power analysis was conducted using G*Power (Faul, Erdfelder, Lang, & 

Buchner, 2007). In this study, there were 16 groups (see Table 1). For a MANOVA with 

four predictors (i.e., risk, success, peer target gender, participant observer gender) and 

four dependent variables (i.e., dominance, social appeal, intelligence, and prosociality) 53 

participants were needed to detect a small main or interaction effect (d = 0.20; Cohen, 

1988) with a power of .80. Examining the effects of the predictors on the willingness to 

include the peer target in a group of friends and willingness to cooperate with the peer 

target in a similar risk-related task variables required 80 participants to find a small 

effect (d = 0.20) with a power of .80. Separate ANOVAs examined the univariate effects 

following the MANOVA tests. For the separate ANOVAs, finding a small effects (d = 

0.20) with a power of .80 required a sample of 787 participants. With just 286 

participants in the final sample, a post-hoc power analysis was conducted and showed 

that a larger but still small main or interaction effect (d = 0.34) could be detected with a 

power of .80.     

2.5.2 Missing data analysis and multiple imputation 

Less than five percent of the data were missing for each variable in the dataset. Little’s 

MCAR test (Little, 1988) was not significant, χ2 = 15649.38, p = .97. A p-value greater 

than .05 indicates weak evidence against the null hypothesis that the data were missing 

completely at random (MCAR). Despite failing to reject the null hypothesis that the data 

were MCAR, it is still not truly possible to determine if the data were MCAR or missing 

not at random (MNAR). The only reasonable approach to determining whether the data 

were missing at random (MAR) is to make some judgments about whether participants 

with data missing on a few items could be expected to differ from those who do not have 

missing data. Given that less than five percent of the data were missing and the non-

significant Little’s MCAR test, there was little reason to expect missing data patterns. To 

maximize power for the analysis, the multiple imputation (MI) technique was used to 

replace the missing values with estimates (Rubin, 1987; 1996; Schafer, 1999). MI 
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assumes that the data were MAR or MCAR and estimates missing values based on the 

observed data (Sterne et al., 2009). It provided unbiased parameter estimates for missing 

values by generating multiple simulated datasets that appropriately incorporate 

uncertainty (Schafer, 1999).  

In this study, SPSS statistical software was used to generate five imputed datasets. Each 

imputation involved 100 iterations and included all variables in the study as predictors to 

yield the best estimates for missing data (Rubin, 1996). Finding valid estimates required 

specifying the minimum and maximum values for each variable and increasing the 

maximum number of case and parameter draws. The maximum number of case draws 

increased from the default of 50 to 1000 and the maximum number of parameter draws 

increased from the default of 2 to 50. Combining the missing data estimates from each 

imputation produced an overall MI estimate and associated standard error.  

2.5.3 Characteristics communicated through risky behavior  

A four-way MANOVA was conducted to investigate the effects of risk (high vs. low), 

success (high vs. low), peer target’s gender (male vs. female), and participant observer’s 

gender (male vs. female) on the peer target’s social appeal, intelligence, dominance, and 

prosociality. Using Wilk’s Lambda, there were significant multivariate main effects of 

risk, Λ = 0.48, F(4, 267) = 71.37, p < .001, ηp2 = .52, success, Λ = 0.77, F(4, 267) = 

20.17, p < .001, ηp2 = .23, peer target gender, Λ = 0.96, F(4, 267) = 2.51, p = .043, ηp2 = 

.04, and participant gender, Λ = 0.94, F(4, 267) = 4.18, p = .003, ηp2 = .06. There was 

also a significant multivariate interaction between risk and success, Λ = 0.94, F(4, 267) = 

4.57, p = .002, ηp2 = .06. No other interactions were statistically significant in the 

MANOVA. Follow-up four-way univariate ANOVAs with the same factorial structure 

and tests of simple main effects were conducted to probe these effects. 

2.5.3.1 Social appeal (hypotheses 1, 2, and 3) 

The ANOVA revealed a statistically significant main effect of risk on perceptions of 

social appeal F(1, 270) = 53.06, p < .001, d = 0.89. Providing support for the first 

hypothesis, a peer target who engaged in high levels of risky behavior (M = 4.33, SD = 
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0.62) was rated as more socially appealing than a peer target who engaged in low levels 

of risky behavior (M = 3.82, SD = 0.58).  

A three-way interaction between risk, success, and peer target gender, F(1, 270) = 3.99, p 

= .047, η2 = 0.01 (see Figure 3), was significant, but only at the alpha of .05 and should 

be interpreted cautiously. Two-way interactions between risk and peer target gender were 

decomposed separately at low and high levels of success to probe this interaction further. 

The interaction between risk and peer target gender was not statistically significant at 

high levels of success, but it was at low levels of success, F(1, 135) = 4.06, p = .046, η2 = 

0.02. Overall, unsuccessful male and female risky peer targets were rated significantly 

higher on social appeal than their low-risk counterparts, but the mean difference was 

larger for male peer targets, F(1, 139) = 31.04, p < .001, d = 0.95, than for female peer 

targets, F(1, 139) = 7.88, p = .006, d = 0.48. Specifically, the difference in social appeal 

between unsuccessful high- (M = 4.48, SD = 0.61) and low-risk male peer targets (M = 

3.68, SD = 0.60) was larger than it was for unsuccessful high- (M = 4.28, SD = 0.60) and 

low-risk (M = 3.87, SD = 0.60) female peer targets.  

  

Figure 3. Three-way interaction for risk, success, and peer gender, on perceptions of 

social appeal. 
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Taken together, these findings showed that at all levels of success, high levels of risky 

behavior communicated greater social appeal for both male and female emerging adult 

peer targets, which was in line with hypothesis (H1). There was little support for 

hypothesis (H2) that success would enhance the social appeal of a risky peer target. 

However, some weak evidence provided partial support for hypothesis (H3) that male 

risky behavior is more beneficial and male risk avoidance has more adverse 

consequences than female risky behavior and risk-avoidance. Male risk-takers received 

higher ratings of social appeal than male risk-avoiders and the mean difference was larger 

than the one found in the social appeal ratings of high- and low-risk female peer targets; 

however, this was only true at low levels of success.  

2.5.3.2 Intelligence (hypothesis 4) 

Hypothesis (H4), that observers would perceive greatest levels of intelligence in a 

successful risky peer target and the lowest levels of intelligence in an unsuccessful risky 

peer target, was only partly supported by a statistically significant interaction between 

risk and success, F(1, 270) = 10.60, p = .001, η2 = 0.04 (see Figure 4). Mean differences 

for perceptions of intelligence were only statistically significant at low levels of success 

F(1, 270) = 7.93, p = .005, d = 0.35, where a peer target in the high-risk condition was 

rated as less intelligent (M = 3.50, SD = 0.97) than a peer target in the low-risk condition 

(M = 3.95, SD = 0.96). At high levels of success, the mean difference in intelligence 

ratings for a peer target who engaged in high levels of risky behavior (M = 4.73, SD = 

0.96) and a peer target who engaged in low levels of risky behavior (M = 4.45, SD = 

0.99) was not statistically significant.  

In addition to a significant main effect of success, F(1, 270) = 57.71, p < .001, d = 0.93, 

the ANOVA on intelligence ratings also produced an unanticipated main effect for 

participant gender, F(1, 270) = 8.00, p = .005, d = 0.34, and a significant interaction 

between success and participant gender, F(1, 270) = 5.07, p = .026, η2 = 0.02 (see Figure 

5). At low levels of success, male (M = 3.69, SD = 0.95) and female (M = 3.76, SD = 

0.95) participant observers rated peer targets similarly on intelligence; however female 

observers rated a peer higher on intelligence (M = 4.88, SD = 0.95) than a male observers 
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(M = 4.30, SD = 0.98) did when the peer target experienced high levels of success, F(1, 

270) = 14.07, p < .001, d = 0.46.  

 

Figure 4. Two-way interaction for risk and success on perceptions of intelligence. 

 

Figure 5. Two-way interaction for success and participant (observer) gender on 

perceptions of intelligence 
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2.5.3.3 Dominance (hypothesis 5) 

In support of hypothesis (H5), the ANOVA revealed a significant main effect of risk, 

F(1, 270) = 287.87, p < .001, d = 2.07, on a participant observer’s perceptions of the peer 

target’s dominance. A peer target who engaged in high levels of risky behavior (M = 

4.38, SD = 0.85) was perceived as substantially more dominant than a peer target who 

engaged in low levels of risky behavior (M = 2.74, SD = 0.76). No other main effects or 

interactions were significant.  

2.5.3.4 Prosociality (hypothesis 6) 

The ANOVA produced a significant main effect of risk on perceptions of prosociality, 

F(1, 270) = 45.51, p < .001, d = 0.82. There was also an significant main effect of the 

peer target’s gender, F(1, 270) = 4.27, p = .040, d = 0.25. A peer target who engaged in 

low levels of risky behavior (M = 4.60, SD = 0.68) was perceived as more prosocial than 

a peer target who engaged in high levels of risky behavior (M = 4.08, SD = 0.61), which 

supported hypothesis (H6). In addition, participants who observed a female peer target 

perceived greater prosociality (M = 4.41, SD = 0.69) than participants who observed a 

male peer target (M = 4.26, SD = 0.68).  

2.5.4 Social acceptance in friendship and partnership contexts  

2.5.4.1 Willingness to include in friendship group (hypotheses 7 
and 8) 

The ANOVA revealed a statistically significant main effect of risk on a participant’s 

willingness to include the observed peer target in his or her friendship group, F(1, 270) = 

6.93, p = .009, d = 0.32. In support of hypothesis (H7), participants who watched a peer 

target engage in high levels of risky behavior (M = 4.14, SD = 1.04) reported a greater 

willingness to include the peer target in their friendship group than participant who 

watched a peer target engage in low levels of risky behavior (M = 3.81, SD = 1.02). 

There were no other statistically significant main effects or interactions. The hypothesis 

(H8) that male participants would have the highest friendship preference for a risky male 

peer target and the lowest friendship preference for a risk-avoidant male peer target was 

not supported.   
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2.5.4.2 Willingness to form partnership on a similar task 
(hypothesis 9) 

The ANOVA revealed significant main effects of risk, F(1, 270) = 18.86, p < .001, d = 

0.53, and success, F(1, 270) = 174.70, p < .001, d = 1.61, on the willingness to cooperate 

with the peer target on a risk-taking task. These main effects were qualified by a 

significant interaction between risk and success, F(1, 270) = 12.14, p = .001, η2 = 0.04, 

(see Figure 6) and a significant interaction between risk and participant gender, F(1, 270) 

= 4.99, p = .027, η2 = 0.02, (see Figure 7).  

 

Figure 6: Two-way interaction for risk and success on the participant’s willingness 

to cooperate with the peer target on a risk-taking task. 

For the interaction between risk and success, there was a significant difference in the 

willingness to partner with the peer target in the high-success conditions, F(1, 270) = 

30.40, p < .001, d = 0.67, but not the low success conditions. Consistent with hypothesis 

(H9), participants preferred to partner with a successful peer target who engaged in high 

levels of risky behavior (M = 5.37, SD = 1.36) than a successful peer target who engaged 

in low levels of risky behavior (M = 4.12, SD = 1.35). When the peer target was 

unsuccessful, participants reported similar preferences to partner with a peer target who 

engaged in high (M = 2.70, SD = 1.36) and low levels of risky behavior (M = 2.56, SD = 

1.35). 
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Figure 7: Two-way interaction for risk and participant gender on the willingness to 

cooperate with the peer target on a risk-taking task. 

The interaction between risk and participant gender showed that the effect of risky 

behavior on the willingness to form cooperative partnerships was only statistically 

significant for female participants F(1, 270) = 24.67, p < .001, d = 0.60. Female 

observers reported a greater willingness to cooperate with a peer target who engaged in 

high levels of risky behavior (M = 4.22, SD = 1.34) than a peer target who engaged in 

low levels of risky behavior (M = 3.17, SD = 1.34). Male participants were equally 

willing to cooperate with the peer target on a risk-taking task, regardless of the peer 

target’s high-risk (M = 3.85, SD = 1.34) or low-risk strategy (M = 3.51, SD = 1.35).  

2.5.5 Resource distribution behavior (hypothesis 10) 

A four-way ANOVA examined the effects of risk (high vs. low), success (high vs. low), 

peer target gender (male vs. female), and participant observer gender (male vs. female) 

on participants’ resource distribution behavior in the Ultimatum Game. There was no 

support for the hypothesis (H10) as participants did not make more selfish offers to a 

low-risk than a high-risk peer target, F(1, 270) = 0.66, p = .417, d = 0.10. There were no 

statistically significant main effects or interactions. Over half of participants (53.15%) 

offered to split the resources evenly.   
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2.5.6 Summary of the main findings 

This experiment investigated emerging adult perceptions of a male or female peer target 

who engaged in high or low levels of successful or unsuccessful risky behavior. A 

summary of Study 1 hypotheses and findings is shown in Table 4. Overall, the findings 

showed that a peer target who engaged in high levels of risky behavior was perceived as 

more dominant and having greater social appeal than a peer target in the low-risk 

condition. In contrast, a peer target who engaged in low levels of risky behavior was 

perceived as more prosocial than a peer target in the high-risk condition. Importantly, 

success affected the way a participant perceived a risky peer target. At low levels of 

success, a risky male peer target was more socially appealing than a risk-averse male peer 

target. Compared to a female peer target, a male peer target received greater social appeal 

ratings when he engaged in high levels of risky behavior and lower social appeal ratings 

when he engaged in low levels of risky behavior. Whereas risky behavior communicated 

information about a peer target’s dominance, social appeal, and prosociality, successful 

and unsuccessful execution of risky behavior communicated information about 

intelligence. A peer target who unsuccessfully engaged in high levels of risky behavior 

was perceived as less intelligent than a peer target who unsuccessfully engaged in low 

levels of risky behavior. Female participants were more sensitive to risky behavior 

success, reporting greater perceptions of intelligence in a successful high-risk peer target 

than male participants.  

The experiment also examined participants’ willingness to include the observed peer 

target in their friendship group or as a partner in a cooperative risk-taking task. The 

findings showed that participants were more willing to include a high-risk peer target 

than a low-risk peer target in their group of friends. The success of the risk-taker mattered 

more in working partnership contexts. Participants were generally more willing to 

cooperate on a task with a peer target who engaged in high levels of risky behavior, but 

only if the peer target was successful. Partnership preferences for an unsuccessful peer 

target were similar regardless of their level of risk-taking. Unexpectedly, female 

participants were more willing than male participants to form partnerships with a high-

risk peer target and less willing to form partnerships with a low-risk peer target. There 
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was no evidence to suggest that observed risky behavior and success influenced the way 

participants allocated resources to the peer target that they observed.    

Table 4: Summary of Study 1 Hypotheses and Supporting Evidence    

Hypothesis 
 

Evidence 

H1 A peer in the high-risk condition would cue more socially 
appealing characteristics (e.g. well-liked, popular, appealing) to 
participants than a peer in the low-risk condition.  

Strong support 

H2 A successful peer in the high-risk condition would be more 
socially appealing to participants than a peer in all other 
conditions 

Unsupported 

H3 A male peer in the high-risk condition would be more socially 
appealing to participants than a female peer in the high-risk 
condition and a male peer in the low-risk condition as less socially 
appealing than a female peer in the low-risk condition. 

Partial support 
but weak effect 

H4 A peer in the high-risk and high-success condition would be rated 
higher on intelligence by participants than peers in all other 
conditions and a peer in the high-risk and low-success condition 
would be rated lower on intelligence than peers in all other 
conditions 

Partial support 
and moderate 
effect 

H5 A peer in the high-risk condition would cue more dominant 
characteristics (e.g., aggressive, violent, intimidating) than a peer 
in the low-risk condition. 

Very strong 
support 

H6 A peer in the low-risk condition would cue more prosocial 
characteristics (e.g., nice, generous, caring) than a peer in the 
high-risk condition. 

Strong support 

H7 Participants would report higher friendship preferences for a 
peer in the high-risk condition than a peer in the low-risk 
condition. 

Small to 
moderate effect 

H8 Male participants would have the highest friendship preferences 
for a male peer in the high-risk condition and the lowest 
friendship preferences for a male peer in the low-risk condition. 
Female participants were not expected to base their friendship 
preferences on gender and risk level. 

Unsupported 

H9 Participants would report higher partnership preferences for a 
peer in the high-risk condition than a peer in the low-risk 
condition, but only in the high success condition. 

Moderate 
support 

H10 In the Ultimatum Game, participants would make higher offers to 
peers in the high-risk condition than to peers in the low-risk 
condition. 
 

Unsupported 
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2.6 Discussion 

According to evolutionary theory, humans have evolved fundamental social needs for 

status and human connection that direct behavior to manage social threats and address 

challenges related to survival and reproduction (Baumeister & Leary, 1995; Hogan & 

Blickle, 2018; Neel et al., 2015). Researchers (e.g., Ellis et al., 2012; Hogan & Blickle, 

2018; McAndrew, 2021; Smith & Bliege Bird, 2000) have speculated that risky behaviors 

may help fulfill these needs by communicating reputation-enhancing information about 

actors that improve their prospects for status and connection. The present study was 

among the first to assess the communicative functions of risky behavior in emerging 

adulthood, a period of development in which risky behavior is prevalent. Audience 

impressions of dominance, social appeal, intelligence, and prosocial characteristics of 

risk takers and risk avoiders were assessed, as was their interest in befriending and 

partnering with the observed peer target, and their resource offers to the peer target. The 

effects of the peer target’s gender and gender of participant were examined to ascertain 

whether performance of risky behavior may be more beneficial for male than female 

emerging adults, and whether the negative consequences of male risk-avoidance are more 

severe (Buss, 2015; Ellis et al., 2012; Farthing, 2005; Tooby & Cosmides, 2010; 

Weisfeld & Dillon, 2011).    

2.6.1 Risky behavior signals 

After watching a peer target employ a high- or low-risk strategy on a risk-taking task, the 

participant reported how the peer target compared to others their age on several 

characteristics related to social appeal, intelligence, dominance and prosociality. In line 

with evolutionary theory (Ellis, et al., 2012; Weisfeld, 1999; Weisfeld & Dillon, 2011), 

the findings confirmed hypothesis (H1) as participants rated high-risk peer targets higher 

on social appeal than low-risk peer targets. As the social appeal factor related to an 

individual’s magnetism or charm, reflected in items about the person’s likeability, 

popularity, and attractiveness, this finding is consistent with claims that risk-takers could 

be seen as valuable social assets who are fun (Rebellon, 2006; Rebellon et al., 2019), 

admirable (Ellis et al, 2012; Henrich & Gil-White, 2001; Weisfeld & Dillon, 2011), and 

socially beneficial (Dijkstra et al., 2010). This study showed that risky behavior in 
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emerging adulthood can effectively promote social connection by communicating 

qualities that are associated with social prowess (Powers et al., 2022 Rebellon, 2006; 

Rebellon et al., 2019).    

There was no support for hypothesis (H2) that success would enhance the social appeal of 

risk-takers. This was inconsistent with the relative state model of risk-taking (Mishra et 

al., 2017), which was surprising because successful outcomes could be more indicative of 

resourceful qualities and skills that can provide added social and material benefits to 

those who affiliate with risky peers (Fisk & Overton, 2020; Henrich & Gil-White, 2001; 

Mishra et al., 2017). However, it is possible that success is not necessary to communicate 

social appeal. Taking risks may be enough for emerging adults to display fun and 

exciting attributes that attract peers. It is also possible that success on the risk-taking task 

added little to the social appeal of the peer because it was largely attributed to luck and 

not to desirable skills or abilities.  

There was partial support for hypothesis (H3); the difference in social appeal between 

risk-takers and risk-avoiders was larger for a male than for a female peer target, but only 

at low levels of success. This suggests that participants may be more sensitive to risky 

and risk-avoidant male behavior, consistent with the evolutionary model of risky 

behavior that suggests risky behavior is more socially beneficial for male emerging adults 

(Ellis et al., 2012; Farthing 2005; Weisfeld, 1999). According to evolutionary theories, 

such as the theory of warfare (Buss, 2015; Tooby & Cosmides, 2010), male social appeal 

is more often based on formidability and dominance when compared to female social 

appeal, which implies that male emerging adults may have more to lose by avoiding risks 

(Buss, 2015; Tooby & Cosmides, 2010; Weisfeld, 1999; Weisfeld & Dillon, 2011). 

Social appeal of risk-avoidant male peers was generally low; however, it is not clear why 

these differences were not significant at high levels of success as well. It is possible that 

the low perceptions of social appeal of risk-avoidant male peer targets were offset by 

high levels of success. The difference in social appeal of risky and risk-avoidant male 

peer targets may have been more pronounced at low levels of success when there was no 

apparent pay-off to being risk-avoidant. Particularly in risk-taking contexts, taking risks 

under conditions of low success may have communicated greater social appeal for male 
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emerging adults because showing moxie, grit, resilience, or perseverance in the face of 

failure may be more readily recognized and carries greater significance relative to female 

emerging adults (Scott & Brown, 2006). Finally, it is important to mention that this three-

way interaction was not detected by the multivariate analysis and should be interpreted 

cautiously as the evidence was not strong enough to make any definitive claims.  

Hypothesis (H4) was based on the costly signaling theory (McAndrew, 2021; Smith & 

Bliege Bird, 2000) and the relative state model of risk-taking (Mishra et al., 2017), the 

outcome of risky behavior was expected to convey information about the risk-taker’s 

intelligence as the ability to perform well on an odds-based risk-taking task hinges on this 

quality. Whereas success was expected to communicate measured risk-related strategies, 

repeated failure was expected to reflect irrational or undue recklessness, particularly in 

the high-risk condition. As a result, low success was expected to cue low intelligence in 

the high-risk condition, but not in the low-risk condition where failure might be attributed 

to bad luck and not strategy. This hypothesis was partially supported by the data. 

Regardless of how risky the peer target was, greater success always communicated higher 

intelligence. However, the participant’s perceptions of a peer target’s intelligence were 

affected by the peer target’s risk-related strategies when the peer target was unsuccessful. 

Unsuccessful risk-takers were perceived as less intelligent than unsuccessful risk-

avoiders. When successful, there were no differences in perceived intelligence of risky 

and risk-avoidant peer targets. A successful peer target may have been perceived as 

someone who made calculated decisions that led to better outcomes, regardless of 

whether he or she used a high- or low-risk strategy in the game.  

The relationship between success and perceived intelligence was moderated by 

participant gender, a finding that was not hypothesized. Female participants attributed 

greater intelligence to successful peers than did male participants. This may reflect a 

heightened female sensitivity for intelligence cues, which may be critical when 

evaluating prospective romantic partners. The interpretation of this unanticipated finding 

is merely speculative, but it is in line with the theory of parental investment (Trivers, 

1972). Because the female sex invests more energy into their offspring at the expense of 

their ability to invest in other offspring, female emerging adults are expected to be more 



73 

 

selective in their choice of a mate, and thus, could be more sensitive to indicators of good 

fitness (e.g., intelligence) than male emerging adults.  

The evidence supported hypothesis (H5) that risk-taking would communicate greater 

dominance than risk-avoidance. This is consistent with recent findings (van Kleef et al., 

2021), as well as the costly signaling theory (McAndrew, 2021; Smith & Bliege Bird, 

2000), and the evolutionary model of risky behavior (Ellis et al., 2012). The effect size 

was the largest of any effects in the study, suggesting that this finding may have practical 

real-world significance (Hedges, 2008; Lakens, 2013). Engaging in high levels of risky 

behavior could be a way of establishing a reputation for dominance (Ellis et al. 2012). 

Research has shown that this can be socially beneficial, especially for men, in ways that 

satisfy both fundamental needs for status and connection. For example, it can help 

individuals gain status through resource control as individuals with a reputation of 

dominance may not only control resources through the deference of others, but also by 

deterring rivals from challenging for other available resources (Ermer et al., 2008; 

Henrich & Gil-White, 2001; Watkins, Quist, Smith, DeBruine, & Jones, 2012; Weisfeld 

& Dillon, 2011). In turn, a reputation of dominance can help individuals make social 

connections as peers may be interested in forming romantic or cooperative partnerships 

for mutually beneficial resource-sharing and protection (Ellis et al., 2012; Fessler et al., 

2014; Henrich & Gil-White, 2001; Snyder, Kirkpatrick, & Barrett, 2008). Less is known 

about the social functions of dominance in women, though researchers suggest that this 

warrants further investigation (Watkins et al., 2012). Nevertheless, considering these 

advantages for young men and possibly women, it may be tempting for emerging adults 

to take risks that provide opportunities for dominance displays (Watkins et al., 2012; 

Weisfeld & Dillon, 2011).  

In contrast to the socially beneficial qualities communicated through risky behavior, past 

research has indicated that risk-avoidance would communicate more prosocial 

characteristics than risk-taking (Farthing, 2007; Moffitt, 1993; Shedler & Block, 1990). 

Confirming hypothesis (H6), which was based on these studies (Shedler & Block, 1990), 

as well as studies that examine the do-gooder derogation effect (Minson & Monin, 2012; 

Pleasant & Barclay, 2018), low levels of risky behavior communicated greater 
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prosociality. These findings were consistent with a study that compared the psychological 

characteristics of heavy drug users, drug experimenters, and drug abstainers (Shedler & 

Block, 1990). Unlike heavy drug users and drug experimenters, drug abstainers were 

described as more moralistic, possessing qualities that are consistent with following rules 

and behaving in a responsible, ethical manner, and inconsistent with being rebellious, 

deceitful, and manipulative (Shedler & Block, 1990). In the current study, participants 

observing risk-avoiders in the context of a mild risk-taking task perceived morally 

relevant prosocial qualities.   

As behaving in line with moral values or ethical standards and possessing traits that 

promote prosociality are regarded as positive qualities, some may argue that this finding 

contradicts the finding that risk-avoiders have less social appeal. However, in addition to 

their perceived moralistic qualities, drug abstainers in the study by Shedler and Block 

(1990) were also perceived as overregulated, inhibited, and anxious. This finding 

suggested that individuals whose overregulation and anxiety cause them to abstain from 

even the mildest forms of risky behavior are also somewhat maladjusted (Shedler & 

Block, 1990). This account is consistent with the theory of adolescence-limited 

delinquency (Moffitt, 1993), which may have a broader application to emerging 

adulthood as well. According to this theory, individuals who engage in extremely low 

levels of risky behavior (i.e., greatly below what is normative) may be more prosocial but 

lack other personal characteristics that are attractive to other peers or that make them 

reluctant to seek entry into groups that engage in normative levels of risky behavior. 

These individuals tend to be aloof, closed off to new experiences, uptight, not very well 

liked, and often rejected by others (Moffitt, 1993). 

The results of the current study, that participants were able to detect prosocial qualities in 

risk-avoidant peers but did not necessarily find them more socially appealing, are also 

consistent with the do-gooder derogation effect (Minson & Monin, 2012; Pleasant & 

Barclay, 2018). This phenomenon and its functions are not well-understood (Pleasant & 

Barclay, 2018), but researchers have attempted to explain this effect using social 

comparison theoretical frameworks as a response to threatening upwards comparison 

(Alicke, 2000; Tesser, 1991). Emerging adults may be distancing themselves from an 
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unfavorable comparable to preserve their own feelings of self-worth. More research is 

needed to investigate the social benefits and costs associated with risk avoidance in 

emerging adulthood to develop a better understanding of when emerging adults avoid 

risks and how their risk-avoidant behavior influences the perceptions and behavior of 

others.  

2.6.2 The social outcomes of risky behavior 

Investigations of the social outcome variables confirmed hypothesis (H7) that participants 

would be more willing to include a risky peer target in their groups of friends than a risk-

avoidant peer target. The effect was small, but consistent with the evolutionary model of 

risky behavior (Ellis et al., 2012). According to these theories, risky peers are attractive 

candidates for inclusion in peer groups. They provide valuable social and affective 

rewards that benefit ingroup members (Rebellon et al., 2019). Researchers have shown 

that they are more fun, entertaining, and capable of elevating the status of the group by 

attracting positive attention from outgroup members (Rebellon et al., 2019; Dijkstra et al., 

2010). Signaled dominance can also make risk-takers seem like a potential source of 

protection in conflicts with rivals (Mishra et al., 2017).  

According to evolutionary theories, including the costly signaling theory (McAndrew, 

2021; Smith & Bliege Bird, 2000), and the theory of warfare (Buss, 2015; Farthing, 2005; 

Tooby & Cosmides, 2010), risk-taking is a male-specific signaling behavior for social 

acceptance from male peers. Previous studies have shown that men, but not women, 

favored risk-takers over risk-avoiders as friends in non-heroic domains of risky behavior 

(Farthing, 2005). It was therefore hypothesized that male participants would have greater 

preferences for risky male peer targets and lower preferences for risk-avoidant male peer 

targets than female participants (H8). This hypothesis was not supported. Gender 

differences in friendship preferences for risky peers may depend on the type of risky 

behavior and the magnitude of the risk. When the risk is mild, preferences for risk-takers 

over risk-avoiders may be evident and equivalent for both male and female participants. 

However, as the stakes rise in non-heroic domains of risky behavior, male and female 

friendship preferences may diverge. For example, the physical risks described in the 

vignettes used by Farthing (2005) involved dangerous driving behaviors (i.e., speeding, 
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driving through a snowstorm), extreme sports (i.e., skiing, whitewater kayaking), 

adventurous behaviors (i.e., traveling to a dangerous Central American jungle, walking 

through a dark alley, mountain climbing), and risky responses to interpersonal 

provocations (i.e., standing up to a rude stranger, resisting a mugger). Whereas male 

emerging adults may be more impressed by peers who engage in dangerous real-world 

risky behaviors, female emerging adults may find these forms to be highly reckless, 

exceeding the threshold of risk tolerance that is preferred in friends. In the context of a 

mild risk-taking task like the CCT, played for raffle tickets and not real money, risky 

behavior may not have cued negative traits that would cause female participants to lose 

interest in a potential friendship.  

A final possibility that may explain why this hypothesis was not supported is that 

observing a classmate take risks in real-time may have been experienced differently than 

reading a vignette with a fictitious character. In the context of the costly signaling theory, 

simulated risky behavior, with real benefits and costs for the risk-taker, may enhance the 

value of the signals, making them more honest to observers than signals of risky behavior 

communicated through narrative formats. Compared to reading about hypothetical risky 

behavior in vignettes, it may have been more exciting to watch a peer target take larger 

risks, which may have increased the peer target’s appeal for both male and female 

participants.  

Whereas participants were more willing to include a risky over a risk-avoidant peer target 

in their friendship groups, their willingness to work with a risky peer target as partners on 

a similar task relied more heavily on the outcome of the risky behavior. Specifically, 

participants were more willing to form partnerships with a successful than an 

unsuccessful peer target, which confirmed the hypothesis (H9). There was a medium 

effect for this relationship. In addition, the greatest partner preferences were for a 

successful high-risk peer target. According to the relative state model (Mishra et al., 

2017), high-risk peers who won consistently should have been desirable cooperative 

partners as they demonstrated the ability to attain the best outcomes. Furthermore, this 

finding is in line with the information goods theory, which asserts that in the interest of 

improving their own abilities for securing resources, individuals seek access to highly 
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successful risky peers who can serve as more optimal models (Henrich & Gil-White, 

2001). One unexpected finding was that female participants reported a greater willingness 

than male participants to work with a peer who engaged in high levels of risk over a peer 

who engaged in low levels of risky behavior. This finding is difficult to explain as there 

is no good reason to expect a greater female preference for risk-takers over risk-avoiders 

in partnership contexts. Taken together, findings on friendship and partnership 

preferences suggest that although navigating the risks successfully is important for 

inclusion in specific kinds of groups, merely attempting risky behaviors communicates 

socially desirable characteristics that are still valued in the context of friendships. These 

findings are important because they show that risky behavior does not always need to be 

successful to carry social benefits.  

Finally, there was no evidence to support hypothesis (H10). Participants’ resource 

allocation decisions in the Ultimatum Game were unaffected by the peer’s behavior in the 

Columbia Card task. Based on the information goods theory (Henrich & Gil-White, 

2001), participants were expected to offer a greater distribution of raffle tickets to a risky 

compared to a risk-avoidant peer because of heightened desires to ingratiate themselves 

to the risky peer, a greater perceived threat of rejection from the risky peer, or because 

they felt like they would not be able to exploit them as easily as a peer who engaged in 

low levels of risky behavior (Henrich & Gil-White, 2001; Morrissey, 2008). 

Nevertheless, there are several reasons why this task may have failed to elicit any group 

differences. First, it is entirely possible that risky behavior does not affect resource 

distribution decisions, especially when the resources were awarded freely instead of 

being earned (Feng et al., 2013). Had the participants been asked to split their own 

earnings, they may have felt greater ownership over the raffle tickets and more freedom 

to distribute them in any way they wanted. Second, the vast majority of participants 

decided to split the resources evenly. This point may be related to the first because 

unearned resources do not instill feelings of greater deservingness. In addition, an even 

division of the raffle tickets may have been considered a fair offer with a low threat of 

rejection regardless of the behavior of the peer. Last, raffle tickets may not have been 

desirable enough to cause participants to want to keep more for themselves (Larney, 
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Rotella, & Barclay, 2019). Raffle tickets had no value of their own and only two 

participants were able to win the $100 gift card at the end of the year. 

2.6.3 Limitations and future directions 

Several limitations of Study 1 are worth mentioning. First, participant perceptions of the 

fictitious peers were based on risky behavior in a modified version of the Columbia Card 

Task. Risky behavior in a laboratory setting is milder than risky behavior in the real 

world, which may vary in severity and often overlap with ethics (Levitt & List, 2007). 

Therefore, it is not realistic to expect the study findings to generalize to all or even most 

forms of risky behavior in the real world. It is also possible that the expected but 

undetected gender differences could be found if other forms of risky behavior, such as 

physical risky behavior, were assessed (Farthing, 2005). A better understanding of 

audience perspectives on social functions of risky behavior in emerging adulthood 

requires a far more extensive examination of real-world risky behaviors. For example, 

researchers may be able to build on this work using video recordings of individuals 

accepting (or refusing) opportunities to engage in various risky behaviors like skydiving, 

bungee jumping, street racing, gambling, or binge drinking. To simulate real-world 

gambling behavior, paid participants could also be offered opportunities to gamble their 

earnings on casino style games in front of other peer participants. Peer participants could 

then rate their impressions of the participant, who could take a risk and gamble for a 

greater payout or refuse the offer and keep the earnings.  

Intentionality is often an implied feature of costly signals since costly signaling behavior 

must benefit the signaler (Laidre & Johnstone, 2013; Maynard Smith & Harper 1995; 

2004; McAndrew, 2021; Smith & Bliege Bird, 2000). If it does not, then the signaler will 

stop the behavior. Indeed, emerging adults may engage in these behaviors for the purpose 

of exhibiting desirable characteristics to others. However, a limitation of the current study 

was that it did not completely test the costly signaling theory. Specifically, this study 

cannot ascertain whether risky behaviors intentionally signal the presence of underlying 

traits or act as unintentional cues that have not evolved to convey social information to 

others but can still be used by observers to guide future behavior (Laidre & Johnstone, 

2013; Maynard-Smith & Harper, 1995; 2004). For example, an individual who runs with 
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the bulls in Spain may be interested in signaling courage to others. Another individual 

may run from a lion with the intention of staying alive, yet this behavior may cue 

information about desirable attributes, like speed, agility, and endurance, to observers. 

With the use of fictitious peers, social motives to convey information to others and reap 

the reputational rewards were not made explicit in decisions to take risks. Participants 

could only assume that the peer’s motive was to win as many raffle tickets as possible. 

Thus, by using a fictitious peer to examine the communicative functions of risky behavior 

from the perspective of the observer, this study could only examine whether risky 

behaviors are honest cues of desirable characteristics that have the potential to be used as 

honest signals that effectively transmit reliable information to peer audiences.  

After observing a peer perform the risk-taking task, participant resource allocation 

behaviors towards the peer may have been clouded by other factors presenting another 

limitation of the study. Resource distribution behaviors could have been guided by a 

disposition towards fairness, (Nowak et al., 2000), empathy for unsuccessful peers 

(Barraza & Zak, 2009) and unique inter- and intra- sex dynamics (Saad & Gill, 2001). 

Future research may avoid some of the pitfalls associated with the task used in this study 

by increasing the desirability of the resources in the Ultimatum Game or by using a 

different behavioral measure to examine the effect of risky behavior on observer 

behaviors. By making the resources more desirable, participants may want to keep more 

of the resources for themselves. Although empathic concerns and sexual motives may 

still affect resource allocation decisions, more intense selfish desires to keep the 

maximum number of resources may cause participants to consider their peer’s potential 

reaction more strongly by relying on their evaluations of the peer from a previous risk-

taking task.  

Observing peers take or avoid risks may influence participant behaviors in other 

situations as well. For example, to test the hypothesis that participants would exhibit 

greater friendliness and deference towards a risky peer relative to a risk-avoidant peer, 

the participant could be led to believe that they would be performing a cooperative task 

with the peer they observed and asked who they think should be the leader. To test this 

idea even further, participants could perform the task with a confederate who is naïve to 
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the participant’s experimental condition and the interaction could be recorded for 

behavioral coding. Using instruments like the Discussion Coding System (Schermuly & 

Scholl, 2012), another research assistant could then code the participant’s dominance, 

submissiveness, friendliness, and hostility through behavioral cues such as smiling, eye 

contact, posture, self-touching, facial expressions, gestures, paralanguage (e.g., speech 

errors, loudness, pitch) and interruptions (Carney, 2020; Schermuly & Scholl, 2012). 

These procedures could be more effective in eliciting group differences between the 

experimental conditions. The use of a confederate can enhance the realism of the 

experience for the participant, which was another limitation of the experiment.          

Finally, a large number of participants were excluded from the study because they failed 

to recall the gender of the peer. This limitation can be addressed in future investigations 

by increasing the salience of the peer’s gender with visual cues (e.g., a male/female 

silhouette, a video of the peer target playing the game, gender-specific name) shown on 

screen for the duration of the observation phase. A visual presentation of the peer target 

offers additional opportunities to manipulate other variables, including attractiveness and 

status. In addition, using technology that automates the experiment online could also 

increase the number of participants adding more power to analyze the hypothesized 

interactions. As this study tested numerous effects, findings with an alpha at or near .05 

should be interpreted with caution. 

2.6.4 Conclusion 

Taken together, the goal of this study was to investigate how participant perceptions of, 

social preferences for, and interpersonal behaviors towards a male or female peer target 

was affected by observing him or her engage in risky and risk-avoidant behavior 

successfully or unsuccessfully. This was one of the first studies to examine the effects of 

gender and risk-taking outcomes on the potential social functions of risky behavior for 

emerging adults. Consistent with evolutionary theories, the results showed that risky 

behavior communicates information about dominance, social appeal, intelligence, and 

prosociality. Specifically, participants rated a risky peer target higher on characteristics 

related to dominance and social appeal compared to a risk-averse peer target, but also 

lower on prosocial qualities. A successful peer target received higher ratings of 
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intelligence than an unsuccessful peer target in general; however, an unsuccessful risky 

peer target was perceived as less intelligent than an unsuccessful risk-avoidant peer 

target. Participants preferred a risky over risk-averse peer target in friendship contexts but 

not in partnership contexts where success mattered more.  

This study was one of the first to compare male and female participant perceptions of 

male and female risk takers. The results showed that both male and female peer targets 

generally communicated similar characteristics through successful and unsuccessful risky 

behavior. However, the difference in social appeal ratings between high and low risk-

takers was more pronounced for unsuccessful male peer targets than they were for female 

peer targets. Unsuccessful male risk-takers received higher social appeal ratings and 

unsuccessful male risk-avoiders received lower social appeal ratings than their female 

counterparts. Furthermore, female participants attributed greater intelligence to a peer 

target experiencing high levels of success than male participants did and reported greater 

willingness to form partnerships on risk-taking tasks with a risky peer target. 

These findings show that whether intentional or not, engaging in risky behaviors relays 

positive information about desirable characteristics that may promote friendship 

formation in emerging adulthood. The formation of alliances for task-related purposes 

may depend more heavily on the success of individuals. Although it is possible that 

socially motivated emerging adults use risky behaviors as a social signaling tool to 

address fundamental social needs for status and social connection, little is known about 

the role social motives play in promoting real-world risky behavior engagement. Filling 

the gaps in our knowledge requires examining the relations between fundamental social 

motives, risky behavior, and social outcomes from the perspective of real-world risk-

takers. This was the purpose of Study 2.         
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Chapter 3  

3 Study 2: Social motives and outcomes of risky behavior 

Consistent with the literature from evolutionary psychology, the experiment conducted in 

Study 1 showed that risky behavior has the capacity to convey admirable qualities that 

may help emerging adults address social needs for status and connection (Ellis et al., 

2012; Lansu & Cillessen, 2012; Weisfeld & Dillon, 2011). The findings indicated that 

emerging adults perceived risky peers to be more dominant and socially appealing, but 

less prosocial than risk-avoidant peers, and less intelligent than risk-avoidant peers when 

both risky and risk-avoidant peers were unsuccessful. Furthermore, participants reported 

a greater willingness to include risky peers over risk-averse peers in their friend groups 

but based their willingness to form cooperative risk-taking partnerships on the peer’s 

success. Overall, participants preferred partnering with a successful over unsuccessful 

peer; however, a risky peer was preferred over risk-avoidant peer when both were 

successful. The potential reputational and relational social benefits of risky behaviors in 

emerging adulthood, especially when executed successfully, may contribute to their 

pervasiveness and resistance to behavioral interventions (Ellis et al. 2012).  

Study 1 showed few differences perceptions of male and female risk-takers. Observed 

risk-takers of both genders were rated as more dominant, more socially appealing, and 

less prosocial than their risk-avoidant counterparts. Furthermore, male and female risk 

takers were equally likely to be desired as prospective friends and team partners by male 

and female participants. The only gender difference was embedded in a three-way 

interaction, which showed that although both male and female risk-takers were more 

socially appealing than their respective risk-avoidant counterparts, the difference in social 

appeal was larger for a male peer than for female peer. Although the evolutionary model 

of risky behavior suggests that male emerging adults have more to gain from risk-taking 

and more to lose from risk-avoidance (Ellis et al., 2012; Morrissey, 2008; Weisfeld, 

1999; Weisfeld & Dillon, 2011), the evidence for this gender difference was not strong. 

More research is needed to establish the extent to which risky and risk-avoidant behavior 

has differential costs and benefits for male and female emerging adults. 
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Study 1 alluded to the potential utility of risky behaviors for fulfilling social needs in 

emerging adulthood. However, little is known about whether emerging adults 

purposefully engage in risky behavior to achieve social goals, or whether taking risks to 

attain social goals is a gender-specific strategy (Baker & Maner, 2008; 2009; Buss, 2015; 

Farthing, 2005; Tooby & Cosmides, 2010) that might explain discrepancies in real-world 

risky behavior rates (Duell et al., 2018). One way to address these research gaps is to 

examine the temporal flow between motives for status and connection, risky behavior, 

and social outcomes of risky behavior. Although Study 1 showed few differences in the 

perceptions of male and female risky behavior, further examination of gender differences 

is warranted to test theoretical arguments that taking risks is more in line with the way 

young men than young women acquire status, form social bonds with peers, and attract 

mates (Baker & Maner, 2008; 2009; Buss, 2015; Farthing, 2005; 2007; Tooby & 

Cosmides, 2010; Williams, Krems, Ayers, & Rankin, 2022).  

3.1 Measuring risky behavior in the real world 

Real-world risky behaviors vary across and within specific domains (e.g., physical risky 

behaviors, reckless driving behaviors, risky health behaviors, positive risk-taking; Blais 

& Weber, 2006; Duell & Steinberg, 2019; Farthing, 2005; Nicholson et al., 2005; Weber, 

Blais, & Betz, 2002). They differ in their incidence, consequences, moral relevance, and 

a multitude of other factors (Kann et al., 2016; Levitt & List, 2007). Importantly, these 

factors can affect the kind of social information specific risky behaviors convey 

(McAndrew, 2021; Mishra et al., 2017; Smith & Bliege Bird, 2000). For example, 

engaging in extreme sports puts physical abilities on display, placing wagers on poker 

hands showcases intelligence and perceptive abilities, and defending a peer from 

maltreatment demonstrates courage and moral values. Different behaviors within a 

particular domain of risky behavior can also highlight a unique set of abilities that are 

specific to each behavior. For example, skateboarding and rock-climbing are both 

extreme sports or activities that involve physical risk, yet they still require and display a 

different set of characteristics and skills. Given the variability in real-world risky 

behaviors, it is not surprising that many studies examining risky behaviors adopted a 

domain-specific approach (Figner & Weber, 2011; Hanoch, Johnson, & Wilke, 2006).  
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Recent research has challenged the position that risky behavior should only be examined 

using a domain-specific approach (Hanoch et al., 2006), suggesting that domain 

differences often reflect individual preferences for particular types of risky behavior 

(Zhang, Highhouse, & Nye, 2019). Using a bifactor modeling approach, these studies 

have provided new evidence for a general risk-taking factor that accounts for shared 

variance across all forms of real-world risky behaviors (Highhouse et al., 2017). This g-

factor for risky behavior represents an underlying propensity for taking risks that is not 

restricted to a singular form of risky behavior but can span across domains. These 

findings have important implications for testing theories about the functions of risky 

behavior. There is value to using both domain-specific and domain-general measures of 

risky behavior, but for different purposes (Highhouse et al., 2017). An examination of 

risky behavior using a domain-specific approach may be better suited for testing 

hypotheses about specific risk-taking processes and functions. For example, when the 

researchers compared risk-taking outcomes across various domains of risky behavior, as 

well as the general risk-taking factor, they found that health-related risks were the 

strongest predictors of general health and financial risks was the best predictors of 

financial strain (Highhouse et al., 2017). However, counterproductivity, which is a 

broader outcome variable that encompasses multiple domains of risky behavior, was best 

predicted by the general risk-taking factor. Therefore, if the goal of the study is to test 

broader theories about general risky behavior processes and functions, a general risk-

taking score would be a better predictor that provides a closer theoretical link to the 

phenomenon being studied.     

Although emerging adults take risks for a myriad of reasons, most risky behaviors have 

also been linked to social factors (e.g., social contexts, social motives, social outcomes; 

Bailly et al., 1991; Comasco et al., 2010; Kuntsche et al., 2005; Musselwhite, Avineri, & 

Susilo, 2014; Ronay & von Hippel, 2010). Despite their diversity, real-world risky 

behaviors may share a common general purpose of addressing fundamental social needs 

for status and social connection. For example, driving over the speed limit, drinking 

copious amounts of alcohol, and committing delinquent acts with friends may each pave 

a path for appealing to peers and improving social rank. Testing these relatively broad 

theoretical links would benefit from a comprehensive measure that aggregate scores 
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across different domains of real-world risky behavior (Highhouse et al., 2017). As most 

existing measures assess risky behavior using only a handful of items, usually from just 

one or a few domains, they may not be ideal for assessing the general social functions of 

risky behavior. However, items from existing measures can be combined to produce a 

new assessment tool that examines how often emerging adults engage in risky behavior 

across a wide range of risky behavior domains. 

A possible limitation related to measuring risky behavior in the real-world is that 

opportunities likely regulate risky behavior to some degree. For example, some 

participants may not have been invited to attend social gatherings where alcohol and 

drugs were offered. Others may not report speeding or driving recklessly because they do 

not have access to a car. Protecting peers from attacks or bullying may not be possible if 

individuals do not encounter situations where a peer needed assistance. Despite being 

more willing to take risks, some individuals may simply report less risky behavior on 

traditional assessments because the opportunities are not afforded to them. Enabling 

individuals to report whether they had opportunities to take specific kinds of risks allows 

for a nuanced assessment of real-world risky behavior. Unlike traditional assessments of 

real-world risky behavior, which are based on frequency of engagement, a real-world 

risky behavior measure that accounts for opportunities may be able capture an 

individual’s willingness to engage in risky behaviors.  

3.2 Real-world risky behaviors: Signaling device or 
behavioral cues?  

Study 1 found evidence that risky behaviors have costly signaling capabilities as they 

transmit positive social information to others that may lead to favorable social outcomes. 

However, as these communicative abilities were examined from the perspective of the 

observer, the risk-taker’s intentions to display desirable characteristics were unknown. 

Although some recent research has attempted to examine the relations between social 

motives and risky behavior (Salas-Rodríguez et al., 2023), it is still not clear if 

individuals increase their own general levels of risky behavior in response to intensifying 

social motivations (Fox & Tannenbaum, 2011). This has important theoretical 

implications as evolutionary biologists make a distinction between signals and cues. In 
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the context of the costly signaling theory, a signal is defined as an action or structure 

designed by natural selection to improve fitness through its detection by other organisms 

whose behaviors are affected as a result (Hasson, 1994; Laidre & Johnstone, 2013; 

Maynard Smith & Harper 1995; 2004). In addition, a costly signal also reduces the fitness 

of the signaler outside of interactions with others (Hasson, 1994; Maynard Smith & 

Harper 1995; 2004). Unlike signals, cues are purely a by-product of an activity designed 

for a different purpose (Laidre & Johnstone, 2013). It is possible that risky behaviors act 

as cues, providing social information to others in the absence of social motives to do so. 

In conjunction with the findings from Study 1, examining the role of social motives and 

outcomes associated with risky behaviors will help determine if emerging adults 

intentionally engage in risky behaviors for social benefits.  

Providing some support for the notion that emerging adults take risks intentionally for 

social gains are studies on the peer effect (Powers et al., 2022). These studies show that, 

in adolescence and emerging adulthood, peer audiences are catalysts for risky behavior in 

experimental settings (Albert et al., 2013; Chein et al., 2011; Gardner & Steinberg, 2005) 

and in the real-world (Allen & Superle, 2016; Baker et al., 2004; Curry et al., 2012; 

Evans et al., 1988; Kairouz et al., 2002; Kobus, 2003; Mayer et al., 1998; Musselwhite, et 

al., 2014; Nichter et al., 1997; Simons-Morton et al., 2005; Zimring, 1981; 1998). 

According to maturational accounts that focus primarily on developing 

neuropsychological systems (Albert et al., 2013; Chein et al., 2011; Steinberg, 2008; 

2010; Shulman et al., 2016), the peer effect is caused by heightened activity in the brain’s 

reward neural circuitry in response to social stimuli when self-regulatory abilities are still 

immature. Evolutionary theories can complement prevailing maturational theories by 

providing a link between the development of the brain, risky behavior, and evolved 

mechanisms for addressing fundamental social needs. Specifically, developmental 

changes in the brain may intensify social motives in adolescence and emerging adulthood 

(Bühler, et al., 2021; LaFontana & Cillessen, 2010; Lansu & Cillessen, 2012) because 

these are periods of life when motives for social rewards are most adaptive. Obtaining 

social rewards like status and human connection through acceptance and romantic 

opportunities during the reproductive years improves an individual’s fitness and becomes 

the major task of emerging adulthood (Hogan & Blickle, 2018). Thus, over the course of 
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human evolutionary history, selection pressures likely led to a heightened sensitivity to 

social rewards and their availability, stronger motives to pursue them, and the biological 

tools (i.e., physical, physiological, neurocognitive systems and structures) to successfully 

carry out behaviors that help secure them (Bühler et al., 2021; Somerville, 2013; 

Weisfeld & Dillon, 2011).   

Especially when transitioning to new environments (e.g., university, workplace) away 

from family and close friends, emerging adults must establish new social networks, 

which can often involve seeking out and navigating through novel experiences 

(Schulenberg & Maggs, 2002). This makes them likely to encounter situations where 

risky opportunities are available (Maggs, 1999; Schulenberg & Maggs, 2002). When 

social networks and related hierarchies are not yet established, fundamental social 

motives for status and connection may promote risky behaviors, which can help emerging 

adults establish admirable reputations, improve social rank, forge new friendships, 

impress potential partners, and fit in by conforming to established social norms within the 

larger college culture (Baker & Maner, 2008; 2009; Cialdini & Richardson, 1980; 

Dijkstra et al., 2013; Dworkin, 2005; Ellis et al., 2012; Farthing 2005; 2007; Rebellon, 

2006; Rebellon et al., 2019; Santor et al., 2000; Weisfeld & Dillon, 2011).  

Studies examining emerging adults’ perceptions of the social benefits associated with 

their own real-world risky behavior are scarce. However, it is likely that individuals 

receive social feedback related to their own social status and connection needs after 

engaging in risky behavior. For example, after engaging in reckless driving behaviors, 

like speeding, street racing, or stunt driving, emerging adults may notice peers admiring 

their courage and driving abilities and feel as though they have gained a greater level of 

respect or social status among their peers (Santor et al., 2000; Weisfeld & Dillon, 2011). 

Similarly, drinking heavily at social gatherings could help address needs for social 

connection as it may allow emerging adults to forge social bonds with other peers and 

provide them with opportunities to meet potential romantic or sexual partners. Interacting 

with and receiving support from both friends and romantic partners has been shown to 

predict less loneliness in emerging adulthood (Adamczyk, 2018; Hopmeyer et al., 2022). 

The impact of romantic opportunities on loneliness in emerging adulthood is not 
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surprising considering this is when romantic relationships gain greater importance and 

romantic partners become a considerable source of support (Smetana, Campione-Barr, & 

Metzger, 2006). As risky behavior may be socially motivated (Salas-Rodríguez et al., 

2023), it is important to determine whether emerging adults perceive associated social 

benefits.  

The relations between social motives, risky behavior, and social benefits may be stronger 

for men than they are for women in emerging adulthood. In Study 1, the hypothesized 

moderating effect of the peer’s gender on the relation between risky behavior and social 

outcome variables received little support. Nevertheless, the findings from the first study 

were just a first step in examining the gender specificity of potential social functions of 

risky behavior. Stronger evidence for gender differences in the social functions of risky 

behavior might be found when investigating real-world risky behaviors as there may be a 

larger gender disparity in the rates of engagement (Duell et al., 2018; Kann, et al., 2016). 

The prevalence of real-world risky behavior in men and women may depend on how 

relevant the expected outcomes are to specific social goals for each gender. For example, 

the first study showed that male and female peers who engaged in high levels of risky 

behavior cued dominance to observing participants. However, as dominance signals 

produced by real-world risky behaviors may have greater implications for male status and 

social acceptance (Baker & Maner, 2009; Farthing, 2005), it would be reasonable to 

expect socially motivated male emerging adults to engage in more real-world risky 

behaviors than female emerging adults who are equally socially motivated. 

3.3 Longitudinal relations between social motives, risky 
behaviors, and social outcomes 

Individual differences in the relations between social motives and risky behavior have 

been recently examined in a new study (Salas-Rodríguez et al., 2023). This research 

makes a valuable contributes to our understanding about the relations between social 

motives and risky behavior as it highlights how a general motivational orientation for 

various social goals relate to risky behaviors. For example, Salas-Rodríguez and 

colleagues (2023) found that greater status motives positively predicted risky behaviors, 

greater social acceptance motives negatively predicted risky behavior, and mate-seeking 
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motives were unrelated to risky behavior of emerging adults. However, investigating 

these between-person relations may miss the situational-contextual processes that capture 

social strategies for addressing frustrated social needs (Neighbors et al., 2022). For 

example, although a positive between-person effect may show that individuals with high 

social motives, in general, tend to engage in greater levels of risky behavior, it would not 

be able to determine whether individuals adjust their levels of risky behavior based on 

their own level of social motivation.   

The intensity with which social motives are felt can fluctuate as social needs are fulfilled 

or frustrated (Locke, 2015). Negative social interactions can threaten social needs in a 

way that brings on loneliness, resignation, and other feelings that accompany rejection or 

loss of status (Hogan & Blickle, 2018; Sheldon & Gunz, 2009). These negative emotions 

bring unfulfilled needs into conscious awareness, which may motivate risky behavior for 

social gains (Hogan & Blickle, 2018). Given the dangers associated with risky behavior, 

it may be more sensible to avoid risks when the social functions they serve are no longer 

necessary. 

Very little research has examined the sequential flow of fundamental social motives and 

risky behavior. Two related studies using the same five-year longitudinal dataset 

examined concurrent and longitudinal associations between broad social motives (e.g., to 

make new friends, to be popular, to have an active social life) and alcohol use during the 

transition from secondary to post-secondary school (Corbin, Iwomoto, & Fromme, 2011; 

Vaughan, Corbin, & Fromme, 2009). Using a large sample of students (N = 2,245), the 

researchers found that social motives were associated with alcohol use and related 

problems across all time points (Vaughan et al, 2009). Furthermore, the relations between 

social motives in the final year of high school and alcohol-related problems in the fourth 

year of college were partially mediated by descriptive norms and personal drinking 

values (Corbin et al., 2011). Based on these findings, the authors concluded that 

individuals with strong social motives in high school may be more likely to associate 

with peers who drink heavily in college (i.e., those who may enjoy going to bars or 

nightclubs) and abuse alcohol to fit in with the group.  
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Findings from another recent longitudinal study showed that perceptions of how much 

alcohol peers drink had a greater influence on emerging adults’ alcohol consumption 

when they felt a lower sense of social acceptance than what was typical for them 

(Neighbors et al., 2022). According to the authors, this suggests that emerging adults may 

feel the need to drink for peer approval when their own motives for social acceptance 

increase. Few other studies have examined whether fluctuating levels of risky behavior 

engagement predicted social outcomes.  

Although some research has examined the longitudinal relations involving social motives 

and heavy alcohol use, there is no known research that examines how fluctuations in an 

individual’s own social motives, including motives for social status and connection, 

predict corresponding fluctuations in their own general levels of risky behaviors. Within-

person relations between social motives, risky behavior, and social outcomes are 

predicted by evolutionary theories such as the risk-sensitivity theory (Mishra et al., 2014; 

2015) and the relative state model of risk-taking (Mishra et al., 2017). According to the 

risk sensitivity theory and the needs-based pathway of the relative state model, when 

social needs for status or human connection are high, emerging adults would exploit risk-

taking opportunities for social benefits when low-risk options (e.g., avoiding a risk) are 

unlikely to help them achieve their goal. Similarly, when emerging adults have addressed 

their social needs, they should be less willing to engage in risky behavior for social 

benefits given the looming threat of unwanted negative consequences. Fundamentally, 

these functional frameworks assert that risky behaviors ebb and flow as needs, such as 

the social needs for status and connection, fluctuate as a function of frustration and 

fulfillment. When an individual’s own social motives to address social needs are high, his 

or her risky behavior is expected to increase given the potential to signal socially 

appealing characteristics. Risky behavior, in turn, is expected to predict positive social 

outcomes that help address important social needs. By addressing social needs, the social 

motives that promote risky behavior are expected to be attenuated, reducing future risky 

behaviors.    
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3.4 The current study: Study 2 

The purpose of Study 2 was to test evolutionary theory by investigating the dynamic 

within-person relations between social motives for status and connection (i.e., social 

acceptance and mate-seeking), risky behavior, and social outcomes (i.e., self-perceived 

status and loneliness) in a three-wave longitudinal design. Longitudinal studies can help 

address the gaps in our understanding of these relations by taking into consideration the 

mean structures associated with each variable at both between-person (i.e., average 

patterns of variables across individuals over time) and within-person (e.g., average 

patterns of variables within the same individuals over time) levels and their covariances 

over time (Curran, Howard, Bainter, Lane, & McGinley, 2014). In this study, university 

students were assessed three times during the academic year, at two or three-month 

intervals depending on the year the data were collected. At each time point, participants 

reported on their social motives for status, acceptance, and romantic relationships, their 

self-perceived status and feelings of loneliness, and their level of participation in various 

dangerous real-world behaviors.  

A major consideration in longitudinal research is the optimal time interval required to 

observe the phenomenon being studied. Researchers must allow enough time for the 

effects to occur, but if they allow too much time, the effects may decay (Collins & 

Graham, 2002). In emerging adulthood, social relationships go through rapid changes 

with many transitions to new schools, jobs, community groups, and/or cities, but it still 

takes time for their relationships to form and develop (Arnett, 2000; Arnett et al., 2014; 

Roberts & Dunbar, 2011; Roy, Bhattacharya, Dunbar, & Kaski, 2022). In this study, two- 

and three- month intervals were selected to provide participants with enough time to have 

numerous diverse risky behavior opportunities and experience changes in status and 

loneliness, and to allow multiple assessments of the study variables over the course of an 

academic year.      

A Linear Curve Model with Structured Residuals (LCM-SR; Curran et al., 2014) was 

considered the ideal procedure to test hypotheses regarding the temporal relation between 

motives, risky behavior and risky outcomes (see below). The latent curve components of 

these models assess systematic change over time in the form of a linear or non-linear 
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trend for the entire group (i.e., fixed effects), as well as the variability between individual 

start points and slopes across time (i.e., random intercepts and random slopes 

respectively). In some situations where no systematic change is evident and not modeled, 

the start point value is modeled as an average score across time points as it does not 

change across time. This composite latent score is referred to as the random intercept, 

which can be thought of as capturing a cross-temporally consistent trait-like variable. The 

LCM-SR is conceptually similar to the random intercept cross‐lagged panel model (RI‐

CLPM; e.g., Hamaker, Kuiper, & Grasman, 2015) but differs slightly in that the LCM-SR 

includes latent curve or growth random effects.  

In general, the latent curve model (LCM) component captures the between-person part of 

the model. In addition to an overall group mean intercept and possibly a group mean 

slope or other growth coefficient (i.e., the fixed coefficients), each individual in the 

sample has their own intercept (i.e., random intercept), and potentially a linear slope (i.e., 

random slope) or other curve or growth variables, for a particular variable assessed across 

different time points. With random intercepts and random slopes, it is possible to also 

model any covariation between those two variables. For example, when the mean 

intercept and mean slope have positive values, a positive covariance between the two 

would indicate that individuals who have a high start point also have a steeper slope 

across time. Of specific importance to the present study was the ability to model the 

trajectories of each variable (i.e., social motive, risky behavior, and social outcome 

variables) in the model. Each of the three separate variables were modeled at the same 

three time points. Including random intercepts allows for an investigation of the 

correlations among the three between-person aggregate scores. The inclusion of random 

growth factors further allows for an investigation of the relationships between other 

random intercepts and slopes.  

The structured residuals (SRs) part of the model represents the within-person covariation 

structure, not unlike the within-person level associations in multilevel models with 

repeated measures. Structured residuals describe the part of an outcome variable that is 

left over in a regression model after including predictor or explanatory variables. They 

can be thought of as “1 – R2” or the residualed variable once the predictors have been 
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partialled out. In the latent curve model, the latent intercept variable was partialled out of 

the observed score at each of the three time points. Therefore, using acceptance motives 

as an example, it has three structured residuals (i.e., one structured residual for each time 

point) that can be conceptually referred to as the part of the acceptance motive variable 

that is left over after partialling out the trait-like latent intercept variable and any latent 

growth variable present in the model. The leftover variance can be thought of as 

consisting of episodic, momentary, or a transient portion of the observed variable in 

addition to any unexplained variance. The decomposition of between- and within-

individual processes provides a way to investigate the role of both dispositional-like and 

more transient social motives on dispositional and transient risky behavior, which is an 

overall strength of this procedure (Curran & Bauer, 2011). This decomposition has been 

reiterated in a paper providing new evidence for the role of the random intercept (Lucas, 

2023).  

Building on the structured residuals for each of the observed variables across three time 

points, the three parallel sets of structured residual variables can be combined to model 

and test specific hypotheses about the covariances among them. In Figure 8 below, y1, 

y2, and y3 represent the observed variable across the three time points. The αy and βy are 

latent intercept and linear slope variables, respectively, that influence the observed 

variable at the three time points. The εy1-y3 variables are the structured residuals, or 

simply put, the residualed variables.  

In Figure 9, the model is expanded and includes the three variables modeled at the three 

time points. Each variable has its own structured residuals, and several correlations 

(double arrows) and regression paths (single arrows) have been modelled. Correlations 

have also been included between Mi, Bi, and Oi, which are the random intercepts for 

Motives (M), Risky Behavior (B), and Outcome (O) variables. All the other correlations 

and regression paths occur between the structured residuals, which represent the within-

person part of the model.  
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Figure 8: Example of a Linear Growth Model for three time points of the variable y 

where αy is the intercept with all factor loadings set to 1.0 and βy is the linear slope 

with factor loading set to 0, 1, 2. The coefficients εy are residuals of y that are 

independent across time. 

Four types of associations were modelled among the structured residuals. The first 

includes correlations between the structured residuals at the first time point. The second 

includes correlations between residuals of the structured residuals at the second and third 

time point. While it may seem odd for structured residuals to have their own residuals, 

this is similar to what happens when correlations between endogenous variables are 

included in path or structural equation models. The third type involves the auto-

regression (or stability) coefficients. These represent regression coefficients of a variable 

regressed on the same variable at a previous time point. Last, the fourth type of 

association refers to cross-lagged paths. These are regression coefficients of one 

endogenous variable at the second or third time point regressed on a different variable 

from a previous time point. 
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Figure 9: An LCM-SR tested the relations between social motives (M), risky 

behaviors (B), and social outcomes (O), which were the time varying variables in the 

model. Three repeated measures for each time-varying variable were regressed on 

their respective latent slopes (i.e., Ms, Bs, Os) and intercepts (i.e., Mi, Bi, Oi). The 

between-person level growth over time was captured with a fixed linear slope 

estimate. The general associations between the variables at the between-person level 

were captured with intercept covariance estimates. To examine the hypothesized 

within-person relations, structured residuals (i.e., Mr, Br, Or) for each repeated 

measure were regressed on themselves (autoregressions) at time t – 1, and on the 

structured residuals of other time-varying variables in the model (cross-lagged 

paths) at time t – 1. The structured residuals were also correlated with one another 

(structured residuals) at the same time point. The bold paths represent the 

hypothesized relations. 

A couple of remaining points will serve to clarify the interpretation of the relationships 

among structured residual variables. In Figure 9, consider as an example the structured 

residual Or2, for the Outcome variable at Time 2. In this example, all the different sources 
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of influence on that variable will be identified below. First, it is important to reiterate that 

this structured residual refers to the within-person variance for the Outcome variable at 

the Time 2, and that the between-person variance due to the random intercepts Oi and 

random slope Os have been partialled out. At the within-person level, three regression 

paths influence the structured residual variable Or2. The first is the autoregression path as 

well as the paths from Mr1 and Br1 (i.e., cross-lagged effect). The interpretations of these 

paths are the same as in any multiple regression with one fundamental difference—the 

paths refer to within-person associations, which are interpreted differently than the more 

common between-person associations. For example, if the standardized value of the 

regression coefficient for the path from Br1 and Or2 is .40, then this would suggest that 

when the average individual engages in greater than their own typical (i.e., average) 

levels of risky behavior at Time 1 by 1 standard unit (i.e., z-score), their predicted social 

outcome variable response at Time 2 is higher by .40 standard units than what is typical 

for that individual.  

With respect to correlations among the structured residuals at the first time point, or the 

correlations among the structured residuals at the second and third time points, it helps to 

think of these correlations simply as the cross-products of standardized z-scores for the 

two variables divided by their standard deviations. For example, a correlational value of 

.30 between Br2 and Or2 would suggest that for the average individual, when the risky 

behavior score at Time 2 is greater than the individual’s mean score across all time 

points, then this individual would also be expected to have a larger Outcome score at 

Time 2 than their mean Outcome score.   

3.4.1 Study 2 hypotheses 

Based on evolutionary theories, including the evolutionary model of risky behavior (Ellis 

et al., 2012), the risk-sensitivity theory (Mishra et al., 2014; 2015), the relative state 

model of risky behavior (Mishra et al., 2017) and the theory of warfare (Buss, 2015; 

Farthing, 2005; Tooby & Cosmides, 2010), five main hypotheses, which included 

separate subhypotheses for each social motive and outcome, were tested to examine 

status and social connection functions of risky behavior.  
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Hypothesis 1. The effects of social motives on risky behavior. This hypothesis included 

three subhypotheses, each to examine the within-person effects of one social motive on 

risky behavior. It was expected that when individuals reported higher levels of social 

status (H1a), social acceptance (H1b), or mate-seeking motivations (H1c), they would 

engage in greater levels of risky behavior at the next time point than what was normal for 

them.  

Hypothesis 2. The effects of social outcomes on future risky behavior. This hypothesis 

included two subhypotheses, one to test the within-person effects of risky behavior on 

self-perceived social status and the other to test the within-person effects of risky 

behavior on feelings of loneliness. It was expected that when participants engaged in 

greater rates of risky behavior than what is typical for them, they would perceive an 

increase from their usual perceptions of social status (H2a) and a decrease from their 

typical levels of loneliness (H2b) at the next time point. 

Hypothesis 3. The effects of social outcomes on future social motives. This hypothesis 

included three subhypotheses. It was expected that when participants perceived greater 

levels of social status than what is typical for them, they would report a decrease in 

social status motivations (H3a) at the next time point relative to their typical levels. 

Similarly, it was expected that when participants experienced more loneliness than 

typical, they would report an increase in their social acceptance (H3b) and mate-seeking 

motivations (H3c) at the next time point, relative to their typical levels.  

Hypothesis 4. Gender moderation for social motives and risky behavior. Gender was 

predicted to moderate the cross-lagged effects of social motivations on risky behavior. It 

was expected that male social status (H4a), social acceptance (H4b), and mate-seeking 

motivations (H4c) would predict engagement in risky behavior more strongly than female 

social motivations at the within-person level (Buss, 2015; Ellis et al., 2012; Farthing, 

2005; Tooby & Cosmides, 2010; Weisfeld & Dillon, 2011). 

Hypothesis 5. Gender moderation for risky behaviors and social outcomes. Gender was 

expected to moderate the cross-lagged effects of risky behavior engagement on status 

perceptions and loneliness. It was expected that male engagement in risky behaviors 
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would predict self-perceived status (H5a) and loneliness (H5b) more strongly than 

female engagement in risky behaviors at the within-person level (Buss, 2015; Ellis et al., 

2012; Farthing, 2005; Tooby & Cosmides, 2010; Weisfeld & Dillon, 2011). 

The primary focus of this study was to examine the within-person relations presented in 

hypotheses 1-5. An examination of the between-person relations between social motives, 

risky behavior, and social outcome variables was not planned at the outset of the study 

and therefore no formal hypotheses were provided. However, because the LCM-SR 

enabled examination of between-person level relations, an added goal was to test whether 

the findings from Salas-Rodríguez and colleagues (2023) would replicate with a general 

risky behavior measure. The following replications were tested. 

Replication 1 (R1). There would be a positive association between status motives and 

general risky behavior at the between-person level. 

Replication 2 (R2). There would be a negative association between acceptance motives 

and general risky behavior at the between-person level.   

Although Salas-Rodríguez and colleagues (2023) found an association between mate-

seeking motives and risky behavior at the between-person level for young adults (26- to 

30-year-olds) but not emerging adults (18- to 24-year-olds), nevertheless these relations 

were still explored with the emerging adult sample in this study. In addition, the between-

person relations between risky behaviors and social motives were also explored. 

Exploration 1 (E1). The between-person relations between mate-seeking motives and 

general risky behavior. 

Exploration 2 (E2). The between-person relations between general risky behavior and 

self-perceived status. 

Exploration 3 (E3). The between-person relations between general risky behavior and 

loneliness.  
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3.5 Methods 

3.5.1 Participants 

Two separate cohorts of undergraduate psychology students were recruited from a first-

year psychology participant pool at Western University for a three-wave longitudinal 

study during the 2016-2017 (2016 cohort) and 2017-2018 (2017 cohort) academic years. 

There were a combined 664 participants across both cohorts, but each cohort was 

examined separately because the study procedures and Real-World Risky Behavior 

Questionnaire were modified in the second year to improve the attrition rate and 

assessment of risky behavior. Except for the risky behavior measure, all measures were 

the same across cohorts. The amended procedures and attrition rates are described below. 

The Western University Non-Medical Research Ethics Board approved the procedure and 

all materials used in this study (see Appendix F) 

3.5.1.1 Participants in the 2016 cohort 

A total of 400 individuals participated at one or more of the three time points of data 

collection. However, 64 individuals were removed because they did not participate at 

Time 1 when important demographic information was collected. In addition, participants 

were removed from the final sample if they consistently failed to respond correctly to 

attention checks. Nine attention checks that flagged erroneous or inconsistent responses 

were embedded in the survey at Time 2 and Time 3 (Oppenheimer, Meyvis, & 

Davidenko, 2009). Participants who responded correctly to at least seven of nine attention 

checks had their data for that time point retained to balance competing interests for high 

quality data and a large representative sample (Anduiza & Galais, 2017). All other 

participants had their data for that time point removed. 

After removing participants who did not participate at the first time point, there were 336 

participants (MAge = 18.59 years; SD = 1.08; 236 women, 99 men, and 1 non-binary 

individual) at Time 1. Of the individuals who participated at Time 1, 210 participants 

(37.5% attrition rate) were retained at Time 2, and 158 were retained at Time 3 (53% 

attrition rate). Twelve participants were removed for responding incorrectly to attention 

checks across time points. An additional nine participants had a wave of data deleted. The 
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final sample included 324 participants (MAge = 18.58 years old; SDAge = 1.08; 93 male, 

230 female, and one individual who identified as non-binary). At Time 2, there were 46 

male and 150 female participants (MAge = 18.86 years old; SDAge = 1.17). At Time 3, there 

were 35 male and 112 female participants (MAge = 19.12 years old; SDAge = 1.14).  

Participants were mostly from middle- to upper middle-class families, which was 

determined using parents’ education level as a proxy measure of SES (Ensminger et al., 

2000; see Appendix G for Demographic Questionnaire). Of all the participants in the 

final sample, 43.1% were white, 30.2% were East Asian, 16.6% were South Asian, 2.8% 

were Middle Eastern, 2.2% were Black, 0.9% were Hispanic, 0.3% were Aboriginal, and 

3.7% had a mixed ethnic background. Most participants (n = 300) were in their first year 

of studies at Western. 

3.5.1.2 Participants in the 2017 cohort 

A total of 264 individuals (MAge = 18.78 years old; SDAge = 0.91; 87 male, 176 female, 1 

genderfluid individuals) participated in this study at one or more of the three time points. 

The attrition rates were substantially lower in this cohort as 234 participants were 

retained at Time 2 (11.4% attrition rate) and 206 participants were retained at Time 3 

(22% attrition rate). Fifteen attention check variables were embedded in the survey at 

Time 1 and 12 attention checks were embedded in the survey at each of the next two time 

points. The same strategies used above to manage competing interests for maximizing 

power and maintaining a representative sample were applied to the 2017 cohort (Anduiza 

& Galais, 2017). Based on the attention check criteria at each time point, two participants 

were removed from the sample and an additional 10 participants had a wave of data 

deleted. The final sample included 262 participants (MAge = 18.78 years old; SDAge = 0.92; 

86 male, 175 female, and one individual who identified as genderfluid) at Time 1. At 

Time 2, there were 72 male, 154 female, and one participant who identified as 

genderfluid (MAge = 18.91 years old; SDAge = 0.87). At the Time 3, there were 69 male 

and 128 female participants (MAge = 19.08 years old; SDAge = 0.86).  

Participants were mostly from middle- to upper middle-class families (see Ensminger et 

al., 2000). Half of the sample identified as white (50.0%), but there was also a large 
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representation from East Asian (30.5%) and South Asian (12.2%) ethnic groups. 

Individuals with Middle Eastern (3.4%), Hispanic (1.9%), African/Black Canadian 

(0.8%), West Indian (0.4%), and mixed (0.4%) ethnic backgrounds made up the rest of 

the sample. 

3.5.2 Procedure 

Both cohorts of students signed up for a three-wave longitudinal study where data were 

collected at three-month intervals for the 2016 cohort and two-month intervals for the 

2017 cohort. Data for the 2016 cohort were collected in October, January, and April and 

data for the 2017 cohort were collected in November, January, and March. Participants in 

the 2016 cohort completed the survey in a computer lab at Time 1 and Time 2 where a 

research assistant was present to assist participants with questions or concerns. At Time 

3, the study procedures were amended due to high attrition at Time 2. Participants who 

signed up for Time 3 were e-mailed a link to the final survey, which they completed 

online.  

For the 2017 cohort, the recruitment strategy and study procedures were revised to reduce 

attrition rates. A survey link was e-mailed to participants at each time point using 

participant ID numbers. A research assistant sent the survey links to participants at 

exactly two-month intervals. Participants were informed that their participation was 

confidential, anonymous, voluntary, and that they could withdraw from the study at any 

point.  

The data were collected using surveys developed with the Qualtrics Survey-Building 

software. The presentation order for the measures in the survey was the same across 

participants, but the presentation order of the questions within each measure was 

randomized. Participants completed the first survey in under one hour and the next two 

surveys in under 30 minutes. They were compensated for their time with one credit for 

the first survey and half a credit for each of the final two surveys. The first page of each 

survey included the letter of information and consent form (see Appendix H). Participants 

needed to provide consent before they were able to begin responding to the 

questionnaires. To ensure their safety and well-being, they were provided with contact 



102 

 

information to on-campus and off-campus counselling services after responding to the 

survey at each time point (see Appendix I). At the conclusion of the study, participants 

were provided with a debriefing form.  

3.5.3 Measures 

3.5.3.1 Risky behavior 

The Real-World Risky Behavior Questionnaire was developed for this study to provide 

an assessment of multiple types of real-world risky behavior. To promote content 

validity, multiple risky behavior measures were consulted to include behaviors from a 

wide range of risk-taking domains including extreme sports, failure to heed caution, 

distracted driving, careless driving, driving under the influence of alcohol or drugs, binge 

drinking, drug abuse, unsafe sex, nonviolent crime, violence, heroic risky behavior, risky 

weight management behaviors, and academic risks. Items were drawn from several 

sources including the Domain Specific Risk Taking Scale (Blais & Weber, 2006), the 

Youth Risk Behavior Surveillance (CDC, 2001), the Aggressive and Non-aggressive 

Risk-Taking Scales (Vermeersch, T’Sjoen, Kaufman, & Vincke, 2008), the Life 

Experiences Questionnaire (Zuckerman & Kuhlman, 2000), the Risky Driving Scale 

(Jessor, 1987), and the Dula Dangerous Driving Index (Willemsen, Dula, Declercq, & 

Verhaeghe, 2008). Sample items include “texted while driving”, “drove 25km over the 

speed limit”, “drank more than 4 drinks in a night”, “smoked or ingested marijuana”, 

“hooked up for casual sex with someone I barely know”, “shoplifted”, and “defended 

someone who was getting attacked or bullied”. The entire list of the items can be found in 

Appendices J and K. Using a Likert scale ranging from 0 to 4 (0 – 0 times; 1 – 1 time; 2 – 

2-3 times; 3 – 4-5 times; 4 – 6 or more times), participants in the 2016 cohort reported 

how frequently they engaged in 41 different risky behaviors in the past 3 months (see 

Appendix J). The scale was revised for use with the 2017 cohort (see Appendix K). 

Supplementary Tables 1 to 6 provide the means and standard deviations for each item on 

the scales for both cohorts, separately for male and female participants, as well as overall. 

Items were revised or removed for the 2017 cohort based on inspection of the data from 

the 2016 cohort and re-evaluation of their content. For example, items for steroid and 
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Adderall use, drug dealing, and weapon-carrying, and going tanning had extremely low 

rates and were removed from the measure. Engaging in contact sports, checking for heat 

with one’s hand, walking through dangerous streets, or drinking four cups or more cups 

of coffee may be normative behaviors that are either unavoidable (e.g., if someone lives 

in a dangerous neighbourhood) or may not be considered risky by participants (e.g., 

playing contact sports). Based on existing risky behavior scales in the literature, new 

items were added to replace the removed items. These new items intended to capture a 

diverse range of risky behaviors that university students engage in based on participation 

rates from the original scale. For example, because speeding rates were high in the 2016 

cohort, items were added to capture other aspects of dangerous driving (e.g., weaving in 

and out of traffic; passing cars or trucks illegally). The revised scale contained 38 items, 

11 of which were new. Although both scales were used to obtain a general risk-taking 

score that was expected to capture the same general construct, it is important to note that 

the difference in items presents a limitation with respect to the comparability of the 

findings from both cohorts.  

The revised scale, which was used to assess risky behavior in the second cohort, differed 

from the original scale in another important way. Just like in the original scale, 

participants reported how frequently they engaged in each risky behavior. However, if 

they did not engage in the behavior, participants also reported if they had any 

opportunities to engage in the behavior in the revised scale. In both studies, risky 

behavior was assessed in the traditional way, which was based on frequency of 

engagement (i.e., overall risky behavior score: total number risky behaviors reported 

divided by the number of total risky behaviors in the scale). In the revised scale, risky 

behavior engagement was also assessed in a way that accounted for risky behavior 

opportunities (i.e., opportunistic risky behavior score: total number risky behaviors 

reported divided by the number of risky behaviors for which there were opportunities). 

The internal consistency for the overall risky behavior score was good for both cohorts 

(Cronbach’s α’s = .79 - .83 in the 2016 cohort; Cronbach’s α’s = .86 - .91 in the 2017 

cohort).  
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In the 2016 cohort, the skewness and kurtosis statistics for the overall risky behavior 

scores were between -1 and 1 at Time 1 and Time 3 suggesting that the normality 

assumptions were not violated. However, at Time 2, the skewness statistic was 1.30 and 

the kurtosis statistic was 4.59 indicating relatively low occurrences. After identifying 

outliers by examining the boxplots (see Supplementary Figure 1), the data were 

winsorized, which reduced the skewness (0.41 - 0.67) and kurtosis values (-0.37 - -0.74). 

Winsorizing the data refers to adjusting the value of all outliers to the next highest value 

that was not an outlier. Five risky behavior values were winsorized (two at Time 1, two at 

Time 2, and one at Time 3). Skewness and kurtosis statistics before and after winsorizing 

the outliers are also shown in Table 5. Supplementary Figure 2 shows the distribution of 

overall real-world risky behavior scores after winsorizing. 

In the 2017 cohort, overall real-world risky behavior scores were positively skewed at all 

three time points. Opportunistic risky behavior scores were normally distributed (see 

skewness and kurtosis statistics shown in Table 5). Boxplots for overall risky behavior 

(see Supplementary Figure 3), and opportunistic risky behavior (see Supplementary 

Figure 4), were examined and 19 risky behavior score outliers were winsorized (ten at 

Time 1, six at Time 2, and three at Time 3). An additional two outliers for opportunistic 

risky behavior were also winsorized (one at Time 1 and one at Time 2). Again, 

winsorizing outliers reduced skewness (real-world risky behavior: 0.82 - 0.90; 

opportunistic risky behavior: 0.28 - 0.34) and kurtosis values (real-world risky behavior: -

0.13 - 0.30; opportunistic risky behavior: -0.35 - -0.58). Supplementary Figure 5 shows 

the distribution of the winsorized overall real-world risky behavior scores, and 

Supplementary Figure 6 shows the distribution of the winsorized opportunistic risky 

behavior scores.  

3.5.3.2 Social motives 

The Fundamental Social Motives Inventory (Neel et al., 2016) assessed status and mate-

seeking social motives with 6 items each. Using a 7-point Likert scale, participants rated 

their agreement with each statement from strongly disagree to strongly agree. An 

example of an item that assessed status motives is “I want to be in a position of 

leadership” and an example of an item that assessed mate-seeking motives is “I would 
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like to find a new romantic/sexual partner soon.” One status motive item and three mate-

seeking motive items were reverse-coded. Scores for status and mate-seeking motives 

were obtained by averaging participant responses across the 6 items for their respective 

subscales. Cronbach’s  ranged from .73 to .90 across time points and cohorts (see Table 

6). 

Table 5: Skewness and Kurtosis Statistics for Real-World Risky Behavior Variables 

in Both Cohorts 

Variable n Skewness 
Statistic 

Kurtosis 
Statistic 

Skewness  
(Winsorized) 

Kurtosis 
(Winsorized) 

      
2016 Cohort      
Overall Risky Behavior (T1) 324 0.78 0.95 0.52 -0.37 
Overall Risky Behavior (T2) 196 1.31 4.67 0.41 -0.74 
Overall Risky Behavior (T3) 147 0.72 -0.17 0.67 -0.39 
      
2017 Cohort      
Overall Risky Behavior (T1) 262 1.68 4.27 0.90 0.30 
Overall Risky Behavior (T2) 227 1.15 1.20 0.87 0.05 
Overall Risky Behavior (T3) 197 1.40 2.89 0.82 -0.13 
Opportunistic Risky Behavior (T1) 262 0.32 -0.30 0.30 -0.35 
Opportunistic Risky Behavior (T2) 227 0.32 -0.48 0.28 -0.58 
Opportunistic Risky Behavior (T3) 197 0.34 -0.43 

 
0.34 -0.43 

The 10-item Need to Belong Scale (Leary, Kelly, Cottrell, & Schreindorfer, 2013) was 

used to assess acceptance motives. Participants used a 5-point Likert scale, from not at all 

to extremely, to report how true each statement was of them. Examples of items that 

assessed acceptance motives are “I try hard not to do things that will make other people 

avoid or reject me” and “I have a strong ‘need to belong.’” Three acceptance items were 

reverse-coded. The acceptance motive score was obtained by averaging the participant 

responses across all 10 items. The Cronbach’s  ranged from .71 to .83, which indicated 

that the scale had acceptable to good internal consistency (see Table 6). 
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Table 6: Cronbach’s Alphas for All Variables in Both the 2016 and 2017 Cohorts 

Variable of Interest N of 
Items 

T1 α  T2 α T3 α 

     
2016 Cohort Social Motives     
    Status Motives 6 .77 .80 .82 
    Mate-Seeking Motives 6 .87 .90 .91 
    Acceptance Motives 10 .78 .83 .80 
     
2016 Cohort Real-World Risky Behavior Variables     
     Overall Real-World Risky Behavior 41 .83 .80 .79 
     
2016 Cohort Social Outcomes     
    Self-perceived Status 3 .79 .82 .81 
    Loneliness 10 .87 .87 .87 
     
2017 Cohort Social Motives     
    Status motives 6 .72 .77 .73 
    Mate-Seeking Motives 6 .89 .90 .84 
    Acceptance Motives 10 .76 .72 .71 
     
2017 Cohort Real-World Risky Behavior Variables     
     Overall Real-World Risky Behavior 38 .91 .87 .86 
     
2017 Cohort Social Outcomes     
    Self-perceived status 3 .80 .78 .85 
    Loneliness 10 .77 .85 .84 
     

3.5.3.3 Subjective social status 

The Subjective Social Status measure (Sweeting, West, Young, & Kelly, 2011) was used 

to assess participants’ current perceptions of their own social status. This measure has 

been shown to have good validity and map onto more objective measures well (Sweeting 

et al., 2011). Participants were shown an image of a ten-rung ladder and asked to imagine 

where they would put themselves relative to their peers if the top rung represented peers 

who were the highest on a specific characteristic. The original Subjective Social Status 

scale included items that assessed participants’ perceptions of how popular, powerful, 

and respected they were relative to their peers. These three items were used as a proxy for 

self-perceived status in this study. The Ladder’s Scale demonstrated good internal 

consistency as the Cronbach’s  ranged from .78 to .85 (see Table 6). 
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3.5.3.4 Loneliness 

The 10-item UCLA Loneliness Scale (Version 3; Russell, 1996) was used to measure 

current feelings of loneliness. Participants reported how often they felt the way described 

by each item on a 4-point Likert scale from never to always. An example of an item is 

“how often do you feel isolated from others?” Five items were reverse coded and 

participant loneliness scores were obtained by averaging their responses across all items. 

Higher scores indicated greater loneliness. The scale shows good internal consistency as 

the Cronbach’s  range from .77 to .87 (see Table 6). 

3.6 Missing data 

Attrition rates were high in this study, which are a problem because they can bias mean 

estimates (Gustavson, von Soest, Karevold, & Røysamb, 2012). Although these attrition 

rates are large, modern methods of missing data analysis (e.g., Enders, 2022) use 

information from all data points to obtain optimal parameter estimates. As a result, less 

statistical power or precision of estimates is sacrificed as would be in older listwise 

deletion methods.  

Missing data were handled using Full Information Maximum Likelihood (FIML) 

estimation, which is a procedure that uses all the information from the available data to 

produce the best possible parameter estimates of the parameter estimates of the model. 

Researchers have shown that this procedure is robust, unbiased, and accurate when the 

data are missing completely at random (MCAR) or missing at random (MAR; Enders, 

2001; Graham, 2003). If data are missing not at random (MNAR) and the MAR or 

MCAR assumptions are not met, the estimates may have some bias. Given that MNAR 

depends on unobserved variables, there is no way to determine if the data were MNAR 

on status motives (Little & Rubin, 2002; van Ginkel, Linting, Rippe, & van der Voort, 

2020). Nevertheless, this possibility was carefully considered. Furthermore, in 

longitudinal studies, it is possible to investigate whether missingness at later time points 

can be explained by variables in previous time points.     

A t-test compared missingness in participants who dropped out after the first wave of data 

collection (i.e., missing) to participants who completed the study at another wave of data 
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collection (i.e., non-missing at Time 2 and/or Time 3) on key study variables (i.e., status 

motives, acceptance motives, mate-seeking motives, risky behavior, self-perceived status, 

and loneliness). The results showed that participants who dropped out of the study in the 

2016 cohort only had higher status motives (MStatus = 4.84, SDStatus = 0.94) than 

participants who remained in the study (Mstatus = 4.58, SDstatus = 0.98), t(320) = 2.37, p < 

0.05, d = 0.27. There were no significant differences for other variables of interest. In the 

2017 cohort, t-tests showed no significant differences between participants who remained 

in the study and those who dropped out on any of the variables of interest.   

There are no clear ways of determining the missing data mechanism (MCAR, MAR, or 

MNAR), but it is important to reflect and consider whether there are reasons to believe 

that the participants who are missing observations on a particular variable would have 

higher scores on that variable than participants who responded. The data in the first 

cohort may have been missing systematically, but there was a low probability that 

students who reported high status motives were more likely to withdraw from the study. 

If this was the case, then this should have been reflected in the 2017 cohort as well. 

Furthermore, there was no reason to expect that individuals with high status motives 

would withdraw from the study. Regardless, variables that are found to correlate with 

missingness in longitudinal studies provide useful information in the overall estimation 

procedure. Finally, although status motives could reflect a stable agentic personality trait, 

as a time-varying variable, status motives were expected to fluctuate over time. As the 

within-person relations were the primary focus of the study, the group differences 

between those who remained in the study and those who dropped out were unlikely to 

bias the results. 

3.7 Analytic plan 

3.7.1 Latent Curve Model with Structured Residuals (LCM-SR) 

The LCM-SR procedure was described above in Chapter 3.4. A few additional points are 

covered here. The analysis was performed in MPlus, version (8.8) using the syntax 

provided by Curran and colleagues (2014) and the Maximum Likelihood estimator. As 
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mentioned earlier, the two cohorts were examined separately because the procedures and 

risky behavior measure were modified in the second cohort.  

An incremental modeling approach was used starting with the preliminary Latent Curve 

Models (LCM), which tested fixed and random effects for the intercepts (μyα; ψ yαyα) and 

linear slopes (μyβ; ψ yβyβ). These models tested evidence of a linear increase or decrease of 

mean responses in a single variable across three time points. A statistically significant 

fixed slope would be retained in the LCM as it represented a systematic linear increase or 

decrease in a variable at the between-person level that would influence participant 

responses at any time point. If the fixed slope was not statistically significant, it was 

removed from the model leaving only the random intercept (i.e., random intercept 

model). Removing the fixed slope meant that there was still person-to-person variability, 

but no statistically significant increase or decrease across the three time points. Adding 

the random slope parameter did not allow the LCM-SR models to converge or produce an 

admissible solution and was not included here. As a result, the covariance between 

random intercepts and random slopes, which is typically included in the model, could not 

be estimated. 

A chi-squared difference test determined if adding autoregressions improved the model 

fit, which was examined with the Comparative Fit Index (CFI), the Root-Mean-Square 

Error of Approximation (RMSEA), and the Standard Root Mean Squared Residual 

(SRMR). The CFI (Bentler, 1990) is an incremental fit index that compares the fit of a 

hypothesized model with that of a baseline model (Xia & Yang, 2019). A perfectly fitting 

model would have a CFI value equal to one. A CFI value equal to or greater than .95 

indicates a good fitting model, though values above .90 are still considered acceptable 

(Hox, 2010; Hu & Bentler, 1999). In comparison, RMSEA is scaled as a badness-of-fit 

index. Lower RMSEA values indicate better fitting models with a value of zero 

indicating the best fit (Kline, 2011). When distributional assumptions are satisfied, 

reasonably fitting models should have RMSEA values of less than .08 (Hox, 2010; Hu & 

Bentler, 1999; Kline, 2011). Finally, the SRMR can be interpreted as the average 

standardized residual covariance where values lower than 0.08 indicate a good fitting 

model (Hu & Bentler, 1999; Pavlov, Maydeu-Olivares, & Shi, 2021).  
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There was one model for each of the three social motives (i.e., status motives, acceptance 

motives, and mate-seeking motives) with corresponding social outcome variables (i.e., 

status perceptions in the status motive models, loneliness in the acceptance and mate-

seeking motive models) and risky behavior. Six LCM-SR models examined these 

relations in the 2016 (3 models) and 2017 (3 models) cohorts independently, and an 

additional three LCM-SR models examined these relations with the opportunistic risky 

behavior score for the 2017 cohort.  

To free parameters and generate a parsimonious solution, autoregression, cross-lagged, 

and correlated residual coefficients were constrained to equality across time in the 

models. Specifically, the models generated the same solution for the paths and 

correlations describing the relations between the unstandardized structured residuals from 

Time 1 to Time 2 and from Time 2 to Time 3. However, constraining residual 

coefficients to equality comes at the expense of a better fitting model (Kline, 2011). In 

separate comparison models based on the baseline constrained LCM-SR, the equality 

constraints were removed systematically from cross-lagged coefficients, then correlated 

residuals, and finally the autoregressive paths and a chi-squared difference test examined 

if there was a statistically significant improvement in the model fit. Finally, using the best 

fitting models, the Wald test was used to probe for hypothesized within-person gender 

moderation effects. The structured residual coefficients were constrained to equality 

across gender. To examine the effect of gender on a specific relation (e.g., status motive 

on risky behavior), the equality constraints were removed, and a Wald test indicated 

whether there was a statistically significant gender difference.  

3.8 Results 

3.8.1 Preliminary analyses 

3.8.1.1 Descriptive statistics 

For descriptive purposes, 2 (gender) x 3 (time point) split-plot ANOVAs were conducted 

to examine the mean gender differences on study variables at three time points for each 

cohort. Only participants who were not missing data for the variable of interest at each 

time point were included in these analyses. The means and standard deviations for the 
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variables in both cohorts are shown in Table 7. Descriptive statistics for all variables are 

shown separately for male and female participants in Table 8 for the 2016 cohort and 

Table 9 for the 2017 cohort.  

3.8.1.1.1 Gender and time differences in status motives 

There were no statistically significant effects for status motives in the 2016 cohort. For 

the 2017 cohort there were significant main effects of gender, F(1, 169) = 4.58, p = .034, 

d = 0.33, and time, F(2, 338) = 8.48, p < .001, d = 0.44, but no statistically significant 

interaction. Male emerging adults had significantly higher status motives (M = 4.69, SD = 

0.82) than female emerging adults (M = 4.41, SD = 0.82). Status motives at Time 1 (M = 

4.72, SD = 0.98) were significantly greater than acceptance motives at Time 2 (M = 4.49, 

SD = 1.01) and Time 3, (M = 4.44, SD = 1.09). 

3.8.1.1.2 Gender and time differences in social acceptance 
motives 

The results showed a significant main effect of gender on social acceptance motives in 

both the 2016, F(1, 130) = 11.79, p < .001, d = 0.63, and 2017 cohorts, F(1, 169) = 15.55, 

p < .001, d = 0.61. Female participants reported greater acceptance motives than male 

participants in the 2016 cohort (Mfemale = 3.66, SDfemale = 0.55; Mmale = 3.27, SDmale = 

0.54) and in the 2017 cohort (Mfemale = 3.56, SDfemale = 0.46; Mmale = 3.27, SDmale = 0.46). 

In the 2017 cohort, there was also a significant main effect of time on acceptance 

motives, F(2, 338) = 19.33, p < .001, d = 0.68. Acceptance motives at Time 1 (M = 3.53, 

SD = 0.59) were significantly greater than acceptance motives at Time 2 (M = 3.39, SD = 

0.54) and Time 3, (M = 3.31, SD = 0.52). Acceptance motives at Time 2 were also 

significantly greater than acceptance motives at Time 3. The main effect of time was not 

statistically significant in the 2016 cohort and the interaction between gender and time for 

acceptance motives was not statistically significant in either cohort.  

3.8.1.1.3 Gender and time differences in mate-seeking motives 

In the 2016 cohort, there was a significant main effect of time on mate-seeking motives, 

F(2, 262) = 3.56, p = .030, d = 0.33, but no significant effect of gender. Mate-seeking 

motives at Time 1 (M = 3.90, SD = 1.82) were significantly greater than mate-seeking 
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motives at Time 2 (M = 3.52, SD = 1.76) but not Time 3, (M = 3.76, SD = 1.90). The 

mean difference between mate-seeking motives at Time 2 and Time 3 was not 

statistically significant. In contrast, there was no main effect of time in the 2017 cohort, 

but there was a significant main effect of gender on mate-seeking motives, F(1, 173) = 

5.80, p = .017, d = 0.36. Male emerging adults reported greater mate-seeking motives (M 

= 4.36, SD = 1.35) than female emerging adults (M = 3.85, SD = 1.35). There were no 

statistically significant interactions between gender and time in either cohort. 

3.8.1.1.4 Gender and time differences in risky behavior 

For risky behavior (total score), there was a significant main effect of time in both the 

2016 cohort, F(2, 230) = 55.08, p < .001, d = 1.38,  and the 2017 cohort, F(2, 336) = 

62.01, p < .001, d = 1.22. In the 2016 cohort, risky behavior at Time 1 (M = 23.52, SD = 

17.46) was significantly greater than risky behavior at Time 2 (M = 17.67, SD = 13.25) 

and Time 3 (M = 14.68, SD = 13.50). There was also a significant mean difference 

between risky behavior at Time 2 and Time 3. In the 2017 cohort, there was a significant 

mean difference between all three time points indicating a decrease from Time 1 (M = 

22.00, SD = 14.79) to Time 2 (M = 15.92, SD = 10.82), and from Time 2 to Time 3 (M = 

11.65, SD = 9.09). For the opportunistic risky behavior variable in the 2017 cohort, there 

was a significant main effect for time, F(2, 300) = 3.53, p = .036, but the effect size of d 

= 0.30 was much smaller. Opportunistic risky behavior at Time 1 (M = 1.44, SD = 0.76) 

was significantly greater than opportunistic risky behavior at Time 2 (M = 1.38, SD = 

0.78) and Time 3 (M = 1.28, SD = 0.84). However, the mean difference between 

opportunistic risky behavior at Time 2 and Time 3 was not statistically significant. There 

were no significant main effects of gender or an interaction between time and gender in 

either cohort for the risky behavior and opportunistic risky behavior variables. 

3.8.1.1.5 Gender and time differences in self-perceived status 

There were no significant main effects of gender, or time, and no gender x time 

interaction on self-perceived status in the 2016 cohort. However, in the 2017 cohort, there 

was a significant main effect of time, F(2, 180) = 3.41, p = .035, d = 0.39. Self-perceived 

status at Time 1 (M = 6.86, SD = 1.92) and Time 2 (M = 6.81, SD = 1.97) were both 
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significantly greater than self-perceived status at Time 3 (M = 6.48, SD = 2.92). There 

were no main effects of gender and no interaction between time and gender in the 2017 

cohort.  

3.8.1.1.6 Gender and time differences in loneliness 

For loneliness, there were no significant main effects or interactions in the 2016 cohort. 

However, in the 2017 cohort, there was a significant main effect of time, F(2, 348) = 

22.04, p < .001, d = 0.71. Loneliness at Time 1 (M = 2.38, SD = 0.43) was significantly 

greater than loneliness at Time 2 (M = 2.22, SD = 0.53) and Time 3 (M = 2.17, SD = 

0.51), but the mean difference between loneliness at Time 2 and Time 3 was not 

statistically significant. There were no significant main effects of gender nor was there a 

significant interaction between gender and time. 

3.8.1.1.7 Intercorrelations between social motive, risky behavior, 
and social outcome variables at Time 1, Time 2, and 
Time 3. 

Zero-order correlations between all variables in the 2016 and 2017 cohorts are shown in 

Table 10 and Table 11, respectively. These are further broken down by gender in 

supplementary Tables 7-10. Importantly, these tables show very strong positive 

correlations for each variable across time points, which indicates a high degree of 

stability across time. Furthermore, social status motives had significant positive 

associations with acceptance and mate-seeking motives in both cohorts, except for Time 

3 mate-seeking motives in the 2017 cohort. Strikingly, status motives were positively and 

significantly associated with risky behavior in the 2016 cohort, but not in the 2017 

cohort. In both cohorts, there were significant positive associations between status 

motives and self-perceived status.  
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Table 7: Descriptive Statistics for Main Study Variables  

 2016 Cohort 
 

2017 Cohort 

 
Variable 

T1:  
Oct 2016 
(n = 324) 

T2:  
Jan 2017 
(n = 196) 

T3: 
 Apr 2017 
(n = 147) 

T1:  
Nov 2017 
(n = 262) 

T2:  
Jan 2018 
(n = 227) 

T3:  
Mar 2018 
(n = 197) 

M(SD)       

Status Motives 4.68 (0.97) 4.52 (1.01) 4.52 (1.04) 4.65 (0.93) 4.45 (1.01) 4.43 (0.92) 

Acceptance Motives 3.55 (0.61) 3.54 (0.64) 3.53 (0.61) 3.56 (0.57) 3.42 (0.54) 3.36 (0.51) 

Mate-Seeking Motives 3.98 (1.43) 3.72 (1.47) 3.75 (1.56) 4.16 (1.53) 3.94 (1.52) 3.98 (1.35) 

Risky Behavior 0.59 (0.34) 0.43 (0.26) 0.38 (0.26) 0.56 (0.43) 0.42 (0.34) 0.33 (0.28) 

Opportunistic RB - - - 1.40 (0.73) 1.27 (0.71) 1.32 (0.78) 

Self-Perceived Status 5.92 (1.63) 5.95 (1.52) 6.03 (1.50) 6.51 (1.74) 6.44 (1.74) 6.01 (1.83) 

Loneliness 2.29 (0.51) 2.26 (0.50) 2.27 (0.51) 2.38 (0.45) 2.21 (0.55) 2.18 (0.54) 

Note. The scale range for the status motives variable was 1-7; the scale range for acceptance motives variable 

was 1-5; the scale range for the mate-seeking motives variable was 1-7; the scale range for the risky behavior 

and opportunistic RB variables was 0-4; the scale range for the self-perceived status variable was 1-11; the 

scale range for the loneliness variable was 1-4.  
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Table 8: Descriptive Statistics for Main Study Variables in the 2016 Cohort by Gender 

 Male Participants Female Participants 
 
Variable 

T1:  
Nov 2016 
(n = 93) 

T2:  
Jan 2017 
(n = 46) 

T3: 
 Mar 2017 

(n = 35) 

T1:  
Nov 2016 
(n = 230) 

T2:  
Jan 2017 
(n = 150) 

T3:  
Mar 2017 
(n = 112) 

M(SD)       

Status Motives 4.81 (1.02) 4.42 (1.09) 4.75 (0.94) 4.63 (0.93) 4.55 (0.98) 4.47 (1.05) 

Acceptance Motives 3.29 (0.57) 3.27 (0.62) 3.19 (0.50) 3.66 (0.58) 3.62 (0.62) 3.64 (0.61) 

Mate-Seeking Motives 3.78 (1.33) 3.37 (1.38) 3.87 (1.17) 4.08 (1.44) 3.85 (1.46) 3.74 (1.64) 

Risky Behavior 0.58 (0.36) 0.42 (0.30) 0.33 (0.29) 0.60 (0.33) 0.43 (0.25) 0.40 (0.25) 

Self-Perceived Status 6.11 (1.69) 6.17 (1.47) 6.18 (1.57) 5.85 (1.60) 5.89 (1.53) 5.99 (1.48) 

Loneliness 2.26 (0.52) 2.24 (0.49) 2.19 (0.44) 2.29 (0.50) 2.26 (0.51) 2.29 (0.53) 

Note. The scale range for the status motives variable was 1-7; the scale range for acceptance motives variable 

was 1-5; the scale range for the mate-seeking motives variable was 1-7; the scale range for the risky behavior 

and opportunistic RB variables was 0-4; the scale range for the self-perceived status variable was 1-11; the 

scale range for the loneliness variable was 1-4.  
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Table 9: Descriptive Statistics for Main Study Variables in the 2017 Cohort by Gender 

 Male Participants Female Participants 
 
Variable 

T1:  
Nov 2017 
(n = 86) 

T2:  
Jan 2018 
(n = 72) 

T3: 
 Mar 2018 

(n = 69) 

T1:  
Nov 2017 
(n = 175) 

T2:  
Jan 2018 
(n = 155) 

T3:  
Mar 2018 
(n = 128) 

M(SD)       

Status Motives 4.79 (1.01) 4.56 (0.98) 4.48 (0.93) 4.58 (0.89) 4.39 (1.02) 4.40 (0.91) 

Acceptance Motives 3.40 (0.62) 3.21 (0.53) 3.15 (0.50) 3.62 (0.53) 3.51 (0.51) 3.47 (0.48) 

Mate-Seeking Motives 4.52 (1.42) 4.29 (1.28) 4.29 (1.23) 3.98 (1.56) 3.77 (1.58) 3.81 (1.38) 

Risky Behavior 0.57 (0.39) 0.41 (0.31) 0.31 (0.29) 0.55 (0.44) 0.42 (0.35) 0.33 (0.28) 

Opportunistic RB 1.39 (0.68) 1.19 (0.68) 1.28 (0.79) 1.41 (0.76) 1.31 (0.72) 1.34 (0.78) 

Self-Perceived Status 6.79 (1.59) 7.01 (1.32) 6.42 (1.78) 6.40 (1.80) 6.14 (1.85) 5.80 (1.82) 

Loneliness 2.40 (0.44) 2.21 (0.54) 2.19 (0.50) 2.37 (0.45) 2.22 (0.56) 2.18 (0.56) 

Note. The scale range for the status motives variable was 1-7; the scale range for acceptance motives variable 

was 1-5; the scale range for the mate-seeking motives variable was 1-7; the scale range for the risky behavior 

and opportunistic RB variables was 0-4; the scale range for the self-perceived status variable was 1-11; the 

scale range for the loneliness variable was 1-4.  
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Table 10: Intercorrelations for Main Study Variables in the 2016 Cohort 

 1 2 3 4 5 6 7 8 9 10 11 12 13 

1. T1 Status Motives   1             
2. T2 Status Motives  .66**   1            
3. T3 Status Motives  .71**  .79**   1           
4. T1 Mate-Seeking Motives  .19**  .25**  .40**   1          
5. T2 Mate-Seeking Motives  .06  .18*  .24**  .58**   1         
6. T3 Mate-Seeking Motives  .18*  .23**  .34**  .61**  .66**   1        
7. T1 Acceptance Motives  .25**  .21**  .24**  .26**  .25**  .18*   1       
8. T2 Acceptance Motives  .14*  .21**  .18*  .25**  .22**  .11  .74**   1      
9. T3 Acceptance Motives  .12  .11  .19*  .23**  .20*  .11  .69**  .79**   1     
10. T1 Overall Risky Behavior  .20**  .23**  .30**  .29**  .20**  .21*  .13*  .11  .01   1    
11. T2 Overall Risky Behavior  .19*  .27**  .30**  .21**  .18*  .19*  .10  .09  .01  .86**   1   
12. T3 Overall Risky Behavior  .18*  .31**  .27**  .16  .26**  .16  .11  .13  .08  .80**  .82**   1  
13. T1 Self-Perceived Status  .31**  .36**  .26**  .08  .05  .03 -.09 -.13 -.14  .24**  .33**  .35**   1 
14. T2 Self-Perceived Status  .28**  .34**  .35**  .08  .08 -.01 -.10 -.10 -.11  .31**  .37**  .40**  .71** 
15. T3 Self-Perceived Status  .25**  .26**  .27**  .11  .03 -.09 -.10 -.17 -.13  .28**  .31**  .24**  .65** 
16. T1 Loneliness  .05 -.07  .01  .02 -.08 -.02  .10  .16*  .15 -.02 -.14 -.03 -.40** 
17. T2 Loneliness  .01 -.01 -.02 -.04 -.04  .07  .04  .15*  .10 -.19** -.20** -.20* -.44** 
18. T3 Loneliness -.02  .04  .02  .07 -.02  .13  .03  .11  .11 -.05  .00 -.02 -.23** 

Note. * indicates p-values <.05. ** indicates p-values <.01 

 

 14 15 16 17 18 

14. T2 Self-Perceived Status   1     
15. T3 Self-Perceived Status  .71**   1    
16. T1 Loneliness -.39** -.33**   1   
17. T2 Loneliness -.52** -.43**  .70**   1  
18. T3 Loneliness -.41** -.40**  .59**  .72**  1 

Note. * indicates p-values <.05. ** indicates p-values <.01 
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Table 11: Intercorrelations for Main Study Variables in the 2017 Cohort  

 1 2 3 4 5 6 7 8 9 10 11 12 13 

1. T1 Status Motives    1                  
2. T2 Status Motives  .62**   1            
3. T3 Status Motives  .53**  .60**   1           
4. T1 Mate-Seeking Motives  .14*  .13  .11   1          
5. T2 Mate-Seeking Motives  .19**  .15*  .12  .74**   1         
6. T3 Mate-Seeking Motives  .19**  .03 -.01  .67**  .76**   1        
7. T1 Acceptance Motives  .24**  .25**  .22**  .13*  .09  .06   1       
8. T2 Acceptance Motives  .20**  .38**  .30**  .12  .12  .01  .68**   1      
9. T3 Acceptance Motives  .21**  .30**  .42**  .14  .04 -.02  .59**  .69**   1     
10. T1 Overall Risky Behavior  .16*  .12  .12  .21**  .19**  .09  .08  .06 -.01   1    
11. T2 Overall Risky Behavior  .10  .11  .15  .21**  .19**  .11  .01  .12  .07  .74**   1   
12. T3 Overall Risky Behavior  .04  .06  .11  .22**  .16*  .13  .10  .13  .06  .61**  .65**   1  
13. T1 Opportunistic RB  .01 -.06 -.02  .05  .08 -.01  .11  .05 -.01  .61**  .47**  .44**   1 
14. T2 Opportunistic RB  .05 -.04 -.03  .07  .06 -.02  .09  .12  .11  .47**  .52**  .44**  .57** 
15. T3 Opportunistic RB  .02  .00  .04  .08  .16*  .08  .09  .12  .02  .35**  .33**  .50**  .38** 
16. T1 Self-Perceived Status  .33**  .17*  .30**  .15  .20*  .04 -.15 -.07 -.06  .20*  .14  .21*  .12 
17. T2 Self-Perceived Status  .21*  .22*  .19*  .10  .14  .08 -.24** -.05 -.06  .23**  .13  .25**  .15 
18. T3 Self-Perceived Status  .25**  .19**  .22**  .18*  .21**  .14 -.18* -.07 -.07  .18*  .13  .19**  .07 
19. T1 Loneliness -.03 -.01  .07  .06 -.02  .03  .08  .02  .15  .03  .01  .01 -.04 
20. T2 Loneliness -.04  .01  .05  .05 -.09  .00  .14*  .03  .12 -.02 -.04 -.13 -.11 
21. T3 Loneliness  .04 -.02 -.03  .02 -.08  .06  .07 -.06  .01  .01 -.01 -.10 -.02 

Note. * indicates p-values <.05. ** indicates p-values <.01. 

 14 15 16 17 18 19 20 21 

14. T2 Opportunistic RB   1        
15. T3 Opportunistic RB  .54**   1       
16. T1 Self-Perceived Status  .17  .17    1      
17. T2 Self-Perceived Status  .19*  .36**  .59**   1     
18. T3 Self-Perceived Status  .07  .10  .65**  .69**   1    
19. T1 Loneliness -.12 -.12 -.40** -.24** -.22**   1   
20. T2 Loneliness -.11 -.20** -.38** -.31** -.29**  .76**   1  
21. T3 Loneliness -.02 -.17* -.22* -.26** -.24**  .62**  .72** 1 

Note. * indicates p-values <.05. ** indicates p-values <.01. 
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Mate-seeking motives had mostly significant positive associations with acceptance 

motives, but only in the 2016 cohort. Significant positive correlations were also found for 

mate-seeking motives and risky behavior at the first two time points in both cohorts, but 

not at the third. Acceptance motives were not associated with risky behavior or any of the 

social outcome variables.  

There were significant positive associations between risky behavior and self-peceived 

status in both cohorts, except for a nonsignificant correlation at Time 2 in the 2017 

cohort. There were no consistent associations between risky behavior and loneliness. 

Finally, self-perceived status and loneliness were negatively and significantly correlated 

at each time point in both cohorts. 

3.8.2 LCM-SR models examining social motives, risky behavior, 
and social outcomes  

The following sections present the results of the LCM-SR models that were developed to 

test the hypotheses in Chapter 3.4.1 All nine models outlined below were developed and 

tested in a specific sequence. The first section below provides a summary of all model 

building steps in the first model, the LCM and LCM-SR models that were analyzed, and 

a brief overview of the results for each model-building step. The sections that follow only 

provide a description of the final model accompanied by a figure of the model, a table 

that summarizes the tests of model fit (where applicable), and a table that provides 

parameter values (unstandardized and standardized) as well as their standard errors and p-

values. The model building steps for each of these models can be found in the 

Appendices.   

The results of all these models in relation to the hypotheses are presented in a summary 

table at the beginning of the discussion section (Chapter 3.9.1 on p. 177). 
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3.8.3 LCM-SR models examining social motives, risky behavior, 
and social outcomes in the 2016 cohort 

3.8.3.1 Status motives, risky behavior, and self-perceived status in 
the 2016 cohort 

LCM for status motives with structured residual autoregression. The LCM for status 

motives included latent factors for fixed and random intercepts and fixed and random 

slopes; however, as the latent fixed slope indicated no linear change over time, it was 

removed from the model and a random intercept only model served as the baseline LCM 

for status motives (SMM1). In the baseline model the latent fixed and random intercept 

factors were statistically significant (μyα = 4.640, SE = 0.052, p < .001; ψ yα = 0.681, SE = 

0.068, p < .001). A chi-squared difference test showed that the addition of autoregression 

coefficients to the structured residuals did not improve the model (SMM2), χ2
Δ(1) = 

1.796, p = .180. Nevertheless, the autoregressions were statistically significant (ρyy = 

0.313, SE = 0.141, p = .027) and retained as autoregression effects were believed to exist. 

Tests of model fit for the univariate LCMs for status motives are shown in Table 12. 

Table 12 also includes the tests of model fit for the social acceptance and mate-seeking 

motive LCMs that were examined in the next two models with the 2016 cohort.  

LCM for risky behavior with structured residual autoregression. The LCM for real-world 

risky behavior did not converge when the latent random slope factor was included in the 

model. To obtain valid estimates, the random slope was removed from further analyses 

while the fixed linear slope factor remained. A random intercept, fixed slope model 

served as the baseline LCM for risky behavior (RBM1). The fixed and random intercept 

were statistically significant (μxα = 0.572, SE = 0.017, p < .001; ψ xα = 0.071, SE = 0.007, 

p < .001) and so was the fixed slope (μxβ = -0.111, SE = 0.009, p < .001), which showed a 

systematic linear decline in risky behavior across the three time points. Adding 

autoregressions to the structured residuals did not improve the LCM (RBM2) as indicated 

by the chi-squared difference test, χ2
Δ(1) = 1.920, p = .166. Tests of model fit for the 

univariate LCMs for risky behavior are shown in Table 13. Although the autoregression 

coefficients were not statistically significant (ρxx = 0.235, SE = 0.196, p = .230), the 

autoregressive structure was retained. 
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LCM for self-perceived status with structured residual autoregression. The LCM for 

status perceptions included latent fixed and random factors for both intercepts and slopes. 

The fixed and random intercept factors were statistically significant (μwα = 5.921, SE = 

0.090, p < .001; ψ wα = 1.948, SE = 0.295, p < .001), but the fixed and random linear slope 

factors were not. The slope factors were removed from the model and the random 

intercept model served as the baseline (SPM1). Adding autoregressions to the structured 

residuals did not show an improvement in the model (SPM2), χ2
Δ(1) = 0.261, p = .609. 

The autoregression coefficients were retained despite not being statistically significant, 

(ρww = 0.088, SE = 0.172, p = .609). Tests of model fit for the univariate LCMs for self-

perceived status are shown in Table 13. Table 13 also includes the univariate LCMs for 

loneliness, which is the social outcome variable examined in the next two models for the 

2016 cohort. 

Multivariate LCM combining status motives, risky behavior, and self-perceived status. 

The univariate random intercept, fixed slope model for risky behavior and the two 

random intercept models for status motives and status perceptions from the first step were 

combined into a single multivariate LCM-SR to examine the status social functions of 

risky behavior. The first multivariate LCM-SR included intercept covariances that 

assessed between-persons relations among the intercepts of the variables. Additionally, 

the LCM-SR included structured residual autoregressions that tested the within-person 

effects of a variable on the same variable at the next time point, and structured residual 

covariances that tested the within-person associations between variable residuals at the 

same time point. This model served as the baseline model for the multivariate LCM-SR.  

Adding cross-lagged regression paths. The intercept covariances were all statistically 

significant in the baseline multivariate LCM-SR. The results indicated positive 

associations between the intercepts for status motives and risky behavior (ψ yαxα = 0.054, 

SE = 0.017, p = .001), status motives and status outcomes (ψ yαwα = 0.484, SE = 0.085, p < 

.001), and risky behavior and status outcomes (ψ xαwα = 0.121, SE = 0.026, p < .001). 

However, when within-person cross-lagged residual coefficients were added to the 

structured residuals at the next step, the model did not converge and needed to be 

respecified. Removing the latent intercept covariance between status motives and risky 
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behavior allowed the LCM-SR autoregressive cross-lagged (ARCL) model to converge. 

A new baseline LCM-SR autoregressive (AR) model (M1) was examined without this 

intercept covariance parameter to preserve the nested nature of the models for 

comparison. Adding cross-lagged coefficients to the structured residuals improved the 

model (M2) according to the statistically significant chi-squared difference test, χ2
Δ(6) = 

27.317, p < .001. A summary of the model comparisons and the model fit indices for the 

LCM-SR models is presented in Table 14.  

Removal of equality constraints for model comparison. Systematic removal of equality 

constraints from the cross-lagged paths, residual covariances, and autoregressions did not 

improve the model (see Table 14). At the between-person level, the final multivariate 

LCM-SR model included random intercepts for all variables, a latent fixed slope factor 

for risky behavior, a latent intercept covariance between status motives and self-

perceived status, and a latent intercept covariance between risky behavior and self-

perceptions. At the within-person level, the model included cross-lagged structured 

residual coefficients, autoregression coefficients for the structured residuals, and 

structured residual covariances, all constrained to equality. This Status and Risk-Taking 

LCM-SR (2016 cohort) is presented in Figure 10. Bold paths represent hypothesized 

within-person relations for status motives (sm), risky behavior (rb), and self-perceived 

status (sp). All parameter values (unstandardized and standardized) as well as their 

standard errors and p-values are presented in Table 15.  

Testing hypothesized gender moderation effects with best fitting model. Wald tests 

showed no evidence to suggest that gender moderated the within-person cross-lagged 

effect of status motives on risky behavior or the within person cross-lagged effect of risky 

behavior on self-perceived status.  
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Table 12: Tests of Model Fit for Univariate Social Motive LCMs (2016 Cohort) 

Model Description Χ2(df), p CFI 
RMSEA 
(90% CI) 

SRMR 
Δ Χ2 (df), 

p 
Δ RMSEA Δ CFI 

Status Motives         

SMM1. Baseline random intercept 
LCM for status motives  

11.31 (4), 
.023 

.973 .075 
(.025 .129) 

.135    

SMM2. LCM for status with 
autoregressions  

9.51 (3), 
.023 

.976 .082 
(.027 .143) 

.103 1.80(1), 
.180 

.007 .003 

Social Acceptance Motives        

AMM1. Baseline random intercept 
LCM for status motives  

 8.99 (4), 
.061 

.983 .062 
(.000 .117) 

.142    

AMM2. LCM for status with 
autoregressions  

2.95 (3), 
.400 

1.00 .000    
(.000 .093) 

.035 6.04(1), 
.014 

-.062 .017 

Mate-Seeking Motives        

MSM1. Baseline random intercept, 
fixed slope LCM for status motives  

 6.61 (3), 
.085 

.980 .061 
(.000 .125) 

.056    

MSM2. LCM for status with 
autoregressions  

6.61 (2), 
.037 

.974 .084    
(.018 .160) 

.055 0.00(1), 
.956 

.023 -.006 

  Note. Chi-squared difference tests compared all models to their respective baseline models.



124 

 

Table 13: Tests of Model Fit for Univariate Risky Behavior and Social Outcome LCMs (2016 Cohort) 

Model Description Χ2(df), p CFI 
RMSEA 
(90% CI) 

SRMR 
Δ Χ2 (df), 

p 
Δ RMSEA Δ CFI 

Risky Behavior         

RBM1. Baseline random intercept, 
fixed slope LCM for risky behavior  

50.76 (3), 
<.001 

.882 .224 
(.172 .280) 

.141    

RBM2. LCM for risky behavior with 
autoregressions  

48.84 (2), 
<.001 

.884 .271 
(.209 .340) 

.100 1.92(1), 
.166 

.047 .002 

Self-Perceived Status        

SPM1. Baseline random intercept 
LCM for self-perceived status 

 1.67 (4), 
.797 

1.00 .000 
(.000 .054) 

.055    

SPM2. LCM for self-perceived status 
with autoregressions  

1.40 (3) 
.705 

1.00 .000   
(.000 .070) 

.043 0.26(1) 
.609 

.000 .000 

Loneliness        

LOM1. Baseline random intercept 
LCM for status motives  

 7.10 (4), 
.131 

.986 .049 
(.000 .107) 

.099    

LOM2. LCM for status with 
autoregressions  

  1.23 (3), 
 .747 

1.00 .000      
(.000 .065) 

.022 5.88(1), 
.015 

-.049 .014 

  Note. Chi-squared difference tests compared all models to their respective baseline models.
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Table 14: Tests of Model Fit for Status and Risky Behavior LCM-SRs (2016 Cohort) 

Model Description Χ2(df), p CFI 
RMSEA 
(90% CI) 

SRMR 
Δ Χ2 (df), 

p 
Δ RMSEA Δ CFI 

M1. LCM-SR Model with a fixed slope for 
risky behavior, latent intercept covariance 
estimates for status motives and self-
perceived status, as well as risky behavior 
and self-perceived status, and structured 
residual autoregressions and covariances 
constrained to equality.   
 

92.27 (27), 
<.001 

.934 .086 
(.067 .106) 

.088    

M2. LCM-SR Model with added cross-
lagged structured residual coefficients 
constrained to equality.  

64.95 (21), 
<.001 

.956 .080 
(.059 .103) 

.049 27.32(6), 
<.001 

-.006 .022 

M3. LCM-SR with six cross-lagged equality 
constraints removed. 

55.88 (15), 
<.001 

.959 .092 
(.067 .118) 

.047 9.07(6), 
.170 

.012 .003 

M4. LCM-SR with three structured residual 
covariance equality constraints removed. 

 60.58 (18), 
<.001 

.957 .085 
(.062 .110) 

.048 4.37(3), 
.223 

.005 .001 

M5.  LCM-SR with three structured residual 
autoregression constraints removed.  

- - - - - - - 

Note. Chi-squared difference tests compared M1 to M2; M2 was compared to M3 and M4. M5 did not converge. The final model is   

shown in bold font.
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Figure 10: Status and Risk-Taking LCM-SR (2016 cohort). Bold paths represent hypothesized relations for status 

motives (sm), risky behavior (rb), and self-perceived status (sp). Parameter estimates are standardized values and 

include standard errors. * p < .05, ** p < .01 
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Table 15: Status and Risk-Taking LCM-SR (2016 Cohort) Model Estimates 

 Unstd. Coeff. SE Std. Coeff. p 

Between-Person Estimates         
Status Motives (SM)         
      Fixed Intercept (μyα)  4.645 0.052 5.973  <.001 

  Random Intercept (ψ yα) 0.605 0.079 1.000 <.001 
Risky Behavior (RB)         

  Fixed Intercept (μxα) 0.579 0.019 3.450  <.001 
  Random Intercept (ψ xα) 0.028 0.017 1.000   .095 
  Fixed Linear Slope (μxβ) -0.117 0.009  <.001 

Status Perceptions (SP)         
  Fixed Intercept (μwα) 5.977 0.084 4.446  <.001 
  Random Intercept (ψ wα) 1.807 0.215 1.000 <.001 

 Intercept covariances     
  SM with SP (ψ yαwα) 0.074 0.044 .403 .096 
  RB with SP (ψ xαwα) 0.421 0.099 .326 <.001 

Within-Persons Estimates         
Status Motives     

SM1 variance (σ2
vy1) 0.357 0.058 1.000 <.001 

SM2 residual variance (σ2
vy2)  0.346 0.104 .709 .001 

SM3 residual variance (σ2
vy3) 0.271 0.048 .726 <.001 

SM2 on SM1 (and 3 on 2; ρyy) 0.116 0.180 .099, .133 .518 
SM2 on RB1 (and 3 on 2; ρyx) 0.923 0.378 .382, .312 .015 
SM2 on SP1 (and 3 on 2; ρyw) 0.179 0.065 .240, .218 .006 

Risky Behavior     
RB1 variance (σ2

vx1) 0.084 0.022 1.000 <.001 
RB2 residual variance (σ2

vx2)  0.015 0.003 .353 <.001 
RB3 residual variance (σ2

vx3) 0.023 0.004 .571 <.001 
RB2 on RB1 (and 3 on 2; ρxx) 0.515 0.117 .721, .533 <.001 
RB2 on SM1 (and 3 on 2; ρxy) 0.039 0.020 .111, .135 .049 
RB2 on SP1 (and 3 on 2; ρxw) 0.024 0.016 .189, .089 .146 

Status Perceptions     
SP1 variance (σ2

vw1) 0.874 0.164 1.000 <.001 
SP2 residual variance (σ2

vw2)  0.490 0.181 .886 .007 
SP3 residual variance (σ2

vw3) 0.791 0.136 .966 <.001 
SP2 on SP1 (and 3 on 2; ρww) -0.045 0.154 -.056, -.037 .771 
SP2 on SM1 (and 3 on 2; ρwy) -0.095 0.139 -.076, -.073 .493 
SP2 on RB1 (and 3 on 2; ρwx) 0.955 0.655 .371, .218 .145 

Correlated Residuals     
SM1 with RB1 (σvyx1) 0.067 0.018 .390 <.001 
SM1 with SP1 (σvyw1) 0.017 0.074 .031 .818 
RB1 with SP1 (σvxw1) 0.068 0.052 .251 .195 
SM2 with RB2 (and 3 with 3; σvyx) 0.018 0.007 .254, .233 .011 
SM2 with SP2 (and 3 with 3; σvyw) 0.113 0.049 .274, .244 .022 
RB2 with SP2 (and 3 with 3; σvxw) 0.014 0.012 .249, .235 .243 

Note. The p-values refer to unstandardized coefficients (Unstd. Coeff.). The label “on” refers to “regressed 

on.” The label “and 3 on 2” refers to parameter estimates that were constrained to equality across time. 
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Overview of the final model results. For each observed variable in the model, the 

percentage of variance accounted for at the between-person level can be calculated by 

squaring the standardized coefficients for the latent intercept factor loadings at each time 

point. Similarly, the percentage of variance accounted for at the within-person level can 

be calculated by squaring the standardized coefficient of the structured residual loadings 

on the observed variable at each time point. Based on these calculations, the percentage 

of variance accounted for at the between-persons level for status motives ranges from 

55% to 62% and the percentage of variance accounted for at the within-persons level for 

status motives ranges from 38% to 45%. For risky behavior, the percentage of variance 

accounted for at the between-persons level ranges from 25% to 41% and at the within-

persons level ranges from 59% to 75%. Finally, for status perceptions, the percentage of 

variance accounted for at the between-persons level ranges from 67% to 77% and at the 

within-persons level ranges from 23% to 33%. 

Latent fixed and random intercepts for status motives (μyα = 4.645, SE = 0.052, p < .001; 

ψ yα = 0.605, SE = 0.079, p < .001) and self-perceived status (μwα = 5.977, SE = 0.084, p < 

.001; ψ wα = 1.807, SE = 0.215, p < .001) suggest that there is some meaningful variability 

in the intercepts of these variables for individuals in the sample; however, the random 

intercept for risky behavior was not statistically significant. The results indicated positive 

associations between the latent intercepts for status motives and self-perceived status (ψ 

yαwα = 0.421, SE = 0.099, p < .001), but not between the intercepts for risky behavior and 

status outcomes (E2). Between-person associations between the latent intercepts for 

status motives and risky behavior could not be tested with the final model (R1). The 

statistically significant fixed linear slope for risky behavior (μxβ = -0.117, SE = 0.009, p < 

.01) demonstrated a general systematic linear decline in risky behaviors from Time 1 to 

Time 3.  

Structured residual coefficients for autoregressions, cross-lagged paths, and residual 

covariances tested the within-person relations related to the study hypotheses. The 

within-person autoregressions for status motives, risky behavior, and status outcomes 

showed that only risky behavior predicted risky behavior at the next time point (ρxx = 

0.515, SE = 0.117, p < .001) after controlling for other between-person and within-person 
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factors. The cross-lagged structured residual coefficients showed only weak support for 

hypothesis (H1a) that an increase in status motives from an individual’s baseline level 

(i.e., the individual’s own average reported status motives across the three time points) 

would predict an increase in their own risky behavior rates from their baseline levels at 

the next time point (ρxy = 0.039, SE = 0.020, p = .049); however, the standardized 

coefficients for these within-person relations were not statistically significant. There was 

no support for hypothesis (H2a) that an increase from typical levels of risky behavior 

would predict an increase in self-perceived status from baseline at the next time point. 

There was a significant within-person effect of self-perceived status on status motives 

(ρyw = 0.179, SE = 0.065, p = .006), but not in the direction predicted by hypothesis 

(H3a). An unexpected finding was that an increase from typical levels of risky behavior 

predicted an increase from typical reported status motives at the next time point (ρyx = 

0.923, SE = 0.378, p = .015). There were no other statistically significant cross-lagged 

relations among the structured residuals.  

Structured residual covariances showed evidence for positive within-person associations 

between status motives and risky behavior (σvyx1 = 0.067, SE = 0.018, p < .001; σvyx = 

0.018, SE = 0.007, p = .011) and status motives and self-perceived status (σvyw1 = 0.017, 

SE = 0.074, p = .818; σvyw = 0.113, SE = 0.049, p = .022) at the same time point after 

accounting for the between-person latent factors and other within-person effects. The 

within-person structured residual covariances between risky behavior and self-perceived 

status were not statistically significant. As gender did not moderate the within-person 

relations between status motives and risky behavior, or the within-person relations of 

risky behavior on self-perceived status, there was no evidence for hypotheses (H4a) and 

hypothesis (H5a), respectively. 

3.8.3.2 Social acceptance motives, risky behavior, and loneliness 
in the 2016 cohort 

The model building strategy used in the previous analysis was applied to the model 

examining the variables for social acceptance motives, risky behavior, and loneliness. 

The results of the final model are presented in this section. A detailed description of the 
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model building stages for the Acceptance and Risk-Taking LCM-SR (2016 cohort) is 

provided in Appendix L.  

A summary of the LCM-SR model comparisons and the model fit indices is presented in 

Table 16. The between-person components in the final multivariate Acceptance and Risk-

Taking LCM-SR (2016 cohort) included latent fixed and random intercept factors for all 

variables and a latent fixed slope factor for risky behavior. The within-person 

components included the coefficients for cross-lagged structured residuals, structured 

residual autoregressions, and the structured residual covariances. Within-person 

coefficients were constrained to equality. This model is presented in Figure 11. 

Unstandardized and standardized parameter estimates, their standard errors, and p-values 

are presented in Table 17. 

In the final Acceptance and Risk-Taking LCM-SR (2016 cohort), the percentage of 

variance accounted for at the between-persons level for acceptance motives ranges from 

53% to 61% and the percentage of variance accounted for at the within-persons level for 

acceptance motives ranges from 39% to 47%. For risky behavior, the percentage of 

variance accounted for at the between-persons level ranges from 64% to 86% and at the 

within-persons level ranges from 14% to 36%. Finally, for loneliness, the percentage of 

variance accounted for at the between-persons level ranges from 49% to 52% and at the 

within-persons level ranges from 48% to 51%. 

The latent fixed and random intercepts for social acceptance motives (μyα = 3.523, SE = 

0.032, p < .001; ψ yα = 0.220, SE = 0.039, p < .001) and loneliness (μwα = 2.275, SE = 

0.026, p < .001; ψ wα = 0.129, SE = 0.031, p < .001) demonstrated significant variability 

in variable intercepts for the entire sample. The risky behavior random intercept was 

statistically significant (μxα = 0.567, SE = 0.017, p < .001; ψ xα = 0.064, SE = 0.009, p < 

.001) and so was the fixed linear slope (μxβ = -0.108, SE = 0.009, p < .001), which 

showed a linear decline over the three time points. The between-person associations 

could not be tested in this model due to nonconvergence.  
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Table 16: Tests of Model Fit for Acceptance and Risk-Taking LCM-SRs (2016 cohort) 

Model Description Χ2(df), p CFI 
RMSEA 
(90% CI) 

SRMR 
Δ Χ2 (df), 

p 
Δ RMSEA Δ CFI 

M1. LCM-SR Model with a fixed slope for 
risky behavior, and both structured residual 
autoregressions and covariances 
constrained to equality. 
   

84.98 (29), 
<.001 

.941 .077 
(.058 .097) 

.067    

M2. LCM-SR Model with added cross-
lagged structured residual coefficients 
constrained to equality.  

65.93 (23), 
<.001 

.955 .076 
(.055 .098) 

.069 19.05(6), 
.004 

-.001 .014 

M3. LCM-SR with six cross-lagged equality 
constraints removed. 

54.59 (17), 
<.001 

.960 .083 
(.059 .108) 

.045 11.33(6), 
.079 

.007 .005 

M4. LCM-SR with three structured residual 
covariance equality constraints removed. 

 63.99 (20), 
<.001 

.954 .082 
(.060 .105) 

.063 1.94(3), 
.585 

.006 -.001 

M5.  LCM-SR with three structured residual 
autoregression constraints removed.  

- - - - - - - 

Note. Chi-squared difference tests compared M1 to M2; M2 was compared to M3 and M4. M5 did not converge. The final model is 

shown in bold font.
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Figure 11: Acceptance and Risk-Taking LCM-SR (2016 cohort). Bold paths represent hypothesized relations for 

acceptance motives (am), overall risky behavior (rb), and loneliness (lo). Parameter estimates are standardized values 

and include standard errors. * p < .05, ** p < .01 
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Table 17: Acceptance and Risk-Taking LCM-SR (2016 cohort) Model Estimates 

 Unstd. Coeff. SE Std. Coeff. p 

Between-Person Estimates         
Social Acceptance Motives (AM)         
       Fixed Intercept (μyα)  3.523 0.032 7.515  <.001 
       Random Intercept (ψ yα) 0.220 0.039 1.000 <.001 
Risky Behavior (RB)         
       Fixed Intercept (μxα) 0.567 0.017 2.240  <.001 
       Random Intercept (ψ xα) 0.064 0.009 1.000 <.001 
       Fixed Linear Slope (μxβ) -0.108 0.009  <.001 
Loneliness (LO)         
       Fixed Intercept (μwα) 2.275 0.026 6.329  <.001 
       Random Intercept (ψ wα) 0.129 0.031 1.000 <.001 
Within-Persons Estimates         
Social Acceptance Motives     

AM1 variance (σ2
vy1) 0.143 0.035 1.000 <.001 

AM2 residual variance (σ2
vy2)  0.159 0.022 .847 <.001 

AM3 residual variance (σ2
vy3) 0.115 0.018 .743 <.001 

AM2 on AM1 (and 3 on 2; ρyy) 0.446 0.126 .390, .493 <.001 
AM2 on RB1 (and 3 on 2; ρyx) -0.172 0.243 -.076, -.045 .478 
AM2 on LO1 (and 3 on 2; ρyw) 0.066 0.101 .056, .058 .512 

Risky Behavior     
RB1 variance (σ2

vx1) 0.037 0.009 1.000 <.001 
RB2 residual variance (σ2

vx2)  0.007 0.004 .698 .036 
RB3 residual variance (σ2

vx3) 0.018 0.004 .865 <.001 
RB2 on RB1 (and 3 on 2; ρxx) 0.094 0.137 .175, .067 .492 
RB2 on AM1 (and 3 on 2; ρxy) 0.042 0.034 .156, .127 .206 
RB2 on LO1 (and 3 on 2; ρxw) -0.133 0.036 -.471, -.318 <.001 

Loneliness     
LO1 variance (σ2

vw1) 0.133 0.029 1.000 <.001 
LO2 residual variance (σ2

vw2)  0.089 0.020 .745 .007 
LO3 residual variance (σ2

vw3) 0.113 0.016 .834 <.001 
LO2 on LO1 (and 3 on 2; ρww) 0.313 0.159 .331, .293 .049 
LO2 on AM1 (and 3 on 2; ρwy) 0.006 0.079 .007, .007 .938 
LO2 on RB1 (and 3 on 2; ρwx) -0.582 0.192 -.324, -.163 .002 

Correlated Residuals     
AM1 with RB1 (σvyx1) 0.020 0.009 .390 .030 
AM1 with LO1 (σvyw1) 0.021 0.016 .031 .192 
RB1 with LO1 (σvxw1) -0.013 0.008 .251 .009 
AM2 with RB2 (and 3 with 3; σvyx) 0.002 0.004 .046, .035 .705 
AM2 with LO2 (and 3 with 3; σvyw) 0.014 0.020 .121, .126 .135 
RB2 with LO2 (and 3 with 3; σvxw) -0.010 0.003 -.410, -.233 .002 

Note. The p-values refer to unstandardized coefficients (Unstd. Coeff.). The label “on” refers to “regressed 

on.” The label “and 3 on 2” refers to parameter estimates that were constrained to equality across time. 
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Structured residual autoregressions for acceptance motives, risky behavior, and loneliness 

showed that prior acceptance motives (ρyy = 0.446, SE = 0.126, p < .001) and loneliness 

(ρww = 0.313, SE = 0.159, p = .049) predicted current acceptance motives and loneliness 

at the within-person level, after accounting for latent between-person factors and other 

within-person predictors in the model. The cross-lagged structured residual coefficients 

showed no support for hypothesis (H1b) that an increase in social acceptance motives 

from an individual’s baseline level would predict an increase from their own typical 

levels of risky behavior at the next time point. However, there was support for hypothesis 

(H2b) that an increase from typical levels of risky behavior would predict a decrease 

from an individual’s loneliness at the next time point (ρwx = -0.582, SE = 0.192, p = .002). 

Above average within-person levels of loneliness also predicted a decrease from typical 

levels of risky behavior at the next time point (ρxw = -0.133, SE = 0.036, p < .001), though 

these relations were not hypothesized. The expected within-person effect consistent with 

hypothesis (H3b) that higher than typical levels of loneliness would predict an increase in 

social acceptance motives from baseline levels was not supported. The structured residual 

covariances showed no evidence to suggest within-person associations between 

acceptance motives and risky behavior and acceptance motives and loneliness. However, 

the within-person residual covariances between risky behavior and loneliness were 

negative and statistically significant (σvxw1 = -0.013, SE = 0.008, p = .090; σvxw = -0.010, 

SE = 0.003, p = .002), indicating that greater levels of risky behavior were associated 

with less loneliness at the same time point after accounting for between-person latent 

factors and other within-person effects in the model. Wald tests showed no evidence to 

support hypothesis (H4b) and (H5b) as gender did not moderate the within-person cross-

lagged effects of acceptance motives on risky behavior, or the within person cross-lagged 

effects of risky behavior on loneliness. 

3.8.3.3 Mate-seeking motives, risky behavior, and loneliness in the 
2016 cohort 

A description of the model building stages for the Mate-Seeking and Risk-Taking LCM-

SR (2016 cohort) is provided in Appendix M. A summary of model comparisons for 

these models is provided in Table 18.  
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The between-person components in the final multivariate Mate-Seeking and Risk-Taking 

LCM-SR (2016 cohort), presented in Figure 12, included the latent fixed and random 

intercept factors for all variables, latent fixed slope factors for mate-seeking motives and 

risky behavior, and a latent intercept covariance parameter for mate-seeking motives and 

risky behavior. The within-person components in the model included the structured 

residual coefficients for the cross-lagged paths, autoregressions, and structured residual 

covariances constrained to equality. Unstandardized and standardized parameter 

estimates, their standard errors, and p-values are presented in Table 19. 

The percentage of variance accounted for at the between-persons level for mate-seeking 

motives ranges from 55% to 58% and the percentage of variance accounted for at the 

within-persons level for mate-seeking motives ranges from 42% to 45%. For risky 

behavior, the percentage of variance accounted for at the between-persons level ranges 

from 62% to 85% and at the within-persons level ranges from 15% to 38%. For 

loneliness, the percentage of variance accounted for at the between-persons level ranges 

from 53% to 56% and at the within-persons level ranges from 44% to 47%. 

Latent fixed and random intercepts for mate-seeking motives (μyα = 3.929, SE = 0.081, p 

< .001; ψ yα = 1.201, SE = 0.180, p < .001), risky behavior (μxα = 0.568, SE = 0.018, p < 

.001; ψ xα = 0.063, SE = 0.009, p < .001),  and loneliness (μwα = 2.274, SE = 0.026, p < 

.001; ψ wα = 0.140, SE = 0.027, p < .001) were all statistically significant, which indicated 

meaningful between-person variability in the intercepts of each variable. The latent fixed 

linear slope factors for mate-seeking motives (μyβ = -0.111, SE = 0.052, p = .031) and 

risky behavior (μxβ = -0.108, SE = 0.009, p < .001) demonstrated systematic decreases in 

these variables over the three time points. The latent intercept covariances between mate-

seeking motives and risky behavior showed a positive association at the between-person 

level (E1). 
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Table 18: Tests of Model Fit for Mate-Seeking and Risk-Taking LCM-SRs (2016 cohort) 

Model Description Χ2(df), p CFI 
RMSEA 
(90% CI) 

SRMR 
Δ Χ2 (df), 

p 
Δ RMSEA Δ CFI 

M1. LCM-SR Model with fixed slopes for 
mate-seeking motives and risky behavior, 
intercept covariance coefficients for mate-
seeking motives and risky behavior, and 
both structured residual autoregressions 
and covariances constrained to equality. 
   

92.12 (27), 
<.001 

.924 .086 
(.067 .106) 

.069    

M2. LCM-SR Model with added cross-
lagged structured residual coefficients 
constrained to equality.  

72.43 (21), 
<.001 

.940 .087 
(.066 .109) 

.069 19.69(6), 
.003 

.001 .016 

M3. LCM-SR with six cross-lagged equality 
constraints removed. 

- - - - - - - 

M4. LCM-SR with three structured residual 
covariance equality constraints removed. 

 71.29 (18), 
<.001 

.938 .096 
(.073 .119) 

.070 0.94(3), 
.816 

.009 -.002 

M5.  LCM-SR with three structured residual 
autoregression constraints removed.  

- - - - - - - 

Note. Chi-squared difference tests compared M1 to M2; M2 was compared to M4. M3 and M5 did not converge. The final model is 

shown in bold font.
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Figure 12: Mate-Seeking and Risk-Taking LCM-SR (2016 cohort). Bold paths represent hypothesized relations for 

mate-seeking motives (ms), overall risky behavior (rb), and loneliness (lo). Parameter estimates are standardized values 

and include standard errors. * p < .05, ** p < .01 
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Table 19: Mate-Seeking and Risk-Taking LCM-SR (2016 cohort) Model Estimates  

 Unstd. Coeff. SE Std. Coeff. p 

Between-Person Estimates         
Mate-Seeking Motives (MS)         
       Fixed Intercept (μyα)  3.929 0.081 3.585  <.001 
       Random Intercept (ψ yα) 1.201 0.180 1.000 <.001 
       Fixed Linear Slope (μyβ) -0.111 0.052  .031 
Risky Behavior (RB)         
       Fixed Intercept (μxα) 0.568 0.018 2.261  <.001 
       Random Intercept (ψ xα) 0.063 0.009 1.000 <.001 
       Fixed Linear Slope (μxβ) -0.108 0.009  <.001 
Loneliness (LO)         
       Fixed Intercept (μwα) 2.274 0.026 6.073  <.001 
       Random Intercept (ψ wα) 0.140 0.027 1.000 <.001 
Intercept covariances     
       MS with RB (ψ yαxα) 0.064 0.028 .232 .025 
Within-Persons Estimates         
Mate-Seeking Motives     

MS1 variance (σ2
vy1) 0.891 0.134 1.000 <.001 

MS2 residual variance (σ2
vy2)  0.959 0.295 .983 .001 

MS3 residual variance (σ2
vy3) 0.894 0.161 .991 <.001 

MS2 on MS1 (and 3 on 2; ρyy) 0.065 0.192 .062, .067 .736 
MS2 on RB1 (and 3 on 2; ρyx) 0.392 0.732 .078, .044 .592 
MS2 on LO1 (and 3 on 2; ρyw) 0.210 0.308 .074, .074 .494 

Risky Behavior     
RB1 variance (σ2

vx1) 0.038 0.009 1.000 <.001 
RB2 residual variance (σ2

vx2)  0.008 0.003 .703 .017 
RB3 residual variance (σ2

vx3) 0.017 0.003 .852 <.001 
RB2 on RB1 (and 3 on 2; ρxx) 0.110 0.129 .200, .085 .392 
RB2 on MS1 (and 3 on 2; ρxy) 0.021 0.011 .186, .150 .064 
RB2 on LO1 (and 3 on 2; ρxw) -0.127 0.036 -.412, -.303 <.001 

Loneliness     
LO1 variance (σ2

vw1) 0.122 0.024 1.000 <.001 
LO2 residual variance (σ2

vw2)  0.087 0.020 .778 .007 
LO3 residual variance (σ2

vw3) 0.106 0.016 .860 <.001 
LO2 on LO1 (and 3 on 2; ρww) 0.276 0.152 .289, .262 .069 
LO2 on MS1 (and 3 on 2; ρwy) -0.031 0.030 -.089, -.088 .288 
LO2 on RB1 (and 3 on 2; ρwx) -0.492 0.191 -.288, -.151 .010 

Correlated Residuals     
MS1 with RB1 (σvyx1) 0.067 0.027 .360 .013 
MS1 with LO1 (σvyw1) 0.007 0.034 .021 .836 
RB1 with LO1 (σvxw1) -0.012 0.008 -.178 .126 
MS2 with RB2 (and 3 with 3; σvyx) 0.007 0.012 .085, .061 .539 
MS2 with LO2 (and 3 with 3; σvyw) 0.014 0.031 .048, .045 .652 
RB2 with LO2 (and 3 with 3; σvxw) -0.009 0.003 -.354, -.224 .006 

Note. The p-values refer to unstandardized coefficients (Unstd. Coeff.). The label “on” refers to “regressed 

on.” The label “and 3 on 2” refers to parameter estimates that were constrained to equality across time. 
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Structured residual autoregressions for mate-seeking motives, risky behavior, and 

loneliness were not statistically significant. Hypothesis (H1c) was not supported as there 

was not enough evidence to suggest that within-person increases in mate-seeking 

motives, above what is typical for the individual, predicted greater than typical levels of 

risky behavior at the next time point. Hypothesis (H2b) was supported in this model as an 

increase from typical levels of risky behavior predicted a decrease from typical levels of 

loneliness at the next time point (ρwx = -0.492, SE = 0.191, p = .010). Again, above 

average within-person levels of loneliness also predicted a decrease from baseline levels 

risky behavior at the next time point (ρxw = -0.127, SE = 0.036, p < .001). Hypothesis 

(H3c) that greater than typical levels of loneliness would predict greater mate-seeking 

motives at the within-person level was not supported.  

Within-person structured residual covariances between risky behavior and loneliness 

were negative and statistically significant after accounting for other effects (σvxw1 = -

0.012, SE = 0.008, p = .126; σvxw = -0.009, SE = 0.003, p = .006). There was no evidence 

for within-person associations between mate-seeking motives and risky behavior and 

mate-seeking motives and loneliness. Hypotheses (H4c) and (H5b) were not supported as 

gender did not moderate the cross-lagged within-person effect of mate-seeking motives 

on risky behavior, or the within-person effect of risky behavior on loneliness. 

3.8.4 LCM-SR models examining social motives, risky behavior, 
and social outcomes in the 2017 cohort 

The model building strategy that was used to examine the hypotheses in the 2016 cohort 

was also used to examine LCM-SR models with data from the 2017 cohort. First, 

separate preliminary LCMs examined the function of time for social motives (i.e., 

motives for social status, social acceptance, and mate-seeking), the risky behavior 

variable, and social outcomes (i.e., self-perceived status and loneliness). The tests of 

model fit for the LCMs for the social motive variables in the 2017 cohort are shown in 

Table 20. Table 21 presents the tests of model fit for LCMS of the risky behavior and 

social outcome variables in the 2017 cohort. 
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Table 20: Tests of Model Fit for Univariate Social Motive LCMs (2017 Cohort) 

Model Description Χ2(df), p CFI 
RMSEA 
(90% CI) 

SRMR 
Δ Χ2 (df), 

p 
Δ RMSEA Δ CFI 

Status Motives         

SMM1. Baseline random intercept, 
fixed slope LCM for status motives  

9.29 (3), 
.026 

.968 .090 
(.028 .158) 

.126    

SMM2. LCM for status motives with 
autoregressions  

4.93 (2), 
.085 

.985 .075 
(.000 .161) 

.073 4.36(1), 
.037 

-.015 .017 

Social Acceptance Motives        

AMM1. Baseline random intercept, 
fixed slope LCM for acceptance 
motives  

 4.01 (3), 
.261 

.996 .036 
(.000 .116) 

.109    

AMM2. LCM for acceptance motives 
with autoregressions  

1.26 (2), 
.532 

1.00 .000    
(.000 .107) 

.025 2.75(1), 
.097 

-.036 .004 

Mate-Seeking Motives        

MSM1. Baseline random intercept 
LCM for mate-seeking motives  

 15.43 (4), 
.004 

.966 .104 
(.053 .162) 

.097    

MSM2. LCM for mate-seeking 
motives with autoregressions  

7.28 (3), 
.064 

.987 .074    
(.000 .144) 

.043 8.16(1), 
.004 

-.030 .021 

  Note. Chi-squared difference tests compared all models to their respective baseline models.
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Table 21: Tests of Model Fit for Univariate Risky Behavior and Social Outcome LCMs (2017 Cohort) 

Model Description Χ2(df), p CFI 
RMSEA 
(90% CI) 

SRMR 
Δ Χ2 (df), 

p 
Δ RMSEA Δ CFI 

Risky Behavior         

RBM1. Baseline random intercept, 
fixed slope LCM for risky behavior  

41.43 (3), 
<.001 

.864 .222 
(.165 .284) 

.158    

RBM2. LCM for risky behavior with 
autoregressions  

12.79 (2), 
.002 

.962 .144 
(.076 .224) 

.046 1.92(1), 
<.001 

-.078 .098 

Opportunistic Risky Behavior         
ORM1. Baseline random intercept, 
fixed slope LCM for opportunistic 
risky behavior  

8.66 (3), 
.034 

.958 .086 
(.021 .155) 

.076    

ORM2. LCM for risky behavior with 
autoregressions  

4.02 (2), 
.134 

.985 .063 
(.000 .153) 

.030 4.63(1), 
.031 

-.023 .027 

Self-Perceived Status        
SPM1. Baseline random intercept, 
fixed slope LCM for self-perceived 
status 

 5.64 (3), 
.131 

.984 .060 
(.000 .136) 

.097    

SPM2. LCM for self-perceived status 
with autoregressions  

4.74 (2) 
.094 

.983 .075   
(.000 .165) 

.103 0.90(1) 
.141 

.015 -.001 

Loneliness        
LOM1. Baseline random intercept, 
fixed slope LCM for loneliness  

 25.20 (3), 
<.001 

.931 .169 
(.112 .232) 

.169    

LOM2. LCM for loneliness with 
autoregressions  

  9.64 (2), 
 .008 

.976 .121      
(.053 .202) 

.105 15.55(1), 
<.001 

-.048 .045 

  Note. Chi-squared difference tests compared all models to their respective baseline models. 
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Next, the univariate LCMs were combined to produce a multivariate LCM-SR with 

structured residual coefficients for autoregressions, cross-lagged paths, and residual 

covariances constrained to equality. Then, the constraints were removed from within-

person components systematically and a chi-squared difference test was used to examine 

if the model improved. Last, the Wald test examined hypothesized gender moderations in 

the best fitting model.  

3.8.4.1 Status motives, risky behavior, and self-perceived status in 
the 2017 cohort 

 A detailed description of the model building stages for the Status and Risk-Taking LCM-

SR (2017 cohort) is provided in Appendix N. The model comparisons for these LCM-

SRs are summarized in Table 22.  

The between-person components in the final multivariate Status and Risk-Taking LCM-

SR (2017 cohort) included latent factors for the fixed and random intercepts, as well as a 

fixed linear slope for all variables. Latent intercept covariance coefficients for status 

motives and self-perceived status, as well as for risky behavior and self-perceived status 

were also included. The within-person components included structured residual 

coefficients for the cross-lagged paths, autoregressions, and structured residual 

covariances constrained to equality. This model is presented in Figure 13. 

Unstandardized and standardized parameter estimates, their standard errors, and p-values 

are presented in Table 23. 

The percentage of variance accounted for at the between-persons level for status motives 

ranges from 41% to 49% and the percentage of variance accounted for at the within-

persons level for status motives ranges from 51% to 59%. For risky behavior, the 

percentage of variance accounted for at the between-persons level ranges from 5% to 

12% and at the within-persons level ranges from 88% to 95%. For status perceptions, the 

percentage of variance accounted for at the between-persons level ranges from 64% to 

76% and at the within-persons level ranges from 24% to 36%. 
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Table 22: Tests of Model Fit for Status and Risk-Taking LCM-SRs (2017 cohort) 

Model Description Χ2(df), p CFI 
RMSEA 
(90% CI) 

SRMR 
Δ Χ2 (df), 

p 
Δ RMSEA Δ CFI 

M1. LCM-SR Model with a fixed slopes for all 
variables, latent intercept covariance 
estimates for status motives and self-
perceived status, as well as risky behavior 
and self-perceived status, and structured 
residual autoregressions and covariances 
constrained to equality.   
 

38.91 (25), 
.038 

.979 .046 
(.011 .073) 

.067    

M2. LCM-SR Model with added cross-
lagged structured residual coefficients 
constrained to equality.  

31.70 (19), 
.034 

.981 .051 
(.014 .081) 

.058 7.21(6), 
.302 

.005 .002 

M3. LCM-SR with six cross-lagged equality 
constraints removed. 

29.69 (13), 
.005 

.975 .070 
(.037 .104) 

.062 2.02(6), 
.918 

.019 -.006 

M4. LCM-SR with three structured residual 
covariance equality constraints removed. 

 30.56 (16), 
.015 

.978 .059 
(.025 .090) 

.059 1.14(3), 
.767 

.008 -.003 

M5.  LCM-SR with three structured residual 
autoregression constraints removed.  

- - - - - - - 

Note. Chi-squared difference tests compared M1 to M2; M2 was compared to M3 and M4. M5 did not converge. The final model is 

shown in bold font.
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Figure 13: Status and Risk-Taking LCM-SR (2017 cohort). Bold paths represent hypothesized relations for status 

motives (sm), overall risky behavior (rb), and self-perceived status (sp). Parameter estimates are standardized values 

and include standard errors. * p < .05, ** p < .01 
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Table 23: Status and Risk-Taking LCM-SR (2017 cohort) Model Estimates  

 Unstd. Coeff. SE Std. Coeff. p 

Between-Person Estimates         
Status Motives (SM)         
       Fixed Intercept (μyα)  4.627 0.057 7.241  <.001 
       Random Intercept (ψ yα) 0.408 0.079 1.000 <.001 
       Fixed Linear Slope (μyβ) -0.104 0.032  0.01 
Risky Behavior (RB)         
       Fixed Intercept (μxα) 0.549 0.027 5.676  <.001 
       Random Intercept (ψ xα) 0.009 0.033 1.000 .778  
       Fixed Linear Slope (μxβ) -0.119 0.013  <.001 
Status Perceptions (SP)         
       Fixed Intercept (μwα) 6.368 0.126 4.374 <.001 
       Random Intercept (ψ wα) 2.120 0.276 1.000 <.001 
       Fixed Linear Slope (μwβ) -0.157 0.061  .010 
Intercept covariances     
       SM with SP (ψ yαwα) 0.317 0.105 .340 .003 
       RB with SP (ψ xαwα) 0.039 0.056 .274 <.487 
Within-Persons Estimates         
Status Motives     

 SM1 variance (σ2
vy1) 0.434 0.078 1.000 <.001 

 SM2 residual variance (σ2
vy2)  0.534 0.072 .910 <.001 

 SM3 residual variance (σ2
vy3) 0.422 0.058 .878 <.001 

 SM2 on SM1 (and 3 on 2; ρyy) 0.279 0.105 .240, .308 .008 
 SM2 on RB1 (and 3 on 2; ρyx) 0.259 0.138 .142, .120 .060 
 SM2 on SP1 (and 3 on 2; ρyw) -0.074 0.068 -.106, -.090 .277 

Risky Behavior     
 RB1 variance (σ2

vx1) 0.176 0.043 1.000 <.001 
 RB2 residual variance (σ2

vx2)  0.051 0.007 .494 <.001 
 RB3 residual variance (σ2

vx3) 0.042 0.008 .580 <.001 
 RB2 on RB1 (and 3 on 2; ρxx) 0.546 0.112 .714, .651 <.001 
 RB2 on SM1 (and 3 on 2; ρxy) -0.004 0.022 -.008, -.011 .856 
 RB2 on SP1 (and 3 on 2; ρxw) -0.002 0.024 -.007, -.007 .925 

Status Perceptions     
 SP1 variance (σ2

vw1) 1.180 0.188 1.000 <.001 
 SP2 residual variance (σ2

vw2)  0.623 0.560 .893 .266 
 SP3 residual variance (σ2

vw3) 1.097 0.192 .960 <.001 
 SP2 on SP1 (and 3 on 2; ρww) -0.209 0.285 -.272, -.163 .463 
 SP2 on SM1 (and 3 on 2; ρwy) -0.011 0.196 -.009, -.008 .954 
 SP2 on RB1 (and 3 on 2; ρwx) 0.475 0.517 .238, .143 .358 

Correlated Residuals     
 SM1 with RB1 (σvyx1) 0.059 0.025 .215 .016 
 SM1 with SP1 (σvyw1) 0.118 0.085 .164 .168 
 RB1 with SP1 (σvxw1) 0.082 0.073 .181 .262 
 SM2 with RB2 (and 3 with 3; σvyx) 0.010 0.009 .059, .073 .271 
 SM2 with SP2 (and 3 with 3; σvyw) 0.008 0.072 .014, .012 .914 
 RB2 with SP2 (and 3 with 3; σvxw) 0.006 0.024 .035, .029 .791 

Note. The p-values refer to unstandardized coefficients (Unstd. Coeff.). The label “on” refers to “regressed 

on.” The label “and 3 on 2” refers to parameter estimates that were constrained to equality across time. 
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Latent factors for the fixed and random intercepts for status motives, risky behavior, and 

self-perceived status showed that only the intercepts for status motives (μyα = 4.627, SE = 

0.057, p < .001; ψ yα = 0.408, SE = 0.079, p < .001) and self-perceived status (μwα = 6.368, 

SE = 0.126, p < .001; ψ wα = 2.120, SE = 0.276, p < .001) variables differed across 

individuals. Although the fixed intercept for risky behavior was statistically significant 

(μxα = 0.549, SE = 0.027, p < .001), the random intercept was not. The fixed linear slopes 

for status motives (μyβ = -0.104, SE = 0.032, p = .001), risky behavior (μxβ = -0.119, SE = 

0.013, p < .001) and self-perceived status (μxβ = -0.157, SE = 0.061, p = .010) showed 

general decreases in these variables over the three time points. The between-person latent 

intercept covariance for risky behavior and status perceptions did not show any evidence 

to suggest that individuals who engaged in more risky behavior perceived greater status 

at Time 1 (E2). Between-person relations between status motives and risky behavior 

could not be examined (R1). 

Structured residual autoregressions showed that status motives predicted status motives at 

the next time point (ρyy = 0.279, SE = .105, p = .008) and that risky behavior predicted 

risky behavior at the next time point (ρxx = 0.547, SE = 0.112, p < .001). However, 

autoregressions for the structured residuals of self-perceived status were not statistically 

significant. There was no support for hypothesis (H1a) as within-person increases in 

status motives above what was typical for the individual did not predict greater than 

typical risky behavior at the next time point. Hypothesis (H2a) posited that an increase 

from typical levels of risky behavior would predict greater than typical levels of 

perceived status at the next time point; however, it was not supported by the data. 

Increases from typical levels of self-perceived status did not reduce status motives from 

baseline levels, thus showing no support for hypothesis (H3a). The structured residual 

covariance coefficients for status motives and risky behavior, status motives and self-

perceived status and risky behavior and self-perceived status were not statistically 

significant. There was no support for hypotheses (H4a) and (H5a) as gender did not 

moderate the within-person effect of status motives on risky behavior, or the effect of 

risky behavior on self-perceived status. 
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3.8.4.2 Status motives, opportunistic risky behavior, and self-
perceived status in the 2017 cohort 

A detailed description of the model building stages for the Status and Opportunistic Risk-

Taking (OR) LCM-SR (2017 cohort) is provided in Appendix O. Table 24 shows a 

summary of the model comparisons for the LCM-SRs. 

The final multivariate Status and Opportunistic Risk-Taking LCM-SR (2017 cohort) 

included latent fixed and random intercept factors, and fixed slope factors for all 

variables. The within-person components included structured residual coefficients for 

cross-lagged structured residuals and the structured residual covariances constrained to 

equality. Autoregression coefficients for the structured residuals were included, but the 

equality constraints were removed. This model is shown in Figure 14 and the 

unstandardized and standardized parameter estimates, their standard errors, and p-values 

are presented in Table 25. 

The percentage of variance accounted for at the between-persons level for status motives 

ranges from 38% to 46% and the percentage of variance accounted for at the within-

persons level for status motives ranges from 54% to 62%. For opportunistic risky 

behavior, the percentage of variance accounted for at the between-persons level ranges 

from 30% to 36% and at the within-persons level ranges from 64% to 70%. For status 

perceptions, the percentage of variance accounted for at the between-persons level ranges 

from 61% to 72% and at the within-persons level ranges from 28% to 39%. 

The fixed and random intercepts for status motives (μyα = 4.639, SE = 0.058, p < .001; ψ 

yα = 0.390, SE = 0.089, p < .001), opportunistic risky behavior (μxα = 1.388, SE = 0.046, p 

< .001; ψ xα = 0.183, SE = 0.084, p = .029), and self-perceived status (μwα = 6.400, SE = 

0.115, p < .001; ψ wα = 2.051, SE = 0.270, p < .001) were all statistically significant. The 

fixed linear slopes for status motives (μyβ = -0.113, SE = 0.032, p < .001), opportunistic 

risky behavior (μxβ = -0.074, SE = 0.030, p = .014) and self-perceived status (μxβ = -0.193, 

SE = 0.061, p = .002) showed linear decreases in these variables over the three time 

points for the entire sample. The intercept covariances indicated positive between-person 

associations for status motives and self-perceived status (ψ yαwα = 0.368, SE = 0.101, p < 
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.001), as well as opportunistic risky behavior and self-perceived status (E2; ψ xαwα = 

0.222, SE = 0.089, p = .013). The intercept covariance for status motives and 

opportunistic risky behavior was not statistically significant (R1). 

Structured residual autoregressions showed that status motives predicted status motives at 

the next time point (ρy2y1 = 0.427, SE = 0.148, p = .004; ρy3y2 = 0.262, SE = 0.108, p = 

.015). Autoregressions for opportunistic risky behavior and self-perceived status 

structured residuals were not statistically significant. There was no support for hypothesis 

(H1a) as within-person increases in status motives above what is typical for the 

individual did not predict greater than typical opportunistic risky behavior at the next 

time point. Additionally, there was no support for hypothesis (H2a) that an increase from 

typical levels of opportunistic risky behavior would predict greater than typical levels of 

perceived status at the next time point. Hypothesis (H3a) was not supported as increases 

from typical levels of self-perceived status did not reduce status motives from baseline 

levels. The structured residual covariance coefficients for status motives and 

opportunistic risky behavior, status motives and self-perceived status and risky behavior 

and self-perceived status were not statistically significant. When the Wald test was used 

to check for a gender moderation effect, the model did not converge. Therefore, the 

gender moderation effect was examined with an LCM-SR where the autoregression 

structured residual coefficients were constrained to equality. There was no support for 

hypotheses (H4a) and (H5a) as the Wald tests showed no evidence to suggest that gender 

moderated the cross-lagged effect of status motives on risky behavior, or the cross-lagged 

effect of opportunistic risky behavior on self-perceived status. 

 



149 

 

Table 24: Tests of Model Fit for Status and Opportunistic Risk-Taking LCM-SRs (2017 cohort) 

Model Description Χ2(df), p CFI 
RMSEA 
(90% CI) 

SRMR 
Δ Χ2 (df), 

p 
Δ RMSEA Δ CFI 

M1. LCM-SR Model with a fixed slopes for all 
variables, latent intercept covariance 
estimates for status motives and self-
perceived status, as well as opportunistic 
risky behavior and self-perceived status, and 
structured residual autoregressions and 
covariances constrained to equality.   
 

35.20 (24), 
.066 

.978 .042 
(.000 .070) 

.068    

M2. LCM-SR Model with added cross-lagged 
structured residual coefficients.  

27.29 (18), 
.073 

.982 .044 
(.000 .076) 

.065 7.91(6), 
.245 

.002 .004 

M3. LCM-SR with six cross-lagged equality 
constraints removed. 

20.94 (12), 
.051 

.983 .053 
(.000 .090) 

.067 6.35(6), 
.385 

.009 .001 

M4. LCM-SR with three structured residual 
covariance equality constraints removed. 

 22.77 (15), 
.089 

.985 .044 
(.000 .079) 

.064 4.52(3), 
.211 

.000 .003 

M5.  LCM-SR with three structured residual 
autoregression constraints removed.  

18.50 (15), 
.237 

.993 .030   
(.000 .069)  

.032 8.80(3), 
.032 

-.014 .011 

  Note. Chi-squared difference tests compared M1 to M2; M2 was compared to M3, M4, and M5. The final model is shown in bold font.
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Figure 14: Status and Opportunistic Risk-Taking LCM-SR (2017 cohort). Bold paths represent hypothesized relations 

for status motives (sm), opportunistic risky behavior (or), and self-perceived status (sp). Parameter estimates are 

standardized values and include standard errors. * p < .05, ** p < .01.
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Table 25: Status and (OR) Risk-Taking LCM-SR (2017 cohort) Model Estimates  

 Unstd. Coeff. SE Std. Coeff. p 

Between-Person Estimates         
Status Motives (SM)         
       Fixed Intercept (μyα)  4.639 0.058 7.427  <.001 

Random Intercept (ψ yα) 0.183 0.084 1.000 <.029 
Fixed Linear Slope (μyβ) -0.113 0.032  <.001 

Risky Behavior (OR)         
Fixed Intercept (μxα) 1.388 0.046 3.243  <.001 
Random Intercept (ψ xα) 0.183 0.084 1.000   .029 
Fixed Linear Slope (μxβ) -0.074 0.030  .014 

Status Perceptions (SP)         
Fixed Intercept (μwα) 6.396 0.115 4.466  <.001 
Random Intercept (ψ wα) 2.051 0.270 1.000 <.001 
Fixed Linear Slope (μwβ) -0.193 0.061  .002 

Intercept covariances     
SM with SP (ψ yαwα) 0.368 0.101 .412 <.001 
OR with SP (ψ xαwα) 0.222 0.089 -.085 .013 
SM with OR (ψ yαxα) 0.010 0.056 .038 .856 

Within-Persons Estimates         
Status Motives     

SM1 variance (σ2
vy1) 0.464 0.088 1.000 <.001 

SM2 residual variance (σ2
vy2)  0.555 0.072 .863 <.001 

SM3 residual variance (σ2
vy3) 0.404 0.061 .881 <.001 

SM2 on SM1; SM3 on SM2 (ρyy) 0.427, 0.262 0.148, 0.108 .363, .311 .004, .015 
SM2 on OR1 (and 3 on 2; ρyx) -0.076 0.117 -.057, -.064 .514 
SM2 on SP1 (and 3 on 2; ρyw) -0.102 0.062 -.114, -.148 .100 

Opportunistic Risky Behavior     
OR1 variance (σ2

vx1) 0.358 0.085 1.000 <.001 
OR2 residual variance (σ2

vx2)  0.284 0.056 .887 <.001 
OR3 residual variance (σ2

vx3) 0.379 0.057 .915 <.001 
OR2 on OR1; OR3 on OR2 (ρxx) 0.310, 0.325 0.178, 0.191 .328, .285 .082, .090 
OR2 on SM1 (and 3 on 2; ρxy) 0.031 0.086 .037, .039 .719 
OR2 on SP1 (and 3 on 2; ρxw) 0.055 0.066 .088, .084 .403 

Status Perceptions     
SP1 variance (σ2

vw1) 0.804 0.237 1.000 .001 
SP2 residual variance (σ2

vw2)  0.740 0.538 .767 .169 
SP3 residual variance (σ2

vw3) 1.276 0.181 .916 <.001 
SP2 on SP1; SP3 onSP2 (ρww) -0.479, 0.246 0.406, 0.157 -.438, .205 .238, .117 
SP2 on SM1 (and 3 on 2; ρwy) -0.060 0.163 -.041, -.041 .714 
SP2 on OR1 (and 3 on 2; ρwx) -0.376 0.247 -.229, -.180 .128 

Correlated Residuals     
SM1 with OR1 (σvyx1) 0.003 0.056 .006 .962 
SM1 with SP1 (σvyw1) 0.074 0.083 .120 .374 
OR1 with SP1 (σvxw1) -0.046 0.084 -.085 .585 
SM2 with OR2 (and 3 with 3; σvyx) 0.000 0.033 -.001, -.001 .990 
SM2 with SP2 (and 3 with 3; σvyw) -0.001 0.068 -.002, -.002 .985 
OR2 with SP2 (and 3 with 3; σvxw) -0.004 0.064 -.010, -.006 .944 

Note. The p-values refer to unstandardized coefficients (Unstd. Coeff.). The label “on” refers to “regressed 

on.” The label “and 3 on 2” refers to parameter estimates that were constrained to equality across time. 
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3.8.4.3 Social acceptance motives, risky behavior, and loneliness 
in the 2017 cohort 

A detailed description of the model building stages for the Acceptance and Risk-Taking 

LCM-SR (2017 cohort) is provided in Appendix P. This multivariate analysis followed 

the exact same steps as the analyses described previously; however, because of model 

estimation problems, additional steps were required to reach an admissible solution. To 

examine the social acceptance functions of risky behavior, latent fixed intercept, random 

intercept, and fixed slope factors were included for each variable. The latent intercepts 

were allowed to covary. At the within-person level, autoregressions among structured 

residuals, and structured residual covariances were included in the LCM-SR model. 

However, the LCM-SR AR and the LCM-SR ARCL models did not converge until the 

cross-lagged paths were added for the structured residuals and the cross-lagged path for 

the within person effect of acceptance motives on risky behavior was allowed to differ for 

male and female participants. In other words, the LCM-SR would not converge unless 

gender moderated the within person effect of social acceptance motives on risky behavior 

consistent with hypothesis (H4b). As the Wald test showed a statistically significant 

gender moderation effect, t(1) = 5.689, p = .017, this model was retained. This 

Acceptance and Risk-Taking LCM-SR (2017 cohort) included structured residual 

autoregressions and structured residual covariances constrained to equality. Cross-lagged 

paths were also constrained to equality, except for the cross-lagged path between 

acceptance motives and risky behavior, which was unconstrained across gender. Gender 

did not moderate the within-person effects of risky behavior on loneliness.  

Equality constraints could not be removed from the LCM-SR until the model converged. 

Although attempts to remove these constraints have been made to achieve model 

convergence prior to the examination of gender moderation effects, they were also 

removed from the model afterwards once the model produced trustworthy estimates. 

Alternative models with constraints removed from the cross-lagged paths, residual 

covariances, and autoregressions did not converge for comparison. As the final 

multivariate LCM-SR fit the data poorly, χ2(47) = 110.096, p < .001, RMSEA = .102, 

CFI = .930, SRMR = .104, the results should be interpreted cautiously. This Acceptance 
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and Risk-Taking LCM-SR (2017 cohort) is presented in Figure 15 for male participants 

and Figure 16 for female participants. Unstandardized and standardized parameter 

estimates for male and female participants, their standard errors, and p-values are 

presented in Table 26. 

The percentage of variance accounted for at the between-persons level for acceptance 

motives ranges from 44% to 58% and the percentage of variance accounted for at the 

within-persons level for acceptance motives ranges from 42% to 56%. For risky behavior, 

the percentage of variance accounted for at the between-persons level ranges from 18% 

to 50% and at the within-persons level ranges from 50% to 82%. Finally, for loneliness, 

the percentage of variance accounted for at the between-persons level ranges from 44% 

to 71% and at the within-persons level ranges from 29% to 56%. 

For the male sample, fixed and random intercepts for social acceptance motives (μyα = 

3.373, SE = 0.062, p < .001; ψ yα = 0.179, SE = 0.060, p = .003) and loneliness (μwα = 

2.410, SE = 0.048, p < .001; ψ wα = 0.131, SE = 0.040, p = .001) demonstrated significant 

variability in the intercepts for these variables. The risky behavior random intercept was 

not statistically significant in the male sample. The latent fixed slope factors for social 

acceptance motives (μyβ = -0.123, SE = 0.031, p < .001), risky behavior (μxβ = -0.144, SE 

= 0.022, p < .001), and loneliness (μwβ = -0.118, SE = 0.027, p < .001) showed a linear 

decline across the three time points. The intercept covariances for social acceptance 

motives and risky behavior (R2), social acceptance motives and loneliness, and risky 

behavior and loneliness (E3) indicated no between-person associations.  

For the female sample, latent factors for the fixed and random intercepts for social 

acceptance motives (μyα = 3.600, SE = 0.041, p < .001; ψ yα = 0.127, SE = 0.053, p = 

.016), risky behavior (μxα = 0.534, SE = 0.032, p < .001; ψ xα = 0.045, SE = 0.022, p = 

.040), and loneliness (μwα = 2.372, SE = 0.035, p < .001; ψ wα = 0.140, SE = 0.026, p < 

.001) demonstrated significant variability for all variable intercepts. As in the male 

sample, the fixed slopes for social acceptance motives (μyβ = -0.076, SE = 0.020, p < 

.001), risky behavior (μxβ = -0.103, SE = 0.014, p < .001), and loneliness (μwβ = -0.110, 

SE = 0.019, p < .001) showed a linear decline in each of these variables and the intercept 
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covariances for social acceptance motives and risky behavior (R2), social acceptance 

motives and loneliness, and risky behavior and loneliness (E3) indicated no between-

person associations. 

Autoregressions among the structured variables for acceptance motives, risky behavior, 

and loneliness showed that prior risky behavior (ρxx = 0.371, SE = 0.092 p < .001) and 

loneliness (ρww = 0.406, SE = 0.106, p < .001) predicted risky behavior and loneliness at 

the within-person level, after accounting for other latent between-person and within-

person effects in the model. Contradicting hypothesis (H1b), the cross-lagged coefficients 

showed that an increase in social acceptance motives from an individual’s baseline level 

predicted a decrease in typical levels of risky behavior at the next time point (ρxy = -

0.169, SE = 0.063, p = .007), but only for female participants. For male participants, these 

relations were not statistically significant. The gender moderation of these effects was 

partially consistent with hypothesis (H4b), but not in the expected way as male 

acceptance motives were expected to promote risky behavior more strongly than female 

acceptance motives. There was no support for hypothesis (H2b) that an increase from 

typical levels of risky behavior would predict a decrease in loneliness from baseline 

levels at the next time point. However, greater than typical within-person levels of 

loneliness did predict a decrease in risky behavior from baseline at the next time point 

(ρxw = -0.153, SE = 0.062, p = .014). The expected within-person effect consistent with 

hypothesis (H3b), that higher than typical levels of loneliness would predict an increase 

in social acceptance motives from baseline, was not supported. The structured residual 

covariances showed no evidence to suggest within-person associations between 

acceptance motives and risky behavior. However, there were negative associations 

between acceptance motives and loneliness (σvyw1 = -0.032, SE = 0.037, p = .384; σvyw = -

0.020, SE = 0.009, p = .033) and between risky behavior and loneliness (σvxw1 = -0.039, 

SE = 0.024, p = .105; σvxw = -0.013, SE = 0.005, p = .009) at the same time point, after 

accounting for other factors. Hypothesis (H5b), that gender would moderate the relations 

between risky behavior and loneliness, could only be examined in a model with no 

intercept covariances and constraints removed from residual covariances; however, this 

hypothesis was not supported as the Wald test was not statistically significant. 
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Figure 15: Acceptance and Risk-Taking LCM-SR (2017 male cohort). Bold paths represent hypothesized relations for 

acceptance motives (am), risky behavior (rb), and loneliness (lo). Parameter estimates are standardized values and 

include standard errors. * p < .05, ** p < .01  
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Figure 16: Acceptance and Risk-Taking LCM-SR (2017 female cohort). Bold paths represent hypothesized relations for 

acceptance motives (am), overall risky behavior (rb), and loneliness (lo). Parameter estimates are standardized values 

and include standard errors. * p < .05, ** p < .01  
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Table 26: Acceptance and Risk-Taking LCM-SR (2017 cohort) Model Estimates 

with Separate Estimates for Male and Female Participants. 

 Male Participants Female Participants 
  Unstd. 

Coeff. 
SE Std. Coeff. p Unstd. 

Coeff. 
SE Std. Coeff. p 

Parameter Estimates                 
Acceptance Motives (AM)                 

Fixed Intercept (μyα) 3.373 0.062 7.966 <.001 3.600 0.041 10.100  <.001 
Random Intercept (ψ yα) 0.179 0.060 1.000 .003 0.127 0.053 1.000 .016 
Fixed Linear Slope (μyβ) -0.123 0.031  <.001 -0.076 0.020  <.001 

Risky Behavior (RB)                 
Fixed Intercept (μxα) 0.556 0.043 3.334 <.001 0.534 0.032 2.511 <.001 
Random Intercept (ψ xα) 0.028 0.019 1.000 .151 0.045 0.022 1.000 .040 
Fixed Linear Slope (μ xβ) -0.144 0.022  <.001 -0.103 0.014  <.001 

Loneliness (LO)                 
Fixed Intercept (μwα) 2.410 0.048 6.660 <.001 2.372 0.035 6.330 <.001 
Random Intercept (ψwα) 0.131 0.040 1.000 .001 0.140 0.026 1.000 <.001 
Fixed Linear Slope (μ wβ) -0.118 0.027  <.001 -0.110 0.019  <.001 

Intercept Covariances         
AM with LO (ψ yαwα) 0.057 0.038 .370 .131 0.031 0.020 .229 .135 
AM with RB (ψ yαxα) 0.013 0.024 .191 .583 0.024 0.026 .319 .355 
RB with LO (ψ xαwα) 0.005 0.020 .085 .795 0.022 0.017 .279 .201 

Within-Person Estimates                 
Acceptance Motives         

AM1 variance (σ2
vy1) 0.147 0.070 1.000 .037 0.165 0.032 1.000 <.001 

AM2 residual variance (σ2
vy2) 0.129 0.037 .919 .001 0.115 0.049 .892 .019 

AM3 residual variance (σ2
vy3) 0.116 0.033 .890 <.001 0.087 0.023 .865 <.001 

AM2 on AM1 (and 3 on 2; ρyy) 0.249  0.253 .255, .258 .325 0.249  0.253 .282, .293 .325 
AM2 on RB1 (and 3 on 2; ρyx) -0.068 0.158 -.066, -.048 .667 -0.068 0.158 -.071, -.058 .667 
AM2 on LO1 (and 3 on 2; ρyw) -0.152 0.112 -.096, -.172 .173 -0.152 0.112 -.110, -.170 .173 

Risky Behavior         
RB1 variance (σ2

vx1) 0.131 0.031 1.000 <.001 0.141 0.035 1.000 <.001 
RB2 residual variance (σ2

vx2) 0.038 0.009 .584 <.001 0.043 0.007 .602 <.001 
RB3 residual variance (σ2

vx3) 0.043 0.010 .703 <.001 0.025 0.006 .570 <.001 
RB2 on RB1 (and 3 on 2; ρxx) 0.371 0.092 .529, .383 <.001 0.371 0.091 .522, .472 <.001 
RB2 on AM1 (and 3 on 2; ρxy) 0.063 0.101 .095, .096 .534 -0.169 0.063 -.258, -.289 .007 
RB2 on LO1 (and 3 on 2; ρxw) -0.153 0.062 -.143, -.255 .014 -0.153 0.062 -.149, -.257 .014 

Loneliness         
LO1 variance (σ2

vw1) 0.056 0.034 1.000 .096 0.068 0.022 1.000 .002 
LO2 residual variance (σ2

vw2) 0.146 0.027 .868 <.001 0.108 0.016 .865 <.001 
LO3 residual variance (σ2

vw3) 0.124 0.025 .767 <.001 0.132 0.019 .823 <.001 
LO2 on LO1 (and 3 on 2; ρww) 0.406 0.106 .235, .414 <.001 0.406 0.106 .299, .360 <.001 
LO2 on AM1 (and 3 on 2; ρwy) -0.125 0.084 -.111, -.116 .137 -0.125 0.084 -.143, -.112 .137 
LO2 on RB1 (and 3 on 2; ρwx) -0.126 0.084 -.111, -.079 .198 -0.126 0.098 -.134, -.084 .198 

Correlated Residuals         
AM1 with RB1 (σvyx1) 0.038 0.034 .276 .254 -0.021 0.032 -.137 .507 
AM1 with LO1 (σvyw1) -0.032 0.037 -.350 .384 -0.011 0.017 -.106 .519 
RB1 with LO1 (σvxw1) -0.039 0.024 -.457 .105 -0.005 0.022 -.049 .824 
AM2 with RB2 (and 3 on 3; σvyx) -0.003 0.007 -.048, -.047 .619 -0.003 0.007 -.047, -.071 .619 
AM2 with LO2 (and 3 on 3; σvyw) -0.020 0.009 -.147, -.167 .033 -0.020 0.009 -.180, -.188 .033 
RB2 with LO2 (and 3 on 3; σvxw) -0.013 0.005 -.174, -.178 .009 -0.013 0.005 -.189, -.224 .009 

Note. The p-values refer to unstandardized coefficients (unstd. Coeff.). The label “on” refers to “regressed 

on.” The label “3 on 2” refers to parameter estimates that were constrained to equality across time. 
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3.8.4.4 Social acceptance motives, opportunistic risky behavior, 
and loneliness in the 2017 cohort 

A description of the model building stages for the Acceptance and Opportunistic Risk-

Taking (OR) LCM-SR (2017 cohort) is provided in Appendix Q. Table 27 presents a 

summary of the model comparisons for the LCM-SRs. 

The final Acceptance and Opportunistic Risk-Taking LCM-SR (2017 cohort) had 

unconstrained cross-lagged paths based on the model comparisons. However, in this 

model, the intercept covariances were not estimated due to nonconvergence with the 

gender moderation effect and the cross-lagged paths from acceptance motives to 

opportunistic risky behavior were allowed to differ for male and female participants, 

though these gender moderated paths were constrained to equality.   

The final Acceptance and Opportunistic Risk-Taking LCM-SR (2017 cohort) had a high 

SRMR value, which indicated a poor model fit, but the RMSEA and CFI values were in a 

good range, χ2(38) = 63.759, p = .006, RMSEA = .072, CFI = .965, SRMR = .104. As the 

SRMR does not take complexity into account, it may not be a good index of model fit 

here. This model is presented in Figure 17 for male participants and Figure 18 for female 

participants. Unstandardized and standardized parameter estimates for male and female 

participants, their standard errors, and p-values are presented in Table 28. 

The percentage of variance accounted for at the between-persons level for acceptance 

motives ranges from 40% to 59% and the percentage of variance accounted for at the 

within-persons level for acceptance motives ranges from 41% to 60%. For opportunistic 

risky behavior, the percentage of variance accounted for at the between-persons level 

ranges from 11% to 34% and at the within-persons level ranges from 66% to 89%. 

Finally, for loneliness, the percentage of variance accounted for at the between-persons 

level ranges from 34% to 67% and at the within-persons level ranges from 33% to 66%. 
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Table 27: Tests of Model Fit for Acceptance and Opportunistic Risk-Taking LCM-SRs (2017 cohort) 

Model Description Χ2(df), p CFI 
RMSEA 
(90% CI) 

SRMR 
Δ Χ2 (df), 

p 
Δ RMSEA Δ CFI 

M1. LCM-SR Model with a fixed slopes for all 
variables, latent intercept covariance 
estimates for all covariates, as well as 
structured residual autoregressions and 
covariances constrained to equality.   
 

43.44 (24), 
.009 

.973 .056 
(.028 .082) 

.056    

M2. LCM-SR Model with added cross-lagged 
structured residual coefficients.  

36.22 (18), 
.007 

.975 .044 
(.000 .076) 

.062 7.22(6), 
.301 

-.012 .002 

M3. LCM-SR with six cross-lagged equality 
constraints removed. 

19.18 (12), 
.084 

.990 .048 
(.000 .086) 

.048 17.04(6), 
.009 

.004 .015 

M4. LCM-SR with three structured residual 
covariance equality constraints removed. 

 32.09 (15), 
.006 

.976 .066 
(.034 .098) 

.053 4.13(3), 
.248 

.022 .001 

M5.  LCM-SR with three structured residual 
autoregression constraints removed.  

32.97 (15), 
.005 

.975 .068   
(.036 .099)  

.044 3.25(3), 
.355 

.024 .000 

  Note. Chi-squared difference tests compared M1 to M2; M2 was compared to M3, M4, and M5. The final model is shown in bold font.
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Figure 17: Acceptance and Opportunistic Risk-Taking LCM-SR (2017 male cohort). Bold paths represent hypothesized 

relations for acceptance motives (am), opportunistic risky behavior (or), and loneliness (lo). Parameter estimates are 

standardized values and include standard errors. * p < .05, ** p < .01  
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Figure 18: Acceptance and Opportunistic Risk-Taking LCM-SR (2017 female cohort). Bold paths represent 

hypothesized relations for acceptance motives (am), opportunistic risky behavior (or), and loneliness (lo). Parameter 

estimates are standardized values and include standard errors. * p < .05, ** p < .01  
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Table 28: Acceptance and (OR) Risk-Taking LCM-SR (2017 cohort) Model 

Estimates with Separate Estimates for Male and Female Participants. 

 
 Male Participants Female Participants 
  Unstd. 

Coeff. 
SE Std. Coeff. p Unstd. 

Coeff. 
SE Std. Coeff. p 

Parameter Estimates                 
Acceptance Motives (AM)                 

Fixed Intercept (μyα) 3.416 0.063 8.036 <.001 3.610 0.041 10.434 <.001 
Random Intercept (ψ yα) 0.181 0.039 1.000 <.001 0.120 0.033 1.000 <.001 
Fixed Linear Slope (μyβ) -0.132 0.031  <.001 -0.080 0.020  <.001 

Risky Behavior (OR)                 
Fixed Intercept (μxα) 1.353 0.079 5.478 <.001 1.387 0.057 3.404 <.001 
Random Intercept (ψ xα) 0.061 0.108 1.000 .572 0.166 0.094 1.000 .078 
Fixed Linear Slope (μ xβ) -0.074 0.057  .194 -0.068 0.036  .059 

Loneliness (LO)                 
Fixed Intercept (μwα) 2.372 0.049 7.564 <.001 2.376 0.035 6.374 <.001 
Random Intercept (ψwα) 0.098 0.035 1.000 .006 0.139 0.027 1.000 <.001 
Fixed Linear Slope (μ wβ) -0.111 0.026  <.001 -0.111 0.019  <.001 

Within-Person Estimates                 
Acceptance Motives         

AM1 variance (σ2
vy1) 0.167 0.044 1.000 <.001 0.178 0.030 1.000 <.001 

AM2 residual variance (σ2
vy2) 0.085 0.024 .700 .001 0.122 0.027 .877 <.001 

AM3 residual variance (σ2
vy3) 0.122 0.031 .825 <.001 0.083 0.016 .853 <.001 

AM2 on AM1 (and 3 on 2; ρyy) 0.312  0.124 .367, .282 .012 0.312  0.124 .352, .372 .012 
AM2 on OR1 (and 3 on 2; ρyx) 0.065 0.078 .119, .202 .407 -0.042 0.072 -.071, .009 .563 
AM2 on LO1 (and 3 on 2; ρyw) -0.466 0.235 -.411, .195 .047 -0.152 0.238 -.106, .123 .522 

Risky Behavior         
OR1 variance (σ2

vx1) 0.406 0.118 1.000 .001 0.400 0.105 1.000 <.001 
OR2 residual variance (σ2

vx2) 0.301 0.084 .717 <.001 0.259 0.052 .779 <.001 
OR3 residual variance (σ2

vx3) 0.362 0.081 .736 <.001 0.380 0.060 .791 <.001 
OR2 on OR1 (and 3 on 2; ρxx) 0.350 0.164 .344, .324 .033 0.350 0.164 .384, .291 .033 
OR2 on AM1 (and 3 on 2; ρxy) 0.583 0.196 .368, .289 .003 -0.058 0.131 -.042, -.031 .658 
OR2 on LO1 (and 3 on 2; ρxw) -0.360 0.335 -.170, -.134 .283 -0.429 0.359 -.194, -.280 .231 

Loneliness         
LO1 variance (σ2

vw1) 0.094 0.038 1.000 .013 0.068 0.023 1.000 .003 
LO2 residual variance (σ2

vw2) 0.126 0.027 .755 <.001 0.114 0.016 .798 <.001 
LO3 residual variance (σ2

vw3) 0.076 0.025 .391 .002 0.130 0.018 .797 <.001 
LO2 on LO1 (and 3 on 2; ρww) 0.495 0.101 .372, .457 <.001 0.495 0.101 .341, .463 <.001 
LO2 on AM1 (and 3 on 2; ρwy) 0.319 0.148 .320, -.599 .031 0.103 0.096 .115, .043 .287 
LO2 on OR1 (and 3 on 2; ρwx) -0.025 0.087 -.038, .238 .778 -0.121 0.065 -.202, .053 .064 

Correlated Residuals         
AM1 with OR1 (σvyx1) 0.022 0.041 .085 .588 0.049 0.031 .183 .114 
AM1 with LO1 (σvyw1) 0.005 0.026 .038 .852 0.006 0.017 .056 .728 
OR1 with LO1 (σvxw1) 0.028 0.033 .145 .395 -0.043 0.025 -.260 .088 
AM2 with OR2 (and 3 on 3; σvyx) 0.006 0.014 .040, .031 .633 0.006 0.014 .036, .036 .633 
AM2 with LO2 (and 3 on 3; σvyw) -0.011 0.008 -.110, -.117 .180 -0.011 0.008 -.096, -.108 .180 
OR2 with LO2 (and 3 on 3; σvxw) -0.021 0.013 -.108, -.126 .100 -0.021 0.013 -.122, -.094 .100 

Note. The p-values refer to unstandardized coefficients (unstd. Coeff.). The label “on” refers to “regressed 

on.” The label “3 on 2” refers to parameter estimates that were constrained to equality across time. 
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For the male sample, latent fixed and random intercept factors for social acceptance 

motives (μyα = 3.416, SE = 0.063, p < .001; ψ yα = 0.181, SE = 0.039, p < .001) and 

loneliness (μwα = 2.372, SE = 0.049, p < .001; ψ wα = 0.098, SE = 0.035, p = .006) 

demonstrated significant variability in the intercepts for these variables. The 

opportunistic risky behavior random intercept was not statistically significant. The latent 

fixed slope factor for social acceptance motives (μyβ = -0.132, SE = 0.031, p < .001) and 

loneliness (μwβ = -0.111, SE = 0.026, p < .001) showed a linear decline in each of these 

variables; however, there was no linear change in male opportunistic risky behavior. 

For the female sample, latent fixed and random intercept factors for social acceptance 

motives (μyα = 3.610, SE = 0.041, p < .001; ψ yα = 0.120, SE = 0.033, p < .001) and 

loneliness (μwα = 2.376, SE = 0.035, p < .001; ψ wα = 0.139, SE = 0.027, p < .001) 

demonstrated significant variability in the intercepts as well. The random intercept for 

opportunistic risky behavior was not statistically significant. In addition, fixed slope 

factors for social acceptance motives (μyβ = -0.080, SE = 0.020, p < .001), and loneliness 

(μwβ = -0.111, SE = 0.019, p < .001) showed a linear decline in each of these variables. 

There was little evidence to suggest systematic change in the opportunistic risky behavior 

variable.  

At the within-person level, structured residual autoregressions for acceptance motives 

(ρyy = 0.312, SE = 0.124, p = .012), risky behavior (ρxx = 0.350, SE = 0.164, p = .033), 

and loneliness (ρww = 0.495, SE = 0.101, p < .001) showed that each variable predicted 

the same variable at the next time point, after accounting for other predictors in the 

model. Consistent with hypotheses (H1b) and (H4b), the cross-lagged structured residual 

coefficients showed that an increase in social acceptance motives from an male 

participant’s typical level predicted an increase in his own opportunistic risky behavior 

from baseline at the next time point (ρxy = 0.583, SE = 0.196, p = .003). These relations 

were not statistically significant in the female sample. There was no support for 

hypothesis (H2b) that an increase from typical levels of risky behavior would predict a 

decrease in loneliness at the next time point for male participants and female participants 

from their own baseline levels. The expected within-person effect consistent with 

hypothesis (H3c) that higher than typical levels of loneliness would predict an increase in 
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social acceptance motives from baseline levels was also not supported in male or female 

participants. The structured residual covariances showed no evidence to suggest within-

person associations between acceptance motives and risky behavior, between acceptance 

motives and loneliness and between risky behavior and loneliness at the same time point, 

after accounting for the between-person latent factors and within-person effects. 

Hypothesis (H5b), that gender would moderate the relations between risky behavior and 

loneliness was not statistically significant. 

3.8.4.5 Mate-seeking motives, risky behavior, and loneliness in the 
2017 cohort 

A detailed description of the model building stages for the Mate-seeking and Risk-Taking 

LCM-SR (2017 cohort) is provided in Appendix R. During the model-building stage, 

only two LCM-SR models were able to converge and produce valid parameter estimates 

when equality constraints were removed. The first model had equality constraints 

removed from the structured residual cross-lagged paths, χ2(13) = 36.444, p < .001, 

RMSEA = .083, CFI = .975, SRMR = .048, and the second model had equality 

constraints removed from structured residual autoregression coefficients, χ2(2) = 36.291, 

p = .003, RMSEA = .07, CFI = .979, SRMR = .037. These models were compared to 

each other on model fit indices. Since the second model fit the data better, it was selected 

as the final Mate-seeking and Risk-Taking LCM-SR (2017 cohort) model to examine the 

hypotheses. This is shown in figure 19 and the unstandardized and standardized 

parameter estimates, their standard errors, and p-values are presented in Table 29. 

The percentage of variance accounted for at the between-persons level for mate-seeking 

motives ranges from 52% to 67% and the percentage of variance accounted for at the 

within-persons level for mate-seeking motives ranges from 33% to 48%. For risky 

behavior, the percentage of variance accounted for at the between-persons level ranges 

from 42% to 92% and at the within-persons level ranges from 08% to 58%. For 

loneliness, the percentage of variance accounted for at the between-persons level ranges 

from 37% to 58% and at the within-persons level ranges from 42% to 63%. 
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Figure 19: Mate-seeking and Risk-Taking LCM-SR (2017 cohort). Bold paths represent hypothesized relations for 

mate-seeking motives (ms), risky behavior (rb), and loneliness (lo). Parameter estimates are standardized values and 

include standard errors. * p < .05, ** p < .01 
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Table 29: Mate-seeking and Risk-Taking LCM-SR (2017 cohort) Model Estimates  

 Unstd. Coeff. SE Std. Coeff. p 

Between-Person Estimates         
Mate Seeking (MS)         

Fixed Intercept (μyα)  4.035 0.083 3.654 <.001 
Random Intercept (ψ yα) 1.219 0.215 1.000 <.001 

Risky Behavior (RB)         
Fixed Intercept (μxα) 0.544 0.026 2.012 <.001 
Random Intercept (ψ xα) 0.073 0.017 1.000 <.001 
Fixed Linear Slope (μxβ) -0.117 0.012  <.001 

Loneliness (LO)         
Fixed Intercept (μwα) 2.386 0.028 7.056 <.001 
Random Intercept (ψ wα) 0.114 0.028 1.000 <.001 
Fixed Linear Slope (μwβ) -0.113 0.015  <.001 

Intercept covariances     
MS with LO (ψ yαwα) -0.002 0.049 -.006 .963 
RB with LO (ψ xαwα) 0.012 0.012 .131 .327 
MS with RB (ψ yαxα) 0.056 0.030 .186 .060 

Within-Persons Estimates         
Mate Seeking     

MS1 variance (σ2
vy1) 1.115 0.195 1.000 <.001 

MS2 residual variance (σ2
vy2)  0.835 0.149 .830 <.001 

MS3 residual variance (σ2
vy3) 0.500 0.114 .870 <.001 

MS2 on MS1; MS3 on MS2 (ρyy) 0.373, 0.259 0.138, 0.152 .393, .343 .007, .087 
MS2 on RB1 (and 3 on 2; ρyx) 0.196 0.274 .062, .053 .475 
MS2 on LO1 (and 3 on 2; ρyw) 0.148 0.233 .043, .085 .527 

Risky Behavior     
RB1 variance (σ2

vx1) 0.102 0.015 1.000 <.001 
RB2 residual variance (σ2

vx2)  0.033 0.010 .775 .001 
RB3 residual variance (σ2

vx3) 0.002 0.024 .251 .943 
RB2 on RB1; RB3 on RB2 (ρxx) 0.261, -0.290 0.099, 0.467  .407, -.713 .008, .534 
RB2 on MS1 (and 3 on 2; ρxy) 0.007 0.020 .035, .082 .727 
RB2 on LO1 (and 3 on 2; ρxw) -0.137 0.063 -.196, -.722 .030 

Loneliness     
LO1 variance (σ2

vw1) 0.086 0.027 1.000 .001 
LO2 residual variance (σ2

vw2)  0.133 0.014 .693 <.001 
LO3 residual variance (σ2

vw3) 0.127 0.015 .748 <.001 
LO2 on LO1; LO3 on LO2 (ρww) 0.824, 0.461 0.145, 0.090 .550, .491 <.001, <.001 
LO2 on MS1 (and 3 on 2; ρwy) -0.025 0.031 -.061, -.062 .417 
LO2 on RB1 (and 3 on 2; ρwx) -0.053 0.113 -.038, -.026 .641 

Correlated Residuals     
MS1 with RB1 (σvyx1) 0.050 0.036 .149 .169 
MS1 with LO1 (σvyw1) 0.029 0.047 .094 .534 
RB1 with LO1 (σvxw1) -0.010 0.013 -.108 .438 
MS2 with RB2 (and 3 with 3; σvyx) 0.012 0.013 .073, .404 .341 
MS2 with LO2 (and 3 with 3; σvyw) 0.001 0.023 .002, .003 .973 
RB2 with LO2 (and 3 with 3; σvxw) -0.010 0.006 -.156, -.691 .096 

Note. The p-values refer to unstandardized coefficients (Unstd. Coeff.). The label “on” refers to “regressed 

on.” The label “and 3 on 2” refers to parameter estimates that were constrained to equality across time. 
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Latent fixed and random intercepts for mate-seeking motives (μyα = 4.035, SE = 0.083, p 

< .001; ψ yα = 1.219, SE = 0.215, p < .001), risky behavior (μxα = 0.544, SE = 0.026, p < 

.001; ψ xα = 0.073, SE = 0.017, p < .001), and loneliness (μwα = 2.386, SE = 0.028, p < 

.001; ψ wα = 0.114, SE = 0.028, p < .001) demonstrated significant variability in the 

intercepts. The latent fixed slopes for risky behavior (μxβ = -0.117, SE = 0.012, p < .001) 

and loneliness (μwβ = -0.113, SE = 0.015, p < .001) showed a linear decline in each of 

these variables. The intercept covariances for mate-seeking motives and risky behavior 

(E1), mate-seeking motives and loneliness, and risky behavior and loneliness (E3) 

indicated no between-person associations. 

Of the structured residual autoregressions for mate-seeking motives, risky behavior, and 

loneliness, only loneliness consistently predicted loneliness at the next time point (ρw2w1 = 

0.824, SE = 0.145, p < .001; ρw3w2 = 0.461, SE = 0.090, p < .001), after accounting for 

other effects. The cross-lagged coefficients showed no support for hypothesis (H1c), 

which posited that an increase in mate-seeking motives from an individual’s typical level 

would predict an increase in risky behavior levels from baseline levels at the next time 

point. There was no support for hypothesis (H2b) that an increase from typical levels of 

risky behavior would predict a decrease in loneliness levels from baseline at the next time 

point, though the within-person cross-lagged effects of loneliness predicted a decrease in 

risky behavior levels from baseline at the next time point (ρxw = -0.137, SE = 0.063, p = 

.030). The expected within-person effect consistent with hypothesis (H3c), that higher 

than typical levels of loneliness would predict an increase in social acceptance motives, 

was not supported.  

Residual covariances showed no evidence to suggest within-person associations between 

mate-seeking motives and risky behavior, mate-seeking motives and loneliness, and 

between risky behavior and loneliness at the same time point, after accounting for the 

between-person latent factors and within-person effects. Models testing gender 

moderation effects did not converge. Thus, there was no support for hypotheses (H4c) 

and (H5b). 
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3.8.4.6 Mate-seeking motives, opportunistic risky behavior, and 
loneliness in the 2017 cohort 

A description of the model building stages for the Mate-seeking and Opportunistic Risk-

Taking (OR) LCM-SR (2017 cohort) is shown in Appendix S. Model comparisons for 

these LCM-SRs are summarized in Table 30. Between-person components in the final 

Mate-seeking and Opportunistic Risk-Taking LCM-SR (2017 cohort) included latent 

fixed and random intercepts for all variables, covariances among the intercepts, and fixed 

slopes for opportunistic risky behavior and loneliness. The within-person components 

included the structured residual coefficients for cross-lagged paths, autoregressions, and 

residual covariances constrained to equality. This model is presented in Figure 20. 

Unstandardized and standardized parameter estimates for male and female participants, 

their standard errors, and p-values are presented in Table 31.  

The percentage of variance accounted for at the between-persons level for mate-seeking 

motives ranges from 50% to 62% and the percentage of variance accounted for at the 

within-persons level for mate-seeking motives ranges from 38% to 50%. For 

opportunistic risky behavior, the percentage of variance accounted for at the between-

persons level ranges from 26% to 31% and at the within-persons level ranges from 69% 

to 74%. For loneliness, the percentage of variance accounted for at the between-persons 

level ranges from 48% to 71% and at the within-persons level ranges from 29% to 52%. 

Latent fixed and random intercepts for mate-seeking motives (μyα = 4.045, SE = 0.082, p 

< .001; ψ yα = 1.155, SE = 0.233, p < .001) and loneliness (μwα = 2.378, SE = 0.028, p < 

.001; ψ wα = 0.142, SE = 0.022, p < .001) demonstrated significant between-person 

variability. The opportunistic risky behavior random intercept was not statistically 

significant. The fixed slopes for opportunistic risky behavior (μxβ = -0.075, SE = 0.031, p 

= .014) and loneliness (μwβ = -0.110, SE = 0.016, p < .001) showed linear decline in these 

variables over the three time points.  



169 

 

Table 30: Tests of Model Fit for Mate-seeking and Opportunistic Risk-Taking LCM-SRs (2017 cohort) 

Model Description Χ2(df), p CFI 
RMSEA 
(90% CI) 

SRMR 
Δ Χ2 (df), 

p 
Δ RMSEA Δ CFI 

M1. LCM-SR Model with fixed slopes for 
opportunistic risky behavior and loneliness, 
latent intercept covariance estimates, and 
structured residual autoregressions and 
covariances constrained to equality.   
 

49.55 (25), 
.002 

.969 .061 
(.036 .086) 

.058    

M2. LCM-SR Model with added cross-
lagged structured residual coefficients.  

37.91 (19), 
.006 

.976 .062 
(.032 .090) 

.052 11.64(6), 
.070 

.001 .007 

M3. LCM-SR with six cross-lagged equality 
constraints removed. 

27.31 (13), 
.011 

.982 .065 
(.030 .099) 

.046 17.04(6), 
.102 

.003 .006 

M4. LCM-SR with three structured residual 
covariance equality constraints removed. 

 32.09 (16), 
.020 

.980 .062 
(.034 .098) 

.050 5.82(3), 
.121 

.000 .004 

M5.  LCM-SR with three structured residual 
autoregression constraints removed.  

31.17 (16), 
.013 

.981 .060   
(.027 .091)  

.034 6.74(3), 
.081 

-.002 .005 

  Note. Chi-squared difference tests compared M1 to M2; M2 was compared to M3, M4, and M5. The final model is shown in bold font.
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Figure 20: Mate-seeking and Opportunistic Risk-Taking LCM-SR (2017 cohort). Bold paths represent hypothesized 

relations for mate-seeking motives (ms), opportunistic risky behavior (or), and loneliness (lo). Parameter estimates are 

standardized values and include standard errors. * p < .05, ** p < .01 
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Table 31: Mate-seeking and Risk-Taking (OR) LCM-SR (2017 cohort) Model 

Estimates  

 Unstd. Coeff. SE Std. Coeff. p 

Between-Person Estimates         
Mate Seeking (MS)         

Fixed Intercept (μyα)  4.045 0.082 3.764 <.001 
Random Intercept (ψ yα) 1.155 0.233 1.000 <.001 

Risky Behavior (OR)         
Fixed Intercept (μxα) 1.383 0.046 3.498 <.001 
Random Intercept (ψ xα) 0.156 0.087 1.000 .072 
Fixed Linear Slope (μxβ) -0.075 0.031  .014 

Loneliness (LO)         
Fixed Intercept (μwα) 2.378 0.028 6.301 <.001 
Random Intercept (ψ wα) 0.142 0.022 1.000 <.001 
Fixed Linear Slope (μwβ) -0.110 0.016  <.001 

Intercept covariances     
MS with LO (ψ yαwα) -0.026 0.047 -.063 .586 
OR with LO (ψ xαwα) -.009 0.027 -.062 .734 
MS with OR (ψ yαxα) -0.034 0.098 -.081 .724 

Within-Persons Estimates         
Mate Seeking     

MS1 variance (σ2
vy1) 1.143 0.227 1.000 <.001 

MS2 residual variance (σ2
vy2)  0.855 0.136 .842 <.001 

MS3 residual variance (σ2
vy3) 0.557 0.093 .792 <.001 

MS2 on MS1 (and 3 on 2; ρyy) 0.348 0.119 .369, .418 .004 
MS2 on OR1 (and 3 on 2; ρyx) 0.095 0.155 .058, .066 .542 
MS2 on LO1 (and 3 on 2; ρyw) 0.286 0.228 .068, .126 .210 

Risky Behavior     
OR1 variance (σ2

vx1) 0.381 0.091 1.000 <.001 
OR2 residual variance (σ2

vx2)  0.279 0.053 .816 <.001 
OR3 residual variance (σ2

vx3) 0.363 0.051 .825 <.001 
OR2 on OR1 (and 3 on 2; ρxx) 0.310 0.158 .328, .274 .049 
OR2 on MS1 (and 3 on 2; ρxy) 0.119 0.061 .217, .180 .052 
OR2 on LO1 (and 3 on 2; ρxw) -0.373 0.175 -.153, -.208 .033 

Loneliness     
LO1 variance (σ2

vw1) 0.058 0.018 1.000 .002 
LO2 residual variance (σ2

vw2)  0.125 0.014 .912 <.001 
LO3 residual variance (σ2

vw3) 0.133 0.016 .825 <.001 
LO2 on LO1 (and 3 on 2; ρww) 0.453 0.102 .294, .417 <.001 
LO2 on MS1 (and 3 on 2; ρwy) 0.003 0.031 .008, .007 .929 
LO2 on OR1 (and 3 on 2; ρwx) -0.004 0.052 -.007, -.006 .939 

Correlated Residuals     
MS1 with OR1 (σvyx1) 0.084 0.099 .127 .397 
MS1 with LO1 (σvyw1) 0.051 0.044 .200 .245 
OR1 with LO1 (σvxw1) -0.002 0.027 -.013 .945 
MS2 with OR2 (and 3 with 3; σvyx) 0.034 0.043 .069, .075 .440 
MS2 with LO2 (and 3 with 3; σvyw) 0.008 0.022 .026, .031 .699 
OR2 with LO2 (and 3 with 3; σvxw) -0.20 0.014 -.105, -.089 .164 

Note. The p-values refer to unstandardized coefficients (Unstd. Coeff.). The label “on” refers to “regressed 

on.” The label “and 3 on 2” refers to parameter estimates that were constrained to equality across time. 
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At the within-person level, structured residual autoregressions for mate-seeking motives 

(ρyy = 0.348, SE = 0.119, p = .004), opportunistic risky behavior (ρxx = 0.310, SE = 0.158 

p = .049), and loneliness (ρww = 0.453, SE = 0.102, p < .001) showed that each variable 

predicted the same variable at the next time point, after accounting for other predictors in 

the model. There was weak, marginal, evidence to support hypotheses (H1c), as cross-

lagged coefficients showed that an increase in mate-seeking motives from an individual’s 

baseline level predicted an increase in opportunistic risky behavior from typical levels at 

the next time point (ρxy = 0.119, SE = 0.061, p = .052). However, not only should findings 

with a p-value α = .052 be interpreted cautiously, but the standardized coefficients for 

this relationship were not statistically significant (ρx2y1STD = 0.217, SE = 0.115, p = .059; 

ρx3y2STD = 0.180, SE = 0.096, p = .060). There was no support for hypothesis (H2b) that 

an increase from typical levels of risky behavior would predict a decrease from baseline 

levels of loneliness at the next time point. There was also no evidence for the expected 

positive within-person effect of loneliness on mate-seeking motives at the next time 

point. The structured residual covariances showed no evidence to suggest within-person 

associations between mate-seeking motives and risky behavior, between mate-seeking 

motives and loneliness, and between risky behavior and loneliness at the same time point, 

after accounting for the between-person latent factors and within-person effects. Gender 

did not moderate the cross-lagged paths showing a within-person effect of mate-seeking 

motives on opportunistic risky behavior (H4c), or the cross-lagged path showing a 

within-person effect of risky behavior on loneliness (H5b).  

 

3.9 Discussion 

Based on an evolutionary theoretical framework (Ellis et al., 2012; Mishra et al., 2014; 

2015; 2017), this study adopted a novel approach to examine potential social functions of 

real-world risky behavior. Specifically, LCM-SR models examined risk-taking functions 

for status enhancement, social acceptance, and mate-seeking. The application of evolved 

basic social needs for status and connection (Baumeister & Leary, 1995; Hogan & 

Blickle, 2018; Neel et al., 2015) to the risk-sensitivity theory (Mishra et al., 2014; 2015) 

and the relative state model (Mishra et al., 2017) provided a framework upon which the 

study hypotheses were developed. The risk-sensitivity theory and the relative state model 
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are closely related and make the same predictions about need-based risk-taking. When 

applied to social needs, they predict that (a) emerging adults with heightened needs for 

status and connection would engage in greater levels of risky behavior to address those 

needs; (b) greater levels of risky behavior address those needs and result in greater self-

perceived status and lower loneliness; and (c) fulfilled needs diminish the intensity of 

social motives. Essentially, the ebb and flow of risky behavior would be predicted by 

social need frustration and fulfillment.      

Two cohorts of emerging adult participants reported on their motives for social status, 

social acceptance, and sexual opportunities, at two- or three-month intervals over the 

span of an academic year. They also reported on their overall engagement in a wide range 

of real-world risky behaviors, and the 2017 cohort additionally reported on opportunities 

to engage in risky behavior. With respect to social outcomes, participants reported on 

their feelings of loneliness their self-perceived social status. Table 32 provides a 

summary of the results as they relate to the hypotheses. Findings that were more robust 

are given greater emphasis below.     

3.9.1 Evidence for status-enhancing functions of risky behavior 

Potential status-enhancing functions of risky behavior were examined with models that 

included variables for status motivations, overall or opportunistic risky behavior, and 

self-perceived status. There was weak support for hypothesis (H1a). In the 2016 cohort, 

individuals who reported higher social status motivations relative to what was typical for 

them also reported having engaged in more risky behavior than was typical for them at 

the next time point. However, the standardized coefficients for these findings were not 

statistically significant, indicating that there was not enough evidence to draw 

conclusions about these relations, which also did not replicate in the 2017 cohort. 

Furthermore, there was no evidence that male risky behaviors were more sensitive to 

fluctuations in status motives than female risky behaviors (H4a). In addition to not being 

motivated by status goals, engaging in more risky behavior than typical did not improve 

an individual’s own status perceptions for either gender failing to support hypotheses 

(H2a and H5a).  
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Table 32: Summary of Study 2 Hypotheses and Supporting Evidence    

Hypothesis 
 

Evidence 

H1a) When individuals have higher levels of social status motivation than 
is typical for them, they will be more likely to engage in risky 
behavior at the next time point.  

2016: Weak support 
2017: Unsupported 

H1b) When individuals have higher levels of social acceptance motivation 
than is typical for them, they will be more likely to engage in risky 
behavior at the next time point 

2016: Unsupported 
2017: Partial support 

H1c) When individuals have higher levels of mate-seeking motivation than 
is typical for them, they will be more likely to engage in risky 
behavior at the next time point 

2016: Unsupported 
2017: Weak support 

H2a) When individuals report higher levels of risky behavior than is typical 
for them, they will be more likely to perceive an increase in their 
own social status at the next time point 

2016: Unsupported 
2017: Unsupported 

H2b) When individuals report higher levels of risky behavior than is typical 
for them, they will be less likely to report high levels of loneliness at 
the next time point 

2016: Strong Support 
2017: Unsupported 

H3a) When individuals report higher levels of social status than is typical 
for them, they will be more likely to report a decrease in their own 
social status motivations at the next time point. 

2016: Contradicted 
2017: Unsupported 

H3b) When individuals report higher levels of loneliness than is typical for 
them, they will be more likely to report an increase in their own 
social acceptance motivations at the next time point. 

2016: Unsupported 
2017: Contradicted 

H3c) When individuals report higher levels of loneliness than is typical for 
them, they will be more likely to report an increase in their own 
mate-seeking motivations at the next time point 

2016: Unsupported 
2017: Unsupported 

H4a) Male social status motivations were expected to predict risky 
behavior more strongly than female social status motivations at the 
within-person level. 

2016: Unsupported 
2017: Unsupported 

H4b) Male social acceptance motivations were expected to predict risky 
behavior more strongly than female social acceptance motivations at 
the within-person level. 

2016: Unsupported 
2017: Partial support 

H4c) Male mate-seeking motivations were expected to predict risky 
behavior more strongly than female mate-seeking motivations at the 
within-person level. 

2016: Unsupported 
2017: Unsupported 

H5a) Male engagement in risky behaviors was expected to predict greater 
status self-perceptions more strongly than female engagement in 
risky behaviors at the within-person level. 

2016: Unsupported 
2017: Unsupported 

H5b) Male engagement in risky behaviors was expected to predict a 
decrease in loneliness more strongly than female engagement in 
risky behaviors at the within-person level. 
 

2016: Unsupported 
2017: Unsupported 

The general associations between status motivations and overall engagement in risky 

behaviors could not be assessed in either cohort due to model nonconvergence. 

Therefore, the findings in the study by Salas-Rodríguez and colleagues (2023), that status 
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motives predicted risky behavior, could not be replicated (R1). However, the model with 

opportunistic risky behavior converged, yet there was no evidence for a positive 

association between initial status motives and opportunistic risky behavior (i.e., 

engagement in risky behaviors for which there were reported opportunities) at the 

between-person level (R1).  

There was evidence in both cohorts to suggest that levels of general risky behavior were 

positively associated with self-perceived status at the between-person level (E2). In the 

2016 cohort, individuals who reported greater initial risky behavior rates were more 

likely to perceive greater initial levels of self-perceived status. However, these findings 

were not replicated in the 2017 cohort. Instead, individuals who reported engaging in 

greater initial levels of opportunistic risky behavior were more likely to perceive greater 

levels of initial self-perceived status. Although the risky behavior variables are related, 

the inconsistency with the overall risky behavior variable across cohorts is a cause for 

concern. Nevertheless, the results indicated that although risky behavior was positively 

associated with self-perceived status across individuals, temporarily engaging in greater 

levels of dangerous behavior was not used as a strategy to acquire status. It is possible 

that positive qualities linked to social status and displayed through risky behavior require 

behavioral consistency for social reputations to crystallize (Emler, 1990). Individuals 

who do not engage in consistently high levels of risky behavior may not be able to attain 

the same perceived benefits as those who take risks on a regular basis.   

The findings from both cohorts did not lend much support to evolutionary theories 

contending that emerging adults, and especially males, intentionally engage in risky 

behavior to address status needs (Ellis et al, 2012; Henrich & Gil-White, 2001; Mishra et 

al., 2014; 2015; 2017; Weisfeld & Dillon, 2011). Furthermore, they are inconsistent with 

previous studies in which emerging adults reported engaging in specific real-world risky 

behaviors (i.e., heavy alcohol consumption) for competitive reasons or to assert their 

dominance (Bailly et al., 1991; Comasco et al., 2010; Hone et al., 2013). Considering the 

evidence in the literature, as well as the findings from Study 1, it is possible that the 

need-based pathway of risk-taking, and the risk-sensitivity theory, are incompatible with 

social status functions. Instead, emerging adults may obtain social status rewards through 
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the ability-based pathway of the relative state model (Mishra et al., 2017). According to 

the relative state model, the ability-based pathway perspective states that individuals will 

engage in risky behaviors if they have the ability to succeed or are less likely to fail. For 

example, an emerging adult with a fast expensive car may be more willing to try 

dangerous maneuvers on the road than a peer who drives a regular car. Status may be 

partly derived from ability, particularly when not having the required skill can lead to 

severe consequences for the risk-taker and others.  

It is also possible that taking risks to fulfill social status needs can be explained by the 

need-based pathway of relative-state model and the risk-sensitivity theory; however, the 

effect was not detected because the intervals between assessments were too far apart. The 

relation between individuals’ social status motivations and their general engagement in 

real-world risky behavior may not have been lagged but occurred more closely together. 

Motives for status may be more fleeting than hypothesized, causing temporary increases 

and decreases in risky behavior that would have been found with shorter time intervals 

between assessment periods (e.g., weekly diary studies). Consistent with this assertion is 

the lack of support for hypothesis (H3a), which posited that the fulfillment of an 

individual’s social status needs would reduce their own status motivations at the next 

time point. The cross-lagged effect of status perceptions on social status motivation was 

positive and statistically significant in the 2016 cohort; however, it was not replicated and 

had a negative coefficient in the 2017 cohort. A recent study indicated that the relations 

between status motivation and the factors accounting for its fluctuation may be 

undetectable over a two- or three-month period as the interplay between status motives 

and their causal factors may have already undergone several iterations (Mahadevan, 

Gregg, & Sedikides, 2020).  

Another reason why hypothesis (H3a) may not have been supported was because social 

status motives may operate as deficiency motives or growth motives (Maslow, 1971; 

Sheldon & Gunz, 2009). Whereas deficiency motives are reduced or eliminated when the 

related need is satisfied, growth motives operate as a positive feedback process. If the 

social status motive operates as a growth motive, then satisfaction of the related need 

causes individuals to want more of that experience. While social motives may subside 
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once risky behaviors have fulfilled their social function and the needs of the individual 

are met, it is equally possible that the thrill of forming social bonds and impressing others 

serves to strengthen these motives as well. If social motives act as deficiency motives in 

some individuals and growth motives in others, it is possible that it could have cancelled 

out the effect in the model. 

Finally, keeping in line with the risk-sensitivity theory (Mishra et al., 2014; 2015) and the 

relative state model (Mishra et al., 2017), university students may be able to satisfy social 

status needs by using safer tactics. For example, in the digital age, they may turn to social 

media to post status enhancing images, videos, or messages for “likes” and “follows” or 

for other public markers of social respectability (Pitcan, Marwick, & Boyd, 2018). 

Alternatively, university students seeking social status may find it more effective to 

address those needs through prosociality or by demonstrating specific competencies in 

academic, artistic, athletic, or other respected domains (Lansu, Findley-Van Nostrand, & 

Cillessen, 2023; Patrick et al., 1999). 

3.9.2 Evidence for social acceptance functions of risky behavior 

Partly consistent with hypothesis (H1b) and (H4b), the study found some evidence to 

suggest that the social acceptance functions of general risky behavior are gender specific, 

but only in the 2017 cohort. Specifically, when women in emerging adulthood reported 

above normal levels of motives for social acceptance from other people, they reported 

engaging in fewer total risky behaviors than what would be normal for them. In contrast, 

male participants seeking greater social acceptance than normal did not engage in a 

greater number of total risky behaviors than typical, but they were more prone to 

engaging in risky behaviors when opportunities were afforded.    

These findings are new and highlight a key gender difference in the way risky behavior is 

used to gain social acceptance in emerging adulthood. They support evolutionary claims 

that risky behavior is a male-specific strategy for signaling social value to peers, which 

had crucial survival implications for men in ancestral environments (Buss, 2015; 

Farthing, 2005; Tooby & Cosmides, 2010). Over the course of human evolutionary 

history, engaging in warfare has almost exclusively been a male phenomenon. In light of 
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this, evolutionary psychologists have proposed that men should have evolved 

psychological mechanisms designed to prefer forming alliances with other men who are 

strong, fearless, and willing to place themselves in danger (Buss, 2015; Williams et al., 

2022). Therefore, selection into strong groups that were better able to survive in battle 

depended on men’s ability and willingness to prove their worthiness through honest 

displays of strength and courage. The results in this study add support to the theory that 

male emerging adults engage in risky behavior to signal strength, courage, and avoid 

showing signs of weakness to gain social acceptance among their peers (Buss, 2015; 

Farthing, 2005; Morrissey, 2008; Weisfeld, 1999).  

In contrast to males, there was a negative effect of female emerging adults’ acceptance 

motives on their overall risky behavior rates, though this finding was not consistent 

across cohorts. While the effects of affiliative motives on risky behavior were expected to 

be stronger for men, a negative effect of acceptance motives on risky behavior rates was 

unexpected because it was hypothesized that general risky behaviors would carry social 

benefits for female emerging adults as well (Ellis et al., 2012; Weisfeld, 1999; Weisfeld, 

Bloch, & Ivers, 1984). Specifically, women in emerging adulthood engage in many risky 

behaviors, such as binge drinking, marijuana use, and smoking, at the same rates as male 

emerging adults (CDC, 2019; Kann, et al., 2016). It was expected that both men and 

women would engage in many of these risky behaviors to fit in and find acceptance 

(Comasco et al., 2010; Dworkin, 2005; Kuntsche et al., 2005; Nichter et al., 1997). 

Furthermore, women in emerging adulthood engage in some risky behaviors at much 

higher rates than men, such as dangerous eating and weight-loss behaviors (CDC, 2019; 

Kann, et al., 2016), to maintain or enhance their appearance and be popular or sociable 

among their peers (Weisfeld, 1999; Weisfeld, Bloch, & Ivers, 1984). Nevertheless, these 

findings showed that women in emerging adulthood may try to fulfill their needs for 

social acceptance through the avoidance of risky behavior, which is in line with recent 

findings by Salas-Rodríguez and colleagues (2023). While these relations were negative 

and significant for women at the within-person level, the findings did not replicate at the 

between-person level (R2; Salas-Rodríguez et al., 2023). 
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Although there is little evidence to show that female risky behavior has social acceptance 

functions the findings are consistent with an evolutionary theory of friendship (Williams 

et al., 2022). According to this theory, sex differences in preferences for specific qualities 

in friends have evolved because they helped men and women solve recurring problems 

related to fitness. A study testing this theory has shown that whereas men preferred same-

sex peers who exhibited strength and the ability to enhance the status of their associates, 

women preferred same-sex peers who were emotionally supportive (Williams et al., 

2022). This may be why males have greater preferences for risky over risk-avoidant peers 

(Farthing, 2005), and why they engage in more risky behavior when acceptance motives 

intensify. In contrast, Farthing (2005) found that women had greater friendship 

preferences for risk-avoiders over risk-takers in all risk-taking domains except heroism. 

This may explain why women engage in fewer real-world risky behaviors when their 

acceptance motives increase. Overall, the present study is consistent with findings from 

the evolutionary literature supporting the theory that engaging in risky behavior may be 

more in line with the way young men gain acceptance from their peers (Baker & Maner, 

2009; Farthing, 2005; Morrissey, 2008; Weisfeld, 1999).  

In the 2016 cohort, individuals who engaged in more risky behavior than normal for them 

also reported lower than normal levels of loneliness at the next time point. However, 

these results did not replicate in the 2017 cohort. Thus, support for hypothesis (H2b) was 

weak and inconsistent. Nevertheless, there were two related findings in both cohorts. 

First, there was a significant negative within-person effect of loneliness on risky 

behavior. Specifically, a decrease from typical levels of loneliness for an individual was 

associated with an increase in their own risky behavior at the next time point. Second, 

there was a significant negative within-person covariance between risky behavior and 

loneliness at the same time point. This meant that when an individual’s risky behavior 

was higher than normal at any given time point, their loneliness was lower than normal at 

the same time point. In other words, individuals felt less lonely when they took more 

risks and vice versa. Together, these findings are consistent with the literature and show 

that risky behavior is a social phenomenon in emerging adulthood (Allen & Superle, 

2016; Kairouz et al., 2002; Simons-Morton et al., 2005). There was no evidence for 

hypothesis (H5b), that the effects of risky behavior on loneliness would be stronger for 
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male than female emerging adults. Despite the significant associations between risky 

behavior and loneliness at the within-person level, the examined between-person 

associations between risky behavior and loneliness were not statistically significant (E3).        

There was little evidence to show that an increase in an individual’s feelings of loneliness 

predicted an increase in their own acceptance motives at the next time point (i.e., H3b). 

Given their conceptual relatedness, it is not clear why these variables were empirically 

unrelated; however, it is possible that two opposing mechanisms were at play (Hawkley 

& Cacioppo, 2010). Some individuals who experience feelings of loneliness may try to 

address their feelings of social disconnection by reconnecting with others or forming new 

relationships. Other lonely individuals may perceive the social world as a threatening 

place causing them to want to avoid connecting with others. If present, these two effects 

may have cancelled each other out in the analysis. Alternatively, the relations may exist, 

but two- or three-month intervals may not appropriately capture them (Mahadevan et al., 

2020).   

3.9.3 Evidence for mate-seeking functions of risky behavior 

The mate-seeking social functions of risky behavior were examined with models that 

included variables for mate-seeking motives, risky behavior (i.e., risky behavior and 

opportunistic risky behavior), and loneliness. Although loneliness was included as a 

potential social outcome variable in the model testing social acceptance functions, the 

successful pursuit of intimacy with romantic partners was expected to reduce loneliness 

as well (Adamczyk, 2018; Hopmeyer et al., 2022; Özdemir & Tuncay, 2008). Similarly, 

within-person fluctuations in loneliness were expected to predict future mate-seeking 

motives.  

There was very little evidence for the hypotheses that an increase from an individual’s 

average mate-seeking motives would predict greater levels of risky behavior (H1c), 

especially for male emerging adults (H4c). The findings only showed marginal support 

for this hypothesis in the 2017 cohort when opportunities were taken into account (p = 

.052). Overall, although an increase in an individual’s mate-seeking motivations from 
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normal levels resulted in greater than normal risk proneness at the next time point, the 

evidence was not strong enough to draw any conclusions about these relations.  

Furthermore, individuals who felt lonelier than usual were expected to feel a stronger 

need for romantic relationships, but there was no support for this hypothesis (H3c). A 

recent study showed that regardless of how lonely individuals feel, finding a romantic 

partner is not a priority for many young people (Park, MacDonald, Impett, & Neel, 

2023). Even individuals who wanted to find a romantic partner often also reported that 

this was not their only or most important social goal. Individuals who are lonely may 

pursue social connection in a variety of ways. However, it was not clear why loneliness 

did not predict either social acceptance or mate-seeking motives. Mentioned in the 

previous sections, both the presence of two opposing mechanisms for loneliness 

(Hawkley & Cacioppo, 2010) and the use of an inappropriate time interval between 

assessments (Mahadevan et al., 2020) are plausible explanations for the null effects.   

Consistent with the findings of Salas-Rodríguez and colleagues (2023), there was some 

evidence for a general positive association between mate-seeking motives and risky 

behavior (E1). Specifically, individuals who reported higher initial mate-seeking 

motivations also reported greater initial risky behavior rates in the 2016 cohort. In the 

2017 cohort, the relationship was positive, but not statistically significant (p = .06). 

Overall, these findings are consistent with previous research, and although the evidence is 

not robust, it may still be indicative of risk-related strategies for sexual opportunities 

consistent with evolutionary theory (Griskevicius et al., 2009). Nevertheless, the results 

showed only marginal support for the evolutionary theory that emerging adults engage in 

risky behavior to address needs for connection.   

3.9.4 Temporal trends in risky behavior rates and social motives 

An examination of between-person linear change over time for the variables in the study 

provided a few important insights into the way they change over the course of the 

academic year. The current study found that there was a statistically significant decrease 

in the rate of risky behavior over the three time points in the study. In both cohorts, there 

was a 20% reduction in the number of total risky behaviors per 1 unit of time (i.e., three 
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months in the 2016 cohort; two months in the 2017 cohort). When opportunities were 

accounted for, participants reported engaging in 5% fewer risky behaviors per 1 unit of 

time. These findings are consistent with previous studies that have also reported a decline 

in common risky behaviors, such as alcohol use, over the course of an academic year in 

university students (Del Boca, Darkes, Greenbaum, & Goldman, 2004; Hustad, Carey, 

Carey, & Maisto, 2009; Tremblay et al., 2010). The findings related to opportunistic risky 

behavior also suggest that declining opportunities may contribute to declining risky 

behavior rates. Over the course of the year, increased academic and work-related 

responsibilities (Del Boca et al., 2004), and possibly greater financial strain and fewer 

social events, may have restricted opportunities for risky behavior.      

Temporal trends in social motives and outcomes were less consistent, but small, 

statistically significant, linear decreases in social status motivation, social acceptance 

motivation, loneliness, and self-perceived status were found in the 2017 cohort. Over the 

three time points, status motivations decreased by 0.11 units per 1 unit of time. 

Acceptance motives decreased by 0.13 units per 1 unit of time for male participants and 

by 0.08 units per 1 unit of time for female participants. It is possible that social 

motivation for acceptance into new groups and social status among peers may be highest 

at the beginning of the academic year when the peer networks and status hierarchies of 

incoming university students are not yet established (Maggs, 1999; Schulenberg & 

Maggs, 2002). This may also explain why loneliness showed a decrease by 0.11 units per 

1 unit of time. A reduction in loneliness from the first assessment period to the third 

assessment period in the general sample has been found in other studies with university 

students (Özdemir & Tuncay, 2008) and may be attributed to the formation of deeper and 

more meaningful connections with their peers over time.  

It is less clear why status perceptions showed a small, yet statistically significant 0.16 - 

0.19 unit decrease per 1 unit of time in the 2017 cohort. Two possible explanations for 

this trend were considered. First, it is possible that new university students attempt to 

establish strong social networks upon entering university by being highly active in 

organizing social gatherings and engaging each other on social media (Ellison, Steinfield, 

& Lampe, 2007). By rapidly building up an extensive social network of new contacts 
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early in the year, they may perceive a heightened level of social status in comparison to 

later in the year when the addition of new contacts slows. The second possible 

explanation is related to the way social status perceptions were measured. Participants 

rated where they would rank on status variables relative to their peers. At the beginning 

of the academic year, participants may have perceived few differences in social status 

between themselves and their peers. However, as the year progressed, participants may 

have been prone to making negative social comparisons after feedback on their 

coursework. In turn, this may have led to a decrease in perceived status (Rahal, Huynh, 

Cole, Seeman, & Fuligni, 2020). Nevertheless, the failure to reproduce these findings in 

both cohorts may indicate that these trends may vary from year to year. 

The random intercepts in the LCM-SRs captured cross-temporally consistent trait-like 

variables that accounted for a high percentage of variance in all model variables. 

Although the goal of this study was to capture the situational-contextual fluctuations of 

these social motive, risky behavior, and social outcome variables, as well as the relations 

among them, it is important to point out that there was also a high degree of stability 

among individuals. This shows that underlying dispositional factors that cause some 

individuals to be more socially motivated than others, or more tolerant of risky behaviors 

(e.g., extraversion, sociability), are important to consider when examining these relations 

(Nicholson, et al., 2005; Zuckerman & Kuhlman, 2000).      

3.9.5 Limitations 

There were several limitations in this study. First, the Real-World Risky Behavior 

Questionnaire was constructed from existing measures to assess general risky behavior 

with items tapping into multiple risk-taking domains. Although the expansive coverage of 

real-world risky behavior domains is regarded as a strength, some items were sensitive in 

that they asked about personal, unethical, or immoral behaviors. Although this may 

currently be the most accurate way to tap into actual real-world risk engagement that is 

often undetected, undocumented, and unknown to others, it is important to acknowledge 

that the reliance on self-report measures may have introduced some bias. Specifically, 

when participants were asked to report risky behavior from the past two or three months, 

they may have lied or misremembered sensitive events, especially those occurring further 
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away in time from the point of assessment. Additionally, participants may have declined 

to take risks as they knew they could be asked to report on them after the first time point.  

Relatedly, one notable omitted domain of risky behavior was the financial domain. When 

the study was conceptualized, students were believed to rarely engage in these behaviors 

because of a combination of low income, a high cost of tuition, and growing student debt; 

however, these behaviors may be more popular today with the rising popularity of fantasy 

sports leagues that often involve a financial risk and online sports betting websites that 

target young men (Martin & Nelson, 2014; Sanscartier, Edgerton, & Roberts, 2018). 

Inclusion of behaviors belonging to the financial risky behavior domain would improve 

the content validity of the measure.     

Another limitation of the risky behavior measure relates to scale options, which 

encompassed multiple values as participants were able to report engaging in a particular 

behavior two to three times, four to five times, and 6 or more times. Although this 

practice is not uncommon with other risky behavior measures such as the Youth Risk 

Behavior Surveillance System (CDC, 2001), multi-value scale points could have affected 

the precision with which risky behavior was measured. Furthermore, participants only 

reported whether they had opportunities to engage in a specific behavior if they did not 

engage in the risky behavior during the assessment period. However, it was possible to 

have also passed up multiple opportunities for risky behaviors in which they reported 

engaging in a few times. To improve the way opportunities are taken into account, this 

questionnaire could ask participants to report on the number of times they engaged in a 

specific behavior (e.g., how many times did you engage in this behavior?) and on the 

number of opportunities they had to engage in a specific behavior (e.g., how many 

opportunities did you have to engage in this behavior?) separately. As this would also be 

subject to memory biases, longitudinal studies could use shorter intervals (e.g., diary 

studies) to improve the accuracy of the self-report measure.     

It is important to recognize that the goal of this study was to examine the general social 

functions common across different forms of risky behavior; however, this introduces 

another limitation. Specifically, this study does not contribute knowledge about the social 
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functions of specific risky behaviors, which requires a domain-specific approach. For 

example, a specific social function of performing stunts while driving (e.g., performing 

donuts) with peer passengers may be to deliver a fun thrill. Although this may be 

common to other kinds of dangerous driving behaviors (e.g., speeding and weaving in 

and out of traffic), they may not apply to other forms of risky behavior (e.g., getting into 

physical fights). Furthermore, different risky behaviors may have gender-specific social 

functions. To address equivalent social needs for status, acceptance, and sexual 

opportunities, male and female emerging adults may engage in different, yet similarly 

dangerous behaviors. Whereas young men may be more inclined to engage in physical 

forms of risky behavior (Baker & Maner, 2009; Farthing, 2005; Griskevicius et al., 2009; 

Kruger et al., 2007), female emerging adults may be more likely to engage in dangerous 

behaviors aimed to improve their physical attractiveness (Faer et al., 2005; Hill & 

Durante, 2011; Li et al., 2010). Although measurement invariance was not assessed at the 

item level in the risky behavior scale, the study did examine potential gender differences 

between variables.  

The incomplete assessment of social acceptance and mate-seeking outcomes was another 

limitation of this study. In addition to loneliness, a complete assessment of outcomes 

associated with social acceptance could have included friendship or close-relationship 

measures and assessments for general belongingness and social connectedness (Malone, 

Pillow, & Osman, 2012; Lee & Robbins, 1995; Wei, Russell, Mallinckrodt, & Vogel, 

2007). Furthermore, achieved mate-seeking could have been probed with items that asked 

about relationship status, number of sexual partners, and number of sexual opportunities.  

With respect to social status, sociometric measures may provide a more objective 

assessment (Jiang & Cillessen, 2005; Lansu & Cillessen, 2012), but these may be 

difficult to administer to a sample of university students. Nevertheless, there is a need for 

new measures that assess this construct with emerging adult samples. One option might 

be to administer peer reports about an individual’s group of friends on campus. As 

studies have shown a positive association between the social status of individuals and 

their friends (Zuckerman & Jost, 2001), assessments of peer social status may work as a 

proxy measure of the participant’s own status. Another option could be to assess status 
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using relevant real-world indicators that are pertinent to student samples. Items could 

include questions about the number of social events participants were invited to attend or 

about their social media engagement, which could give insights about an individual’s 

bridging (i.e., weak ties characterized by infrequent or occasional bonds; contacts or 

acquaintances) or bonding (i.e., strong and stable ties that provide emotional support; 

close friends or family) social capital (Mazzoni & Iannone, 2014).     

The high attrition rate was another limitation in this study as it may have resulted in some 

attrition bias. Less than 50% of the sample was retained at Time 3 in the 2016 cohort. 

The attrition rate was drastically improved in the 2017 sample, but it was still 22% at 

Time 3. Although participants were compared on the study variables to determine 

whether participants who left the study differed from those who remained, there is still a 

risk of unaccounted for differences. For example, participants who remained in the 

sample may have been more conscientious, and although their engagement in risky 

behaviors did not differ at the beginning of the academic year, it may have deviated over 

time with increasing academic responsibilities.  

The LCM-SR (Curran et al., 2014) is a new procedure that can address the need for 

separating between- and within-subjects effects in cross-lagged panel designs. However, 

an investigation of gender moderation effects required a step beyond the original 

procedure described by Curran and colleagues (2014), which involved merging their 

design with a multiple-group approach. This added complexity to the model, and ideally, 

the sample size would have included an equal representation of women and men. There 

was a large gender imbalance in the study. Male participants made up 29% of the 2016 

cohort and 33% of the 2017 cohort. Although recent census data indicated that the ethnic 

and gender make-up of the sample was representative of undergraduate students at the 

university (Western University, 2022), a large gender imbalance makes it difficult to 

draw conclusions about gender differences. Given the relatively small number of male 

students, the moderation analyses were probably underpowered. Although this could not 

be determined directly, a larger sample size would have increased power and precision of 

the estimates. 
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An additional limitation was failure of some initial models to converge and produce 

admissible solutions. This is a common problem in structural equation modeling, but also 

multilevel modeling, when several random components are included in the model, 

especially when true parameter values are close to zero. This is usually remedied by 

removing a random coefficient for a slope. In addition, some models failed to converge 

with increased model complexity (e.g., the inclusion of correlation parameters among 

random intercepts); however, the true cause of nonconvergence in these models is not 

well understood. Despite these difficulties, a potential strength of the study was the built-

in replication study, which allowed for greater confidence in the findings.     

Finally, although studies have examined social motivations using three-month intervals 

(Neighbors et al., 2022), recent diary studies showed more transient fluctuations in 

motivations for status and social acceptance (Mahadevan et al., 2020). Therefore, the 

two- or three- month intervals between assessments were another limitation of the study. 

Shorter weekly or monthly intervals with more assessment points over the course of the 

academic year would have allowed for a comprehensive assessment of both short-term 

and longer-term effects for the hypothesized relations. Nevertheless, it is important to 

mention that because the advanced modeling techniques used in this study are still fairly 

new, this may pose a unique challenge when making methodological decisions. 

Therefore, this research makes an important methodological contribution to the 

application of the overall analytical procedure. 

3.10 Conclusion 

This study used a new LCM-SR procedure (Curran et al., 2014) to investigate the general 

social status, social acceptance, and mate-seeking functions of real-world risky behaviors. 

The analytical approach allowed for the disentangling of between-person and within-

person associations. Overall, there was little evidence to suggest that increases and 

decreases in emerging adults’ general risky behavior was motivated by corresponding 

increases and decreases in their motivation for social status. Male emerging adults were 

more prone to engage in risky behavior after reporting stronger social acceptance 

motives. Female emerging adults in the 2017 cohort reported lower risky behavior rates 

following an increase in their own social acceptance motives, suggesting their needs for 
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social acceptance may have been addressed through risk-avoidance. Finally, there was no 

strong evidence to suggest that emerging adults’ risky behaviors fluctuate in response to 

their own increasing and decreasing mate-seeking motives.  

These results add some support for the evolutionary theory that contends gender 

differences in risky behavior stem from a disparity in the way males and females gain 

peer acceptance (Buss, 2015; Farthing, 2005; Tooby & Cosmides, 2010). Specifically, 

young men have evolved mechanisms for displaying strength and fearlessness through 

risky behavior for social acceptance. This could explain why when acceptance motives 

increased, men would engage in more risky behavior than they typically would when 

opportunities were afforded to them. In contrast, women’s risky behavior rates decreased 

after reporting increased acceptance motives at the previous time point. This relation may 

be better explained by evolutionary theories of friendship.  

Overall, the findings do not provide strong support for the evolutionary theoretical 

prediction regarding the dynamic relations between motives, risky behavior and 

outcomes represented in the models (Mishra et al., 2014; 2015; 2017). Risky behaviors 

may have status functions, but they may be incompatible with the need-based pathway of 

the relative state model. Low status individuals who may have a greater need and 

motivation to attain status may not attempt to engage in more risky behaviors as they may 

not possess the needed abilities, skills, and competencies required for success. Regardless 

of need, engaging in risky behavior for status may only be reserved for those with the 

desirable characteristics through the relative state model’s ability-based pathway of risky 

behavior. The risk-sensitivity theory and relative state model may apply to needs for 

romantic connections, but the evidence in this study was not strong. 
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4 General discussion 

Risky behaviors present a major threat to the health and well-being of individuals, 

especially in emerging adulthood when rates of engagement are highest. To understand 

why emerging adults take risks and why they have a heightened proclivity for “living on 

the edge”, much of the focus has centered around brain development (Albert et al., 2013; 

Chein et al., 2011; Gardner & Steinberg, 2005; Harden & Tucker-Drob, 2011; Reyna et 

al., 2011; Shulman et al., 2015; Shulman et al., 2016; Steinberg, 2004; 2005; 2007; 2008; 

2010; Steinberg et al, 2018; Van Leijenhorst et al., 2008). Although the developmental 

neuroscientific approach has contributed much to our knowledge of how 

neuropsychological maturation affects reward processing and self-regulatory abilities, 

especially in the presence of peers, missing is an account of the crucial socio-

motivational processes rooted in human evolution.  

The present research adopted an evolutionary theoretical approach (Ellis et al., 2012) to 

fill this research gap and provide new answers to the same overarching question: why do 

emerging adults take risks? Together, these theories postulate that emerging adults take 

risks in the presence of peers to address fundamental needs for social status and social 

connection by signaling desirable characteristics that contribute to the formation of 

beneficial social reputations and peer relationships. The overarching goal of this research 

programme was to test this theory. Furthermore, it aimed to shed light on factors 

accounting for the gender differences in risk-taking that have been well-documented in 

the psychological literature (Byrnes et al., 1999; Duell et al., 2018), by examining 

potential underlying social mechanisms in both male and female emerging adults. 

To address the goals of the research programme, Study 1 focused on the perspective of 

university students who observed peers engaging in risky behavior. This study used 

experimental methods to investigate how emerging adults decipher social information 

communicated by high and low levels of risky behavior. Furthermore, it examined how a 

peer’s level of risky behavior (high vs. low) affected emerging adults’ friendship and 

partnering preferences and resource sharing behavior towards the peer. Finally, it 
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examined the effect of gender and risk-taking success on observers’ impressions and 

social preferences.  

Study 2 complemented Study 1 by examining the social functions of risky behavior from 

the perspective of risk-takers. This study involved participants in two separate cohorts 

and was among the first studies to use a longitudinal design that simultaneously 

examined both between-person and within-person relations among emerging adults’ 

fundamental social motives, real-world risky behaviors, and social outcome variables 

over the course of an academic year. Together, these unique perspectives aimed to 

provide a well-rounded account of why male and female emerging adults take and avoid 

risks and the social consequences of their actions. 

The collective findings of both studies provide mixed support for evolutionary theories of 

risky behavior. Consistent with the costly signaling theory (McAndrew, 2021; Smith & 

Bliege Bird, 2000), Study 1 showed how emerging adult perceptions of, and social 

preferences for, peers performing a risk-taking task were influenced by the behavior they 

observed. Novel findings indicated that even when risk-takers were unsuccessful, risky 

behavior still helped to establish beneficial reputations for status and social appeal and an 

interest in befriending them. Other researchers have found that in emerging adulthood, 

risky behavior signals a charming, gregarious, or fun quality that attracts positive 

attention (Cialdini & Richardson, 1980; Demant & Järvinen, 2011; Dijkstra et al., 2010; 

2013). Outgoing and gregarious peers are desirable associates as the attention they garner 

may expose emerging adults to new social opportunities (Dijkstra et al, 2010). Regardless 

of how successful risk-takers are, the excitement they generate may contribute to their 

overall visibility, likability, and attractiveness.  

The findings of both studies suggest that risky behavior may have larger social 

acceptance implications for male than female emerging adults. In Study 1, male risk-

avoidant peers who achieved low success were viewed as the least socially appealing by 

participants. From an evolutionary perspective, a lack of success and risk-avoidance 

together convey a lack of risk-taking skill and will. While these characteristics did not 

diminish the social appeal of young women in ancestral environments, they may have 
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been indicative of low-quality males for mating and cooperative alliances who were less 

capable of acquiring resources, protecting mates, defending allies, and protecting their 

own interests (Buss, 2015). Additionally, the willingness to take risks despite numerous 

failures may show grit, resilience, and perseverance in situations that involve risks, which 

may be more appealing in young men than young women.  

Low social appeal of low-skill male risk-avoiders among both male and female peers 

may be a remnant of our ancestral past. According to evolutionary psychologists, risky 

behavior may be used as a male-specific signaling strategy to communicate traits that are 

valued in male allies (Buss, 2015; Farthing, 2005). This may explain the findings in 

Study 2 where higher than normal social acceptance motives predicted an increase in a 

male emerging adults’ propensity for engaging in risky behaviors two months later. 

Consistent with the costly signaling theory and the findings from Study 1, young men 

with heightened social acceptance goals may be eager to take risks when opportunities 

arise to signal their value to peers. The specific signals of risky behavior align well with 

the characteristics male emerging adults admire and respect in same-sex friends. 

According to a recent study, male emerging adults reported a preference for same-sex 

friends who are strong, capable of enhancing their status, and who possess a set of helpful 

skills, resources, or expertise (Williams et al., 2022). These overlap with specific risky 

behavior signals found in Study 1, as signals of dominance include displays of strength. 

Signals of social appeal can indicate an ability to raise the status of fellow associates, and 

performance on a risk-taking task can signal the presence of various helpful skillsets and 

competencies (e.g., intelligence in odds-based gambling tasks).  

Inconsistent with evolutionary theory, Study 1 showed little evidence that risky behavior 

performed by males and females conveys different information or has different 

implications for affiliation and partnering preferences. Both male and female risk-takers 

communicated social information similarly and were preferred over risk-avoiders in the 

contexts of friendships. The absence of expected gender differences may reflect the mild 

nature of the task. Higher stakes or greater danger may have introduced a greater 

potential for interpretations of recklessness. Compared to male participants, female 

participants may be less tolerant of reckless behaviors in the context of their friendships 
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based on evolved preferences in friendship qualities (Farthing, 2005; 2007; Williams et 

al., 2022). Furthermore, insufficient gender cues in the risky behavior peer observation 

task may have reduced the strength of the peer gender manipulation and the peer gender’s 

relevance in the study. Even though participants were told the peer’s gender, participants 

may have perceived each peer as genderless and based their judgments exclusively on the 

behavior they were observing.       

In Study 2, an increase in a female emerging adult’s acceptance motives from her typical 

levels predicted a decrease in her own risky behavior two months later. These results are 

consistent with other research showing higher female friendship preferences for risk-

avoiders over risk-takers in most domains of real-world risky behavior (Farthing, 2005). 

Although interpretation of the overall findings was not straightforward, the literature 

provided some context for them to help generate a possible explanation of the effects. A 

direct comparison between female risk-takers and risk-avoiders in Study 1 showed 

greater friendship preferences for socially appealing risky female peers. Nevertheless, a 

recent study has shown that women in emerging adulthood prefer friends who can offer 

emotional support in comparison to those who can demonstrate strength or the ability to 

increase the status of ingroup members (Williams et al., 2022). Thus, they may prioritize 

conveying traits like empathy and prosociality over dominance and social appeal when 

seeking acceptance from peers. In line with the findings from Study 1, which show that 

individuals who avoid mild risks are seen as more prosocial, it is possible that engaging 

in fewer unethical or immoral risky behaviors may communicate prosociality and perhaps 

other characteristics related to empathy more strongly.   

Presumably, risk-avoidance is a female-specific strategy for acceptance, yet taking risks 

led to a greater reduction in loneliness for both male and female participants at the next 

time point in the 2016 cohort and was negatively associated at the same time point in 

both cohorts. While this finding is easy to comprehend in male emerging adults who 

engaged in risky behavior for social acceptance, this was a perplexing finding in female 

participants. A possible reason for the seemingly paradoxical findings is that women’s 

risky behavior may lead to both positive and negative outcomes associated with social 

connection that depend on whether they are trying to address relational goals when they 
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are with strangers or friends. Findings from a previous study show while women judged 

other women who drink excessively negatively, they often encouraged and supported 

these behaviors in close female peers (Dumas, Graham, Bernards, & Wells, 2014; Lyons 

& Willott, 2008). These findings may extend to general risky behaviors as well. Female 

emerging adults with elevated social acceptance motives may have reduced their own 

levels of risk-taking to escape the harsh judgments of other female peers; however, those 

who engaged in more risky behavior than what is typical for them likely engaged in these 

behaviors with their peers who encouraged and supported their behavior. The support, 

encouragement, and overall acceptance risky women received from their network of 

peers may explain the decrease in their own feelings of loneliness in response to 

heightened levels of risk-taking.          

Despite the ability of risky behaviors to cue social appeal and dominance to observers as 

was evident in Study 1, the main findings in Study 2 surprisingly showed little evidence 

to suggest that emerging adults increase their own level of risky behavior to address their 

own social status needs. Emerging adults may not access status rewards through the need-

based risk-taking pathway (Mishra et al., 2017). Instead, the ability-based risk-taking 

pathway may offer a more appropriate explanation for the status functions of risky 

behavior that can reconcile the findings across studies. By simply taking risks, an 

individual may be able to convey that they possess desirable skills and abilities found 

exclusively in individuals who take risks. Those who do not have the necessary abilities 

may still have high status needs but lack the ability to meet them through risky behavior. 

A closer examination of the status functions of risky behavior may be able to help 

determine who takes risks for status goals and when. 

Finally, at the between-person level, greater mate-seeking motives were associated with 

higher levels of risky behavior, which was consistent with the results from a recent study 

(Salas-Rodríguez et al., 2023). Otherwise, there was little evidence to show that emerging 

adults engaged in greater levels of general risky behavior as a mate-seeking strategy. 

There was also no evidence to show any gender differences in these relations. These 

results are inconsistent with an abundance of previous research showing that emerging 

adults, particularly young men, engage in risky behavior as a mate-seeking strategy 
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(Baker & Maner, 2008; 2009; Faer et al., 2005; Farthing, 2005; 2007; Ronay & von 

Hippel, 2010; Shan et al., 2012).  

Given the underrepresentation of men in the sample, it is possible that the analyses were 

too underpowered for an accurate assessment of any existing gender differences in mate-

seeking motives and risky behavior. Furthermore, most previous studies that examined 

these functions typically examined a narrow range of risky behaviors, including lab-based 

tasks (Baker & Maner, 2009), gambling tasks (Baker and Maner, 2008; Farthing, 2005), 

heroic behaviors (Farthing, 2005), risky eating behaviors (Faer et al., 2005), 

attractiveness-enhancement risks (i.e., risky dieting pills and tanning; Hill & Durante, 

2011), and physical risky behaviors (Farthing, 2007; Ronay & von Hippel, 2010). 

Therefore, it is possible that mate-seeking is not a general function of real-world risky 

behavior, but a function of specific risky behaviors. Furthermore, both male and female 

emerging adults may engage in different rates of specific risky behaviors as a gender-

specific mate-seeking strategy. Whereas male emerging adults motivated by mate-

seeking goals may engage in more physically risky behaviors to signal their mate value 

(Baker & Maner, 2008; 2009; Farthing, 2005; 2007; Ronay & von Hippel, 2010), female 

emerging adults may engage in risky behaviors that aim to achieve body types consistent 

with sociocultural beauty standards (Faer et al., 2005; Hill & Durante, 2011).  

4.1 Implications 

These studies examined the social functions of risky behavior related to social status and 

social connection. Together, they showed some support for the theory that taking risks in 

front of their peers can transmit positive social information to observers, which can help 

emerging adults build advantageous reputations and gain acceptance from peers. Given 

how effective risky behavior was in demonstrating cues related to various dimensions of 

social rank (i.e., dominance) in Study 1, the findings of Study 2 showed surprisingly little 

evidence of risk-related signaling for social status. However, the findings from Study 2 

indicated that male emerging adults may primarily engage in risky behavior in the 

presence of peers to gain their approval. These findings contribute to the understanding of 

risky behavior during emerging adulthood in a new way. They are consistent with 
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research that shows taking risks is a male-specific strategy for seeking acceptance and 

forging new alliances (Buss, 2015; Tooby & Cosmides, 2010). 

The growing literature has shown that risky behavior rates begin to rise in adolescence 

and peak in emerging adulthood (Duell et al., 2016; 2018; Steinberg, 2005; 2008; 2010; 

Steinberg et al, 2018; Shulman et al., 2016); however, little is known about whether there 

were time-varying factors that cause individual levels of risky behavior to fluctuate over 

time during these developmental periods. The present research adds new knowledge as 

the results offer some support for the idea that risky behavior propensities change over 

time as a function of social acceptance motives. These and other psychosocial factors 

including other motivations (e.g., self-protection, Neel et al., 2016; need for competence, 

Deci & Ryan, 2008; Harter, 1978; White, 1959), and other dimensions of social rank 

(e.g., popularity, Cillessen & Marks, 2011; e.g., dominance and prestige, Cheng et al., 

2010; 2013; e.g., power Fiske et al., 2016), interpersonal relationships (Wei et al., 2007), 

self-esteem (Leary & Baumeister, 2000; Rosenberg, Schooler, Schoenbach, & Rosenberg 

1995), can be examined to gain a deeper understanding of why emerging adults engage in 

risky behaviors.  

Additionally, the psychosocial factors affecting risky behavior in the everyday lives of 

emerging adults may have special value as potential targets for new risk-taking 

interventions. Most current interventions aim to reduce risky behavior through important 

but generally ineffective educational strategies that teach individuals about the dangers of 

drugs, alcohol, gambling, unsafe sex, etc. (Ellis et al., 2012; Steinberg, 2008). The 

findings from the current studies can spur new research that has the potential to inform 

the development of prevention and intervention programs that focus on addressing the 

social functions of risky behavior. In secondary schools and universities, these may take 

the form of community-building strategies that help students safely manage their social 

needs. For example, future leadership and mentorship programs may be able to prevent 

dangerous behaviors by including special training for identifying a peers’ risk-related 

motivations and helping direct them to supports that could facilitate the fulfillment of 

underlying social needs in safer ways.  
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Recently, researchers have made an important distinction between real-world risky 

behavior rates and risk-taking propensity, which is captured by experimental risk-taking 

tasks (Duell et al., 2018). Study 2 showed that it may be possible to measure real-world 

risky behavior propensity by taking opportunities into account (i.e., opportunistic risky 

behavior). Specifically, by asking participants if they had opportunities to engage in 

various risky behaviors, this study was able to use a variable that measured a participant’s 

willingness to engage in risky behavior with more precision by including only risky 

behavior scores for which there were opportunities. This is important as opportunities to 

engage in many risky behaviors may vary depending on factors like having access to a 

vehicle. Real-world risky behavior rates that do not account for opportunities might not 

capture an individual’s willingness for taking risks in the real-world, which may be more 

closely related to the motivations that drive them. Additionally, overall rates of risky 

behavior might be affected by unidentified confounding factors (e.g., a new car). This 

contribution is important for researchers to consider when investigating real-world risky 

behaviors.     

Finally, Studies 1 and 2 contributed to our understanding of gender differences in the 

social factors behind risky behavior. Specifically, novel findings showed that the risky 

behavior of male and female peers communicated similar social information to emerging 

adult observers. However, unlike female emerging adults, the evidence from Study 2 

showed some support for the theory that male emerging adults engaged in costly 

behaviors for social acceptance. Based on recent findings in the psychological literature, 

the traits communicated through risky behavior overlap with characteristics emerging 

adult males value in same-sex friends (Williams et al., 2022). In comparison, women in 

emerging adulthood took fewer risks when acceptance motives intensified, though results 

from both studies show that risk-related social rewards may still be available to them. 

4.2 Limitations 

In addition to the study-specific limitations that were discussed in previous chapters, 

there were several limitations related to the general research programme.  
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It is important to acknowledge that the conclusions drawn from the findings in Study 1 

and Study 2 are limited to the types of risky behavior assessed. Study 1 examined how 

emerging adults detect and decipher the social information communicated to them 

through high and low levels of risky behavior on a low-stakes, socially accepted, 

laboratory-based risk-taking task. On the one hand, the findings showed that even mild 

forms of risky behavior in emerging adulthood can help establish social reputations that 

contribute to perceptions of dominance and social appeal. On the other hand, the findings 

cannot be generalized to all forms of risky behavior. It is likely that risky behavior with 

higher stakes would transmit social information more strongly to peer observers, but less 

likely that the social information communicated would be regularly interpreted in a 

positive way, especially if the risks are unnecessary or unethical in nature (see Farthing, 

2007). Study 2 did inquire about participants’ engagement in unethical or immoral risky 

behaviors, such as theft and violence; however, the general risky behavior measure 

included risky behaviors from a wide range of risk-taking domains that do not allow the 

findings to be generalized to specific risky behaviors. As mentioned previously, the 

discernment of the unique functions of specific risky behaviors requires investigating 

them separately.    

Two related limitations of the findings are that they may not be generalizable across 

different cultures or other periods of development. When observing risk-takers, adult 

audiences may detect different social information or interpret it in a different way. For 

example, adult audiences with mature self-regulatory abilities may be more sensitive to 

the reckless aspects of risky behavior, interpreting the communicated information more 

negatively. This may explain why adolescents and emerging adults take fewer risks when 

adults are watching (Silva et al., 2016; Telzer et al., 2015). Furthermore, tolerance for the 

kinds of risky behavior common to emerging adults from western cultures may vary 

across other cultures (Duell et al., 2016). In cultures that strictly enforce compliance with 

certain moral or ethical standards related to substance use, violence, or chastity, emerging 

adults’ social acceptance motives may predict decreases in general risky behavior 

(Johnson, 2007). In other cultures that set expectations for men to be strong and tough, 

male social acceptance motives may promote engagement in risky behaviors more 

strongly (Kurtenbach, Zdun, Howell, Zaman, & Rauf, 2019). 
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The effects of risky behavior on status and mate-seeking outcomes, beyond the 

reputational benefits that apply to both, were not investigated in Study 1. These 

unexamined effects would have added more information to evaluate the hypotheses, 

particularly those related to gender differences. They would have also given more context 

to the findings in Study 2. In Study 1, participants were asked about their willingness to 

include observed peers in their friendship groups, or about their willingness to work with 

observed peers on a similar task. However, additional questions could have probed 

participants’ perceptions of the peers’ mate and leadership value after observing them 

perform the risk-taking task. For example, to assess participants' perceptions of peers’ 

mate-value, questions could have asked them to rate how willing they would be to go on 

a date with the peer, how much they would be to get to know the peer better, and how 

interested they would be in seeing the peer’s online dating profile (Sritharan, Heilpern, 

Wilbur & Gawronski, 2010). Similarly, to assess participants’ perceptions of peers’ 

leadership value, questions could have asked them to rate how willing they would be to 

endorse the peer for a leadership position, let the peer take charge on a different risk-

taking task, and how well they think the peer would perform as a captain on a team (van 

Kleef et al., 2021).  

4.3 Future directions 

Several questions regarding the underlying social processes of risky behavior remain for 

future research. In addition to the need for replication of weak and inconsistent findings, 

researchers could further contribute to theory by examining the developmental, socio-

contextual, and cultural effects on the relations between social motives, risky behaviors, 

and social outcomes. Based on findings in the developmental literature (Chein et al., 

2011; Gardner & Steinberg, 2005, Steinberg, 2008), the associations between social 

motives and risky behaviors may differ over the course of human development. A 

comparison of these relations across age could add to our understanding of how 

applicable these findings are to younger adolescents and older adults. The results may 

also contribute new knowledge of the social factors that contribute to developmental 

differences in risky behavior.   
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Risky behavior typically occurs in group social contexts that come with a unique set of 

social norms (Gardner & Steinberg, 2005). A deeper understanding of risky behavior 

social functions in emerging adulthood and across the lifespan may require examining 

these relations in the context of groups. Importantly, groups would allow for use of more 

objective sociometric tools (Jiang & Cillessen, 2005), which could provide a more 

comprehensive representation of participants’ social rank among their peers. Researchers 

using this approach could examine the bidirectional effects of risky behavior and social 

outcome variables (e.g., prestige, likability, popularity, dominance) as perceived by other 

ingroup members. Furthermore, this approach may be able to help answer outstanding 

questions about the role of group social norms on the relations between social motives, 

risky behaviors, and social outcomes.   

An investigation of the socio-motivational processes underlying general risky behavior 

was only a first step. Another direction for future research is to investigate the role of 

social motives in domain-specific risky behaviors, such as risky sexual behaviors, 

delinquency, and dangerous driving behaviors (Blais & Weber, 2006). Moreover, the 

social functions of specific risky behaviors may differ for male and female adults, which 

may further contribute knowledge about gender differences in risky behavior rates. To 

fully appreciate what emerging adults stand to gain from risky behaviors, more research 

needs to compare underlying socio-motivational processes across specific domains of 

risky behavior. 

Finally, evolutionary theories benefit from tests of universality across different cultures 

(Apicella & Barrett, 2016). Not only would this approach help determine how 

generalizable the findings in the present research are to other cultural groups, but it 

creates exciting opportunities to gain a more complete and contextualized understanding 

of evolved psychological mechanisms underlying risky behavior (Lewis, Al-Shawaf, 

Conroy-Beam, Asao, & Buss, 2017). Testing these theories across different cultures 

would add to our understanding of how local environments contribute to cross-cultural 

diversity of risky behaviors and of the social mechanisms that govern them.    
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4.4 Conclusion 

Together, these studies provide new insights into the social functions of risky behaviors. 

They highlight 1) the capacity of successful and unsuccessful risky behavior to 

communicate information about an individual’s dominance, social appeal, intelligence, 

and prosociality, to emerging adults upon which risk-takers could build favorable 

reputations, 2) the underlying socio-motivational processes that contribute to fluctuating 

rates of risky behavior in emerging adulthood, and 3) the gender-specificity of risk-

related social functions. These studies provide evidence to suggest that risky behavior 

communicated comparable social information for men and women in emerging 

adulthood. These findings advance our understanding of why emerging adults engage in 

risky behaviors and how evolved socio-motivational processes might affect gender 

disparities in risky behavior rates.           
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Supplementary tables 

Supplementary Table 1. Descriptive Statistics for Risky Behavior Domains at Time 

1 in the 2016 Cohort 

 Male Female All 
Item M SD M SD M SD 

Engaged in contact sports 1.87 1.66 1.29 1.47 1.45 1.55 
Engaged in extreme sports 0.56 1.11 0.46 0.95 0.48 1.00 
Used skateboard/bike to perform stunt 0.59 1.24 0.45 1.05 0.49 1.10 
Done something risky on a dare 1.42 1.35 0.99 1.09 1.11 1.19 
Walked dangerous streets or areas  1.65 1.37 1.97 1.08 1.87 1.18 
Used hand/body to check for heat 1.00 1.28 1.54 1.44 1.39 1.42 
Did not wear a seatbelt in a moving car 1.18 1.45 1.48 1.51 1.39 1.50 
Driven 25+ km/h over the speed limit 1.38 1.55 1.19 1.47 1.24 1.49 
Rode with driver who drank alcohol 0.08 0.30 0.08 0.39 0.08 0.37 
Driven car after drinking 0.03 0.18 0.06 0.25 0.05 0.23 
Drove after using marijuana or drugs 0.27 0.80 0.10 0.48 0.15 0.59 
Texted someone while driving 1.12 1.52 1.16 1.43 1.14 1.46 
Had 3+ drinks (women) 4+ drinks (men) 1.85 1.70 2.01 1.67 1.96 1.68 
Smoked or ingested marijuana 0.94 1.44 0.70 1.19 0.76 1.27 
Used cocaine or other illegal drugs 0.13 0.61 0.05 0.37 0.07 0.45 
Used steroids to improve performance 0.00 0.00 0.00 0.00 0.00 0.00 
Used Adderal or stimulants for school 0.23 0.77 0.17 0.67 0.18 0.70 
Drank 4+ cups of coffee 0.46 1.09 0.39 0.92 0.41 0.97 
Had casual sex with stranger 0.37 0.89 0.28 0.75 0.30 0.79 
Had sex without condom 0.57 1.25 0.65 1.34 0.62 1.31 
Had sex without birth control 0.34 0.93 0.34 0.98 0.34 0.96 
Agreed to sex that may be painful  0.24 0.76 0.32 0.72 0.30 0.73 
Destroyed someone else’s property  0.25 0.60 0.14 0.46 0.17 0.51 
Threatened someone with violence 0.41 0.84 0.14 0.44 0.21 0.60 
Been involved in a physical fight 0.96 1.14 0.76 1.11 0.81 1.12 
Carried a weapon 0.24 0.86 0.02 0.17 0.08 0.49 
Took train or bus without paying 0.29 0.73 0.33 0.73 0.32 0.73 
Shoplifted 0.10 0.47 0.13 0.47 0.12 0.47 
Stole money from friend or family 0.04 0.20 0.15 0.47 0.12 0.41 
Sold drugs  0.08 0.45 0.05 0.40 0.06 0.41 
Avoided eating to lose weight 0.77 1.30 1.50 1.37 1.29 1.39 
Vomited to avoid gaining weight  0.09 0.46 0.21 0.74 0.17 0.67 
Tanned at a beach or tanning salon 0.16 0.54 1.19 0.52 0.89 1.39 
Exercised for 2 or more hours a day 0.86 1.49 1.11 1.46 1.03 1.47 
Passed somebody’s work off as own 0.26 0.74 0.37 0.75 0.33 0.74 
Helped a classmate cheat 0.73 1.05 0.57 0.92 0.62 0.96 
Cheated on an exam or test 0.13 0.56 0.20 0.53 0.18 0.54 
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Defended someone getting bullied  0.77 1.10 0.81 1.05 0.80 1.06 
Broke up a physical fight 0.31 0.75 0.14 0.45 0.19 0.56 
Walked someone home late at night 1.12 1.29 0.84 1.11 0.92 1.17 
Protected someone from violence 0.46 0.87 0.33 0.77 0.37 0.80 
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Supplementary Table 2. Descriptive Statistics for Risky Behavior Domains at Time 

2 in the 2016 Cohort 

 Male Female All 
Item M SD M SD M SD 

       
Engaged in contact sports 1.11 1.42 0.69 1.23 0.78 1.29 
Engaged in extreme sports 0.70 1.17 0.40 0.95 0.47 1.01 
Used skateboard/bike to perform stunt 0.35 0.80 0.24 0.68 0.26 0.71 
Done something risky on a dare 1.04 1.25 0.83 1.01 0.87 1.07 
Walked dangerous streets or areas  1.13 1.24 1.47 1.05 1.39 1.10 
Used hand/body to check for heat 0.67 1.10 1.23 1.19 1.10 1.19 
Did not wear a seatbelt in a moving car 0.83 1.37 1.31 1.35 1.19 1.37 
Driven 25+ km/h over the speed limit 1.17 1.40 0.74 1.16 0.84 1.23 
Rode with driver who drank alcohol 0.04 0.21 0.08 0.41 0.07 0.37 
Driven car after drinking 0.09 0.35 0.03 0.20 0.04 0.25 
Drove after using marijuana or drugs 0.11 0.43 0.07 0.41 0.08 0.42 
Texted someone while driving 0.93 1.31 0.85 1.19 0.87 1.21 
Had 3+ drinks (women) 4+ drinks (men) 1.35 1.60 2.04 1.55 1.87 1.58 
Smoked or ingested marijuana 0.76 1.30 0.63 1.14 0.66 1.17 
Used cocaine or other illegal drugs 0.09 0.35 0.07 0.36 0.07 0.36 
Used steroids to improve performance 0.00 0.00 0.01 0.16 0.01 0.14 
Used Adderal or stimulants for school 0.30 0.89 0.08 0.46 0.13 0.59 
Drank 4+ cups of coffee 0.54 1.09 0.56 1.13 0.55 1.12 
Had casual sex with stranger 0.20 0.45 0.30 0.78 0.27 0.71 
Had sex without condom 0.87 1.52 0.64 1.26 0.69 1.32 
Had sex without birth control 0.39 1.11 0.29 0.91 0.31 0.96 
Agreed to sex that may be painful  0.04 0.21 0.22 0.59 0.18 0.53 
Destroyed someone else’s property  0.15 0.52 0.07 0.30 0.09 0.36 
Threatened someone with violence 0.30 0.73 0.13 0.50 0.17 0.56 
Been involved in a physical fight 0.52 0.91 0.46 0.82 0.47 0.84 
Carried a weapon 0.04 0.21 0.01 0.08 0.02 0.12 
Took train or bus without paying 0.09 0.35 0.17 0.54 0.15 0.50 
Shoplifted 0.11 0.38 0.05 0.36 0.07 0.37 
Stole money from friend or family 0.04 0.21 0.06 0.27 0.06 0.25 
Sold drugs  0.09 0.46 0.05 0.41 0.06 0.42 
Avoided eating to lose weight 0.40 1.07 1.09 1.23 0.93 1.23 
Vomited to avoid gaining weight  0.07 0.44 0.11 0.50 0.10 0.48 
Tanned at a beach or tanning salon 0.00 0.00 0.27 0.78 0.20 0.69 
Exercised for 2 or more hours a day 0.72 1.38 0.66 1.09 0.67 1.16 
Passed somebody’s work off as own 0.15 0.56 0.21 0.55 0.20 0.55 
Helped a classmate cheat 0.39 0.91 0.27 0.69 0.30 0.75 
Cheated on an exam or test 0.09 0.59 0.03 0.16 0.04 0.32 
Defended someone getting bullied  0.30 0.70 0.47 0.80 0.43 0.80 
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Broke up a physical fight 0.15 0.42 0.10 0.45 0.11 0.44 
Walked someone home late at night 0.65 1.06 0.56 0.92 0.59 0.95 
Protected someone from violence 0.17 0.53 0.17 0.58 0.17 0.56 
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Supplementary Table 3. Descriptive Statistics for Risky Behavior Domains at Time 

3 in the 2016 Cohort 

 Male Female All 
Item M SD M SD M SD 

       
Engaged in contact sports 0.89 1.35 0.60 1.18 0.66 1.22 
Engaged in extreme sports 0.31 0.80 0.34 0.94 0.33 0.90 
Used skateboard/bike to perform stunt 0.20 0.76 0.11 0.41 0.13 0.52 
Done something risky on a dare 0.59 0.96 0.69 1.01 0.66 1.00 
Walked dangerous streets or areas  0.62 1.10 1.24 1.15 1.10 1.16 
Used hand/body to check for heat 0.59 1.13 0.99 1.18 0.89 1.17 
Did not wear a seatbelt in a moving car 0.69 1.05 1.17 1.29 1.05 1.25 
Driven 25+ km/h over the speed limit 0.71 1.30 0.56 1.01 0.59 1.08 
Rode with driver who drank alcohol 0.06 0.34 0.09 0.48 0.08 0.45 
Driven car after drinking 0.00 0.00 0.03 0.16 0.02 0.14 
Drove after using marijuana or drugs 0.11 0.68 0.05 0.33 0.07 0.43 
Texted someone while driving 0.69 1.37 0.68 1.12 0.67 1.18 
Had 3+ drinks (women) 4+ drinks (men) 1.20 1.59 1.95 1.55 1.76 1.58 
Smoked or ingested marijuana 0.77 1.29 0.81 1.33 0.80 1.31 
Used cocaine or other illegal drugs 0.06 0.34 0.05 0.42 0.05 0.40 
Used steroids to improve performance 0.00 0.00 0.00 0.00 0.00 0.00 
Used Adderall or stimulants for school 0.20 0.58 0.09 0.48 0.12 0.50 
Drank 4+ cups of coffee 0.03 0.17 0.44 0.92 0.34 0.82 
Had casual sex with stranger 0.14 0.49 0.32 0.79 0.28 0.73 
Had sex without condom 0.80 1.57 0.87 1.45 0.85 1.47 
Had sex without birth control 0.29 0.99 0.41 1.06 0.38 1.04 
Agreed to sex that may be painful  0.17 0.75 0.18 0.47 0.18 0.55 
Destroyed someone else’s property  0.23 0.55 0.07 0.29 0.11 0.37 
Threatened someone with violence 0.11 0.40 0.12 0.46 0.12 0.45 
Been involved in a physical fight 0.46 0.98 0.45 0.84 0.45 0.87 
Carried a weapon 0.20 0.76 0.04 0.38 0.07 0.50 
Took train or bus without paying 0.17 0.71 0.13 0.43 0.14 0.51 
Shoplifted 0.11 0.47 0.06 0.28 0.07 0.33 
Stole money from friend or family 0.06 0.34 0.04 0.19 0.04 0.23 
Sold drugs  0.03 0.17 0.00 0.00 0.01 0.08 
Avoided eating to lose weight 0.20 0.58 1.14 1.33 0.90 1.26 
Vomited to avoid gaining weight  0.00 0.00 0.12 0.42 0.09 0.37 
Tanned at a beach or tanning salon 0.00 0.00 0.27 0.79 0.21 0.69 
Exercised for 2 or more hours a day 0.46 1.09 0.47 0.98 0.46 1.00 
Passed somebody’s work off as own 0.43 0.92 0.32 0.67 0.34 0.74 
Helped a classmate cheat 0.69 1.21 0.38 0.78 0.45 0.91 
Cheated on an exam or test 0.14 0.43 0.07 0.35 0.09 0.37 
Defended someone getting bullied  0.29 0.71 0.41 0.80 0.37 0.78 
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Broke up a physical fight 0.17 0.51 0.07 0.29 0.10 0.36 
Walked someone home late at night 0.37 0.88 0.44 0.87 0.42 0.87 
Protected someone from violence 0.20 0.63 0.15 0.51 0.16 0.54 
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Supplementary Table 4. Descriptive Statistics for Risky Behavior Domains at Time 

1 in the 2017 Cohort 

 Male Female All 
Item M SD M SD M SD 

       
Performed a dangerous stunt  0.50 1.00 0.40 0.90 0.43 0.93 
Ignored warning signs or labels  0.64 1.03 0.53 1.01 0.56 1.01 
Ignored cautions of others  0.39 0.78 0.30 0.81 0.33 0.80 
Texted while driving 0.88 1.22 0.83 1.24 0.84 1.23 
Drove through a red light; distracted 0.17 0.41 0.23 0.56 0.21 0.52 
Talked on the phone while driving 0.79 1.20 0.91 1.35 0.87 1.30 
Wove in and out of slower traffic 0.65 1.12 0.56 1.13 0.59 1.13 
Passed a car or truck illegally 0.54 0.95 0.47 1.01 0.49 0.99 
Drove 25+ km/h over the speed limit 0.80 1.21 0.83 1.24 0.82 1.23 
Rode with driver who drank alcohol 0.11 0.35 0.16 0.59 0.15 0.52 
Driven car after drinking 0.04 0.19 0.06 0.35 0.05 0.30 
Drove after using marijuana or drugs 0.23 0.63 0.16 0.59 0.18 0.60 
Had 4+ drinks in one night 2.38 1.68 2.13 1.67 2.22 1.67 
Gotten very drunk 1.99 1.55 1.92 1.56 1.94 1.55 
Played drinking games to get drunk 1.91 1.59 1.85 1.58 1.87 1.58 
Smoked or ingested marijuana 1.52 1.69 1.26 1.64 1.34 1.66 
Used cocaine or other illegal drugs 0.22 0.57 0.14 0.62 0.16 0.61 
Used prescription drugs to get high 0.06 0.24 0.12 0.57 0.10 0.49 
Had casual sex with stranger 0.59 1.06 0.41 0.97 0.47 1.00 
Had sex without condom 0.89 1.48 1.13 1.62 1.05 1.58 
Had sex without birth control 0.24 0.77 0.46 1.11 0.39 1.02 
Tried physically risky sexual act  0.28 0.77 0.34 0.80 0.32 0.79 
Destroyed someone else’s property  0.40 0.88 0.13 0.51 0.22 0.66 
Took train or bus without paying 0.38 0.76 0.42 0.92 0.41 0.87 
Shoplifted 0.43 1.11 0.18 0.63 0.26 0.82 
Stole money from friend or family 0.20 0.60 0.27 0.79 0.25 0.73 
Threatened someone with violence 0.48 0.92 0.22 0.63 0.30 0.74 
Been involved in a physical fight 0.28 0.69 0.11 0.49 0.16 0.56 
Assaulted or hit someone 0.10 0.46 0.02 0.19 0.05 0.30 
Defended someone getting bullied  0.54 1.83 0.71 0.98 0.65 0.94 
Broke up a physical fight 0.30 0.64 0.18 0.58 0.22 0.60 
Walked someone home late at night 1.37 1.37 0.94 1.22 1.09 1.29 
Went a day without eating 0.28 0.85 0.75 1.27 0.59 1.17 
Vomited to avoid gaining weight  0.13 0.49 0.37 0.97 0.29 0.85 
Exercised for 3 or more hours a day 0.66 1.20 0.53 1.12 0.57 1.14 
Passed somebody’s work off as own 0.32 0.80 0.34 0.77 0.34 0.78 
Helped a classmate cheat 0.77 1.13 0.76 1.23 0.76 1.20 
Cheated on an exam or test 0.28 0.79 0.37 0.81 0.34 0.80 
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Supplementary Table 5. Descriptive Statistics for Risky Behavior Domains at Time 

2 in the 2017 Cohort 

 Male Female All 
Item M SD M SD M SD 

       
Performed a dangerous stunt  0.31 0.79 0.18 0.59 0.22 0.66 
Ignored warning signs or labels  0.26 0.61 0.23 0.71 0.24 0.68 
Ignored cautions of others  0.18 0.51 0.15 0.55 0.16 0.53 
Texted while driving 0.64 1.01 0.68 1.15 0.67 1.11 
Drove through a red light; distracted 0.08 0.33 0.14 0.57 0.12 0.50 
Talked on the phone while driving 0.67 1.01 0.71 1.20 0.70 1.14 
Wove in and out of slower traffic 0.50 0.98 0.52 1.13 0.51 1.08 
Passed a car or truck illegally 0.39 0.80 0.32 0.84 0.34 0.82 
Drove 25+ km/h over the speed limit 0.69 1.12 0.56 1.05 0.60 1.07 
Rode with driver who drank alcohol 0.07 0.26 0.12 0.45 0.11 0.40 
Driven car after drinking 0.03 0.24 0.05 0.30 0.04 0.28 
Drove after using marijuana or drugs 0.25 0.67 0.12 0.52 0.16 0.57 
Had 4+ drinks in one night 1.82 1.60 1.97 1.56 1.92 1.57 
Gotten very drunk 1.51 1.54 1.66 1.57 1.60 1.56 
Played drinking games to get drunk 1.40 1.50 1.78 1.48 1.65 1.49 
Smoked or ingested marijuana 1.39 1.60 1.08 1.48 1.17 1.52 
Used cocaine or other illegal drugs 0.18 0.51 0.18 0.61 0.18 0.58 
Used prescription drugs to get high 0.08 0.37 0.12 0.60 0.11 0.54 
Had casual sex with stranger 0.42 0.86 0.37 0.82 0.38 0.83 
Had sex without condom 0.61 1.15 1.00 1.47 0.87 1.39 
Had sex without birth control 0.24 0.59 0.43 1.04 0.37 0.92 
Tried physically risky sexual act  0.04 0.26 0.22 0.55 0.16 0.48 
Destroyed someone else’s property  0.11 0.40 0.08 0.32 0.09 0.35 
Took train or bus without paying 0.29 0.76 0.22 0.60 0.24 0.65 
Shoplifted 0.26 0.77 0.20 0.67 0.22 0.70 
Stole money from friend or family 0.17 0.56 0.15 0.47 0.15 0.50 
Threatened someone with violence 0.21 0.50 0.12 0.43 0.15 0.46 
Been involved in a physical fight 0.17 0.53 0.07 0.33 0.10 0.40 
Assaulted or hit someone 0.03 0.17 0.05 0.32 0.04 0.28 
Defended someone getting bullied  0.32 0.69 0.38 0.75 0.36 0.73 
Broke up a physical fight 0.15 0.40 0.10 0.39 0.11 0.39 
Walked someone home late at night 0.82 1.08 0.50 0.87 0.60 0.95 
Went a day without eating 0.18 0.68 0.56 1.04 0.44 0.95 
Vomited to avoid gaining weight  0.06 0.29 0.17 0.68 0.13 0.58 
Exercised for 3 or more hours a day 0.44 1.01 0.33 0.94 0.37 0.96 
Passed somebody’s work off as own 0.15 0.57 0.18 0.53 0.17 0.54 
Helped a classmate cheat 0.24 0.68 0.34 0.74 0.31 0.72 
Cheated on an exam or test 0.10 0.38 0.08 0.38 0.09 0.38 
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Supplementary Table 6. Descriptive Statistics for Risky Behavior Domains at Time 

3 in the 2017 Cohort 

 Male Female All 
Item M SD M SD M SD 

       
Performed a dangerous stunt  0.20 0.58 0.12 0.48 0.15 0.52 
Ignored warning signs or labels  0.13 0.42 0.13 0.54 0.13 0.50 
Ignored cautions of others  0.09 0.41 0.13 0.51 0.12 0.48 
Texted while driving 0.35 0.76 0.55 1.07 0.48 0.98 
Drove through a red light; distracted 0.10 0.35 0.09 0.37 0.10 0.36 
Talked on the phone while driving 0.35 0.66 0.59 1.11 0.50 0.98 
Wove in and out of slower traffic 0.29 0.79 0.38 0.94 0.35 0.89 
Passed a car or truck illegally 0.20 0.63 0.30 0.81 0.27 0.75 
Drove 25+ km/h over the speed limit 0.49 0.93 0.47 0.99 0.48 0.97 
Rode with driver who drank alcohol 0.04 0.27 0.08 0.39 0.07 0.35 
Driven car after drinking 0.04 0.21 0.04 0.23 0.04 0.22 
Drove after using marijuana or drugs 0.10 0.39 0.09 0.38 0.09 0.38 
Had 4+ drinks in one night 1.51 1.64 1.80 1.50 1.70 1.55 
Gotten very drunk 1.14 1.49 1.54 1.45 1.40 1.47 
Played drinking games to get drunk 1.23 1.52 1.47 1.43 1.39 1.46 
Smoked or ingested marijuana 1.13 1.51 0.98 1.48 1.04 1.49 
Used cocaine or other illegal drugs 0.09 0.33 0.19 0.72 0.15 0.61 
Used prescription drugs to get high 0.10 0.35 0.17 0.70 0.15 0.60 
Had casual sex with stranger 0.39 0.77 0.28 0.71 0.32 0.73 
Had sex without condom 0.65 1.22 0.87 1.43 0.79 1.36 
Had sex without birth control 0.16 0.56 0.37 1.01 0.29 0.88 
Tried physically risky sexual act  0.09 0.28 0.11 0.38 0.10 0.35 
Destroyed someone else’s property  0.13 0.42 0.09 0.31 0.10 0.35 
Took train or bus without paying 0.14 0.58 0.10 0.33 0.12 0.43 
Shoplifted 0.17 0.57 0.09 0.32 0.12 0.42 
Stole money from friend or family 0.07 0.26 0.07 0.40 0.07 0.36 
Threatened someone with violence 0.19 0.49 0.08 0.32 0.12 0.39 
Been involved in a physical fight 0.06 0.29 0.04 0.20 0.05 0.23 
Assaulted or hit someone 0.07 0.31 0.05 0.26 0.06 0.28 
Defended someone getting bullied  0.19 0.55 0.20 0.57 0.20 0.56 
Broke up a physical fight 0.07 0.31 0.07 0.31 0.07 0.31 
Walked someone home late at night 0.61 0.88 0.48 0.89 0.53 0.88 
Went a day without eating 0.22 0.73 0.42 0.93 0.35 0.87 
Vomited to avoid gaining weight  0.12 0.44 0.10 0.41 0.11 0.42 
Exercised for 3 or more hours a day 0.23 0.67 0.16 0.60 0.18 0.62 
Passed somebody’s work off as own 0.14 0.39 0.20 0.55 0.18 0.50 
Helped a classmate cheat 0.16 0.53 0.33 0.78 0.27 0.70 
Cheated on an exam or test 0.16 0.66 0.14 0.61 0.15 0.63 
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 Supplementary Table 7: Intercorrelations for Main Study Variables in the 2016 Male Cohort  

 1 2 3 4 5 6 7 8 9 10 11 12 13 

1. T1 Status Motives   1             
2. T2 Status Motives  .75**   1            
3. T3 Status Motives  .78**  .82**   1           
4. T1 Mate-Seeking Motives  .24*  .31*  .48**   1          
5. T2 Mate-Seeking Motives  .19  .18  .19  .62**   1         
6. T3 Mate-Seeking Motives  .20  .14  .33  .62**  .60**   1        
7. T1 Acceptance Motives  .25*  .18  .18  .40*  .33*  .24   1       
8. T2 Acceptance Motives  .27  .28  .38*  .35*  .25  .22  .73**   1      
9. T3 Acceptance Motives  .23  .03  .31  .25 -.01  .17  .54**  .69**   1     
10. T1 Overall Risky Behavior  .27*  .29  .44**  .24*  .18  .19  .06  .28 -.13   1    
11. T2 Overall Risky Behavior  .24  .30  .39*  .23  .21  .11  .09  .18 -.23  .88**   1   
12. T3 Overall Risky Behavior  .43*  .46*  .53**  .20  .23  .23 -.01  .12 -.12  .93**  .92**   1  
13. T1 Self-Perceived Status  .40**  .24  .29  .15  .03 -.10  .11 -.09 -.04  .21  .29  .37*   1 
14. T2 Self-Perceived Status  .29  .29  .33  .11  .07 -.04 -.08 -.13 -.20  .33*  .37*  .47*  .81** 
15. T3 Self-Perceived Status  .29  .35  .24  .19  .14  .01  .20 -.02 -.06  .31  .40*  .32  .76** 
16. T1 Loneliness  .12  .01  .25  .05  .06  .04  .07  .30*  .36*  .17  .03  .10 -.45** 
17. T2 Loneliness  .04  .05  .10  .02  .01  .05  .00  .24  .26 -.08 -.11 -.20 -.51** 
18. T3 Loneliness  .14  .04  .30  .35  .13  .22  .09  .44*  .43*  .00 -.06  .12 -.20 

Note. * indicates p-values <.05. ** indicates p-values <.01. 

 14 15 16 17 18 

14. T2 Self-Perceived Status   1     
15. T3 Self-Perceived Status  .86**   1    
16. T1 Loneliness -.38** -.32   1   
17. T2 Loneliness -.61** -.47**  .71**   1  
18. T3 Loneliness -.33 -.28   .58**  .54**   1 

Note. * indicates p-values <.05. ** indicates p-values <.01. 
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Supplementary Table 8: Intercorrelations for Main Study Variables in the 2016 Female Cohort 

 1 2 3 4 5 6 7 8 9 10 11 12 13 

1. T1 Status Motives   1             
2. T2 Status Motives  .64**   1            
3. T3 Status Motives  .68**  .79**   1           
4. T1 Mate-Seeking Motives  .17*  .21*  .37**   1          
5. T2 Mate-Seeking Motives  .02  .17*  .26**  .55**   1         
6. T3 Mate-Seeking Motives  .15  .24*  .33**  .60**  .67**   1        
7. T1 Acceptance Motives  .28**  .20*  .26**  .17*  .16  .15   1       
8. T2 Acceptance Motives  .12  .17*  .16  .18*  .17*  .08  .72**   1      
9. T3 Acceptance Motives  .12  .13  .21*  .20*  .17  .10  .70**  .79**   1     
10. T1 Overall Risky Behavior  .15*  .20*  .27**  .30**  .17*  .20*  .14*  .02 -.02   1    
11. T2 Overall Risky Behavior  .15  .24**  .28**  .19*  .16  .20*  .09 . 04  .06  .87**   1   
12. T3 Overall Risky Behavior  .09  .24*  .19  .11  .24*  .14  .09  .10  .09  .76**  .77**   1  
13. T1 Self-Perceived Status  .25**  .40**  .24*  .06  .06  .04 -.16* -.12 -.17  .25**  .34**  .35**   1 
14. T2 Self-Perceived Status  .27**  .36**  .34**  .07  .09 -.01 -.09 -.07 -.06  .32**  .37**  .40**  .68** 
15. T3 Self-Perceived Status  .21*  .22*  .26**  .08  .01 -.13 -.19* -.20* -.14  .28**  .28**  .20*  .61** 
16. T1 Loneliness  .04 -.09  .00  .02 -.11  .00  .14*  .11  .11 -.08 -.17* -.05 -.37** 
17. T2 Loneliness  .02 -.03 -.01 -.04 -.04  .10  .07  .14  .04 -.22** -.22** -.21* -.42** 
18. T3 Loneliness -.02  .05 -.01 .02 -.06  .14  .03  .02  .03 -.05  .03 -.05 -.22* 

Note. * indicates p-values <.05. ** indicates p-values <.01. 

 14 15 16 17 18 

14. T2 Self-Perceived Status   1     
15. T3 Self-Perceived Status  .66**   1    
16. T1 Loneliness -.38** -.32**   1   
17. T2 Loneliness -.49** -.40**  .70**   1  
18. T3 Loneliness -.41** -.42**  .58**  .75** 1 

Note. * indicates p-values <.05. ** indicates p-values <.01. 
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Supplementary Table 9: Intercorrelations for Main Study Variables in the 2017 Male Cohort  

 1 2 3 4 5 6 7 8 9 10 11 12 13 

1. T1 Status Motives   1             
2. T2 Status Motives  .61**   1            
3. T3 Status Motives  .57**  .52**   1           
4. T1 Mate-Seeking Motives  .29**  .27*  .15   1          
5. T2 Mate-Seeking Motives  .38**  .25*  .22  .73**   1         
6. T3 Mate-Seeking Motives  .19  .06  .03  .64**  .73**   1        
7. T1 Acceptance Motives  .47**  .48**  .38**  .34**  .38**  .25   1       
8. T2 Acceptance Motives  .50**  .53**  .39**  .41**  .47**  .34**  .77**   1      
9. T3 Acceptance Motives  .42**  .44**  .55**  .41**  .43**  .25*  .68**  .57**   1     
10. T1 Overall Risky Behavior  .23*  .21  .12  .26*  .39**  .23  .23*  .27*  .08   1    
11. T2 Overall Risky Behavior  .21  .22  .10  .37**  .45**  .27*  .19  .31**  .10  .74**   1   
12. T3 Overall Risky Behavior  .02  .20  .13  .31*  .32*  .27*  .05  .31*  .04  .50**  .58**   1  
13. T1 Opportunistic RB  .12  .08 -.01  .04  .21  .17  .08  .10  .04  .60**  .35**  .36**   1 
14. T2 Opportunistic RB  .35**  .19  .04  .33**  .42**  .27*  .23  .19  .19  .38**  .45**   .40**  .41** 
15. T3 Opportunistic RB  .32*  .26  .30*  .18  .38**  .27*  .17  .30*  .19  .21  .19  .41**  .30* 
16. T1 Self-Perceived Status  .29* -.05  .13  .05  .13 -.05  .03  .00 -.19  .16  .09  .16 -.04 
17. T2 Self-Perceived Status  .16  .08 -.12 -.08  .09 -.05 -.13  .01 -.12  .07 -.02  .18  .15 
18. T3 Self-Perceived Status  .26*  .15  .11  .12  .16  .08   .02  .14 -.11  .20  .19  .31*  .01 
19. T1 Loneliness -.14 -.10  .25  .08 -.09  .08  .12 -.02  .29* -.17 -.13 -.06  .12 
20. T2 Loneliness -.15 -.12  .12  .10 -.04  .09  .20  .01  .15 -.16 -.19 -.20  .03 
21. T3 Loneliness -.01 -.16  .05  .07 -.06  .13  .09 -.20  .20 -.15 -.16 -.29*  .08 

Note. * indicates p-values <.05. ** indicates p-values <.01. 

 14 15 16 17 18 19 20 21 

14. T2 Opportunistic RB   1        
15. T3 Opportunistic RB  .59**   1       
16. T1 Self-Perceived Status  .09  .29   1      
17. T2 Self-Perceived Status  .16  .34*  .30   1     
18. T3 Self-Perceived Status  .11  .31*  .53**  .52**   1    
19. T1 Loneliness -.10 -.10 -.56** -.32* -.37**   1   
20. T2 Loneliness -.13 -.08 -.34* -.24 -.36**  .72**  1  
21. T3 Loneliness -.03 -.21 -.30* -.26 -.41**  .65** .66** 1 

Note. * indicates p-values <.05. ** indicates p-values <.01. 
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Supplementary Table 10: Intercorrelations for Main Study Variables in the 2017 Female Cohort  

 1 2 3 4 5 6 7 8 9 10 11 12 13 

1. T1 Status Motives    1             
2. T2 Status Motives  .62**   1            
3. T3 Status Motives  .50**  .64**   1           
4. T1 Mate-Seeking Motives  .04  .05  .08   1          
5. T2 Mate-Seeking Motives  .09  .10  .07  .74**   1         
6. T3 Mate-Seeking Motives  .17 -.01 -.03  .67**  .76**   1        
7. T1 Acceptance Motives  .14  .16  .16  .07 -.01  .02   1       
8. T2 Acceptance Motives  .10  .35**  .30**  .06  .04 -.07  .60**   1      
9. T3 Acceptance Motives  .17  .30**  .40**  .08 -.05 -.08  .50**  .72**   1     
10. T1 Overall Risky Behavior  .13  .08  .12  .19*  .14  .03  .02 -.01 -.06   1    
11. T2 Overall Risky Behavior  .06  .08  .17  .17*  .13  .03 -.06  .05  .07  .74**   1   
12. T3 Overall Risky Behavior  .05  .00  .11  .20*  .13  .09  .12  .02  .05  .67**  .69**   1  
13. T1 Opportunistic RB -.04 -.11 -.01  .06  .04 -.07  .12  .02 -.07  .62**  .51**  .47**   1 
14. T2 Opportunistic RB -.07 -.12 -.05 -.01 -.04 -.13  .02  .09  .03  .51**  .54**  .45**  .64** 
15. T3 Opportunistic RB -.11 -.10 -.07  .06  .10  .00  .03  .01 -.08  .41**  .40**  .54**  .41** 
16. T1 Self-Perceived Status  .34**  .24*  .39**  .18  .21*  .05 -.20* -.05  .06  .21*  .16  .24*  .18 
17. T2 Self-Perceived Status  .18  .24*  .30**  .11  .13  .07 -.23*  .01  .09  .26*  .19  .30*  .16 
18. T3 Self-Perceived Status  .22*  .19*  .26**  .18*  .20*  .12 -.26** -.13  .03  .17  .11  .14  .11 
19. T1 Loneliness  .03  .03 -.02  .04  .00 -.01  .08  .06  .11  .10  .05  .05 -.11 
20. T2 Loneliness  .02  .07  .02  .03 -.09 -.03  .14  .06  .09  .02  .00 -.10 -.17* 
21. T3 Loneliness  .06  .04 -.07  .00 -.09  .03  .07  .00 -.08  .07  .06 -.01 -.06 

Note. * indicates p-values <.05. ** indicates p-values <.01. 

 14 15 16 17 18 19 20 21 

14. T2 Opportunistic RB   1        
15. T3 Opportunistic RB  .51**   1       
16. T1 Self-Perceived Status  .21*  .11   1      
17. T2 Self-Perceived Status  .22*  .39**  .67**   1     
18. T3 Self-Perceived Status  .07  .02  .70**  .74**   1    
19. T1 Loneliness -.14 -.13 -.36** -.24* -.17   1   
20. T2 Loneliness -.13 -.26** -.41** -.36** -.25**  .77**   1  
21. T3 Loneliness -.02 -.15 -.21 -.28* -.17   .61**  .75**   1 

Note. * indicates p-values <.05. ** indicates p-values <.01. 



257 

 

Supplementary figures 

 

 

Supplementary Figure 1: Boxplots showing the distribution for overall risky 

behavior scores in the 2016 cohort. 
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Supplementary Figure 2: Distribution of winsorized overall real-world risky 

behavior scores for the 2016 cohort at all time points. 

 

 

 

Supplementary Figure 3: Boxplots showing the distribution for overall risky 

behavior scores in the 2017 cohort. 
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Supplementary Figure 4: Boxplots showing the distribution for opportunistic risky 

behavior scores in the 2017 cohort. 

 

 

                                   

Supplementary Figure 5: Distribution of winsorized overall real-world risky 

behavior scores for the 2017 cohort at all time points. 
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Supplementary Figure 6: Distribution of winsorized opportunistic risky behavior 

scores for the 2017 cohort at all time points. 
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Appendices 

Appendix A: Letter of Research Ethics Approval for Study 1  

   

Date: 9 October 2018    

To:  Prof. Lynne Zarbatany  

Project ID: 108547  

Study Title:  Understanding Impression Formation Processes in Young Adulthood   

Application Type: Continuing Ethics Review (CER) Form    

Review Type: Delegated 

Meeting Date:  06/Nov/2018 

Date Approval Issued: 09/Oct/2018  

REB Approval Expiry Date: 03/Nov/2019   

______________________________________________________________________ 

Dear Prof. Lynne Zarbatany, 

The Western University Research Ethics Board has reviewed the application.  This study, 

including all currently approved documents, has been re- approved until the expiry date noted 

above. 

REB members involved in the research project do not participate in the review, discussion or 

decision.  

The Western University NMREB operates in compliance with the Tri-Council Policy Statement 

Ethical Conduct for Research Involving Humans (TCPS2), the Ontario 

Personal Health Information Protection Act (PHIPA, 2004), and the applicable laws and 

regulations of Ontario. Members of the NMREB who are named as Investigators in research 

studies do not participate in discussions related to, nor vote on such studies when they are 

presented to the REB. The NMREB is registered with the U.S. Department of Health & Human 

Services under the IRB registration number IRB 00000941. 

Please do not hesitate to contact us if you have any questions. 

Sincerely, 

(Name), Research Ethics Coordinator, on behalf of Prof. (Name), NMREB Chair  
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Appendix B: Letter of Information and Consent Form for Study 1 

 
Letter of Information and Consent  

 
Project Title: Understanding Impression Formation Processes in Young Adulthood  
 
Principal Investigator: Dr. Lynne Zarbatany, Ph.D, Psychology  
       
 
Additional Research Staff: Mr. Michal Bak, Ph.D student, Psychology 
        
 
In everyday life, we often form rapid impressions of others that affect our future behavior and 
relationships. Therefore, understanding the impression formation process is of considerable 
importance. You are invited to participate in a study of how people create impressions in others 
and interpret the behavior of others to form impressions. The purposes of this study are to gain 
a deeper understanding about the social functions of various kinds of behavior and examine 
how others’ behavior influences individuals’ behavior and impressions. 
 
This study will involve a thirty-minute online survey and a thirty-minute in-lab session that will 
take place in our Developmental Psychology lab at Westminster Hall. If you agree to participate, 
we will ask you to answer some questions about your personality, social life, emotions, and 
social and risk behaviors. During your lab session, we will ask you to watch a computer recording 
of a game played by a peer and rate your impressions of the peer. At the end of the session, you 
will have an opportunity to play the game to win raffle tickets, which will be entered into a draw 
for a $100 gift certificate to The Book Store at Western.  
 
There are no known or anticipated risks or discomforts associated with participating in this 
study.    
 
You may not directly benefit from participating in this study, but information gathered may 
provide benefits to society as a whole by helping to link various types of behavior to impressions 
formed.  
 
The information you provide will be anonymous and confidential. We will be asking you to 
provide your month and year of birth, but this information will not be stored with your data, and 
thus, your data will not be identifiable in any way. On all of the data files that we collect, your 
anonymous SONA-generated ID number will serve as your participant number. You will receive 
credits through your SONA account. In order for us to be able to confirm your participation and 
provide you with one credit, it is important that you make sure your SONA Identification number 
is correct before providing consent. We intend to publish the results of the study in an academic 
journal. If the results of the study are published, any specific information about you will not be 
used in any way.  
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Representatives of The University of Western Ontario Non-Medical Research Ethics Board may 
require access to your study-related records to monitor the conduct of the research. Otherwise, 
all of your responses will be kept confidential, and will not be shared with anyone outside the 
study unless required by law. While we do our best to protect your information, there is no 
guarantee that we will be able to do so. If data are collected during the project that may be 
required to report by law, we have a duty to report.  
  
Your participation in this study is voluntary. You may decide not to be in this study. Even if you 
consent to participate, you have the right to not answer individual questions or to withdraw 
from the study at any time.  If you choose not to participate, or to leave the study at any time, it 
will have no effect on your academic standing. If you decide to withdraw from the study, you 
have the right to request withdrawal of information collected about you, including your 
videotapes. If you wish to have your information removed please let the researcher know. 
 
You will receive one research credit for one hour toward Psychology 1000 for participating in the 
study. In this study you will have an opportunity to earn raffle tickets for a draw to win a $100 
gift card to The Bookstore at Western. If you decide to stop participating for any reason prior to 
playing the game, you will still be given one raffle ticket and entered into the draw. We will 
contact the winner of the draw in early April. 
 
You do not waive any legal right by providing consent for this study. If you have any questions 
about your rights as a research participant or the conduct of this study, you may contact The 
Office of Human Research Ethics (XXX) XXX-XXXX, email:   

 
If you have questions about this research study, please contact Dr. Lynne Zarbatany, or Mr. 
Michal Bak (see above for contact information). 

 
 

Consent 
 
Project Title: Understanding Impression Formation Processes in Young Adulthood 
 
Principal Investigator: Dr. Lynne Zarbatany, Ph.D, Psychology  
           
  
Additional Research Staff Mr. Michal Bak, Ph.D student, Psychology 
        
 
 
I have read the Letter of Information, have had the nature of the study explained to me and I 
agree to participate. All questions have been answered to my satisfaction. 
 
 

 YES  NO 

mailto:ethics@uwo.ca
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Appendix C: Study 1 Demographic Questionnaire 

Pre-session  Survey 
Instructions: Please respond to the following questions. You may choose not to 
answer any question by selecting the “choose not to answer” option. If the question 
does not apply to you, please skip the question. 
 
SONA ID Number  _________  
 
1. Birth month and year: 
 
Month of Birth:      Year of Birth: 

☐  January     ☐  2000 

☐  February     ☐  1999 

☐  March     ☐  1998 

☐  April      ☐  1997 

☐  May      ☐  1996 

☐  June      ☐  1995 

☐  July      ☐  1994 

☐  August     ☐  1993 

☐  September     ☐  1992 

☐  October     ☐  1991 

☐  November     ☐  1990 

☐  December     ☐  1989 
 

☐ Choose not to answer 
             
2. Indicate your gender: 

☐ Female 

☐ Male 
You are welcome to provide your self-chosen gender identity here: ___________ 

☐ Choose not to answer 
 
3. Which of the following best represents the way you think of yourself? 

☐ Heterosexual: Straight/Not gay or lesbian 

☐ Homosexual: Gay or lesbian 

☐ Bisexual 

☐ Something else 

☐ I don’t know 
 
4. Which of the following best represents your relationship status? 

☐ Single 

☐ In a monogamous relationship 

☐ In a polyamorous/open relationship 

☐ Engaged or married 
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5. Indicate your ethnicity: 

☐ Aboriginal 

☐ African/Black 

☐ Caucasian/White 

☐ East Asian 

☐ South Asian 

☐ Hispanic 

☐ Middle Eastern 

☐ Other; Please Specify: ___________ 

☐ Choose not to answer 
 
6. Were you born in Canada? 

☐ Yes 

☐ No 
 
7. (Using display logic, this question will only appear if the participant selects “no” in question 4)  
What country were you born in?  
Country: ___________ 

☐ Choose not to answer 
 
8. (Using display logic, this question will only appear if the participant selects “no” in question 4)  
How long have you been living in Canada? 

☐ more than 15 years 

☐ 10-15 years 

☐ 8-10 years 

☐ 6-8 years 

☐ 4-6 years 

☐ 2-4 years 

☐ 1-2 years 

☐ Less than 1 year 

☐ Choose not to answer 
 
9. Mother’s education. (Answer question with mother, foster mother, or step-motherin mind, depending 
on who you have spent more time with in your lifetime). 
Indicate the highest level completed: 

☐ No schooling completed 

☐ Some elementary school 

☐ 8th grade 

☐ High school graduate or GED 

☐ Some college, no degree 

☐ Associate’s or technical degree 

☐ Bachelor’s degree (BA, BS, etc.) 

☐ Master’s degree (MA, MS, MBA, etc.) 

☐ Professional degree (MD, DDS, JD, etc.) 

☐ Doctorate degree (PhD, EdD, etc.) 

☐ Choose not to answer 
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10. Father’s education. (Answer question with father, foster father, or step- father in 
mind, depending on who you have spent more time with in your lifetime). 
Indicate the highest level completed: 

☐ No schooling completed 

☐ Some elementary school 

☐ 8th grade 

☐ High school graduate or GED 

☐ Some college, no degree 

☐ Associate’s or technical degree 

☐ Bachelor’s degree (BA, BS, etc.) 

☐ Master’s degree (MA, MS, MBA, etc.) 

☐ Professional degree (MD, DDS, JD, etc.) 

☐ Doctorate degree (PhD, EdD, etc.) 

☐ Choose not to answer 
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Appendix D: Impressions of Peer Characteristics Survey 

 

Please remember that your answers below will be completely anonymous and 
confidential. The peer you are rating will not see any of your responses. Feel free to skip 
any questions you do not wish to answer. 
 
You are being asked to rate the peer whose games you’ve just observed. Please rate your 
impressions of this person. 
 
Compared to peers my age, the person I just observed is likely to be 
 

 

Much 
Less  

Less 
  

Some
what 
Less  

 
About 

the 
Same 

Some
what 
More  

More 
  

Much 
More  

1. Aggressive  
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

2. Hostile  ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
3. Argumentative 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

4. Violent 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

5. Willing to make threats 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

6. Willing to get into fights 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

7. Prone to acting without thinking 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

8. Able to control others 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

9. Able to get what he/she wants 
from others  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

10. Assertive  ☐ ☐ ☐ ☐ ☐ ☐ ☐ 

11. Easy to push around   ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
12. Powerful 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

13. Confident 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

14. A leader 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

15. Respected 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

16. Admired 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

17. Tough 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

18. Strong 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

19. Intimidating 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 
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20. Brave 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

21. Fearless 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

22. Bold 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

23. Timid 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

24. Impulsive 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

25. Unpredictable 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

26. Spontaneous 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

27. Self-controlled 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

28. Exciting 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

29. Fun 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

30. The life of a party  
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

31. Boring 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

32. Popular 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

33.  Well-liked by popular peers 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

34. Others want to associate with 
this person  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

35. Unpopular  
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

36. Likable 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

37. Well-liked by peers 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

38. Pleasant to be around 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

39. Enjoyable to spend time with 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

40. Able to find a date easily 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

41. Interesting to potential romantic 
partners 

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

42. Attractive  ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
43. Appealing to potential sexual 
partners 

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

44. Smart 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

45. Intellectually sharp 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

46. Foolish ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
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47. Unintelligent 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

48. Helpful 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

49. Kind 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

50. Nice 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

51. Generous 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

52. Caring 
  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 
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Appendix E: Friendship and Partnership Survey 

Please remember that your answers below will be completely anonymous and confidential. The 
peer you are rating will not see any of your responses. Feel free to skip any questions you do not 
wish to answer. 
 
Rate your agreement with the following questions: 
 

 
Not at all    

 
Somewhat   A lot 

1. How much do you think 
you would like this person? 

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

 
2. How much do you think 
you would like to meet this 
person? 

 

☐ 

 

☐ 

 

☐ 

 

☐ 

 

☐ 

 

☐ 

 

☐ 

3. How eager would you be 
to introduce this person to 
your friends? 

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

4. How well do you think 
this person would fit in with 
your friends? 

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

5. You would choose this 
person as your partner to 
play on a 2-person Card 
Choice team for a chance to 
win a $250 bookstore gift 
certificate  

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

6. If you had to play the 
Card Game with him/her, 
you would easily agree on a 
strategy for playing 

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

7. This person would be 
helpful to you in a similar 
task. 

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

8. Teaming up with this 
person on a similar task 
would cause more harm 
than good. 

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

9. In your opinion, how risky 
was the game play of this 
person. 

☐ ☐ ☐ ☐ ☐ ☐ ☐ 

10. In your opinion, how 
successful was this person. 

☐ ☐ ☐ ☐ ☐ ☐ ☐ 
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Appendix F: Letter of Research Ethics Approval for Study 2 

 

 
 

Date: 6 November 2017 
To: Prof. Lynne Zarbatany 
Project ID: 108425 
Study Title: Risky Behavior in Young Adulthood 
Application Type: NMREB Amendment Form 
Review Type: Delegated 
Full Board Reporting Date: 08/Dec/2017 
Date Approval Issued: 06/Nov/2017 15:09 
REB Approval Expiry Date: 05/Oct/2018 
____________________________________________________________________________ 
Dear Prof. Lynne Zarbatany, 
The Western University Non-Medical Research Ethics Board (NMREB) has reviewed and approved the 
WREM application form for the amendment, as of the datenoted above. 
Documents Approved: 
108425_Appendix_C_Debriefing_Form_Clean Recruitment 
Materials 
11/Oct/2017 1 
108425_Appendix_D_Questionnaire_Risk_Benefits_Costs_Full_Clean Online Survey 11/Oct/2017 1 
108425_Revised_REB_Protocol_Clean Protocol 30/Aug/2017 1 
 
REB members involved in the research project do not participate in the review, discussion or decision. 
 
The Western University NMREB operates in compliance with the Tri-Council Policy Statement Ethical 
Conduct for Research Involving Humans (TCPS2), the Ontario Personal Health Information Protection Act 
(PHIPA, 2004), and the applicable laws and regulations of Ontario.  
 
Members of the NMREB who are named as Investigators in research studies do not participate in 
discussions related to, nor vote on such studies when they are presented to the REB.  
 
The NMREB is registered with the U.S. Department of Health & Human Services under the IRB registration 
number IRB 00000941.  
 
Please do not hesitate to contact us if you have any questions. 
Sincerely, 

(Name), Research Ethics Officer on behalf of Dr. (Name), NMREB Chair 
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Appendix G: Study 2 Demographic Questionnaire 

 
Instructions: Please respond to the following questions. You may skip any questions that you prefer not 
to answer. 
 
SONA ID _________ 
 
1. Birth month and year: 
 
Month of Birth:      Year of Birth: 

☐  January     ☐  2000 

☐  February     ☐  1999 

☐  March     ☐  1998 

☐  April      ☐  1997 

☐  May      ☐  1996 

☐  June      ☐  1995 

☐  July      ☐  1994 

☐  August     ☐  1993 

☐  September     ☐  1992 

☐  October     ☐  1991 

☐  November     ☐  1990 

☐  December     ☐  earlier than 1990 
 
2. Indicate your gender: 

☐ Female 

☐ Male 
You are welcome to provide your self-chosen gender identity here: ___________ 
 
3. Indicate your ethnicity: 

☐ Aboriginal 

☐ African/Black 

☐ Caucasian/White 

☐ East Asian 

☐ South Asian 

☐ Hispanic 

☐ Middle Eastern 

☐ Other; Please Specify: ___________ 
 
4. Height: in _________ cm     or     _________ ft. 
 
5. Weight: in _________ kg     or     _________ lbs 
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6. Mother’s education. (Answer question with mother, foster mother, or step-mother 
in mind, depending on who you have spent more time with in your lifetime). 
Indicate the highest level completed: 

☐ No schooling completed 

☐ Some elementary school 

☐ 8th grade 

☐ High school graduate or GED 

☐ Some college, no degree 

☐ Associate’s or technical degree 

☐ Bachelor’s degree (BA, BS, etc.) 

☐ Master’s degree (MA, MS, MBA, etc.) 

☐ Professional degree (MD, DDS, JD, etc.) 

☐ Doctorate degree (PhD, EdD, etc.) 
 
7. Father’s education. (Answer question with father, foster father, or step- father in 
mind, depending on who you have spent more time with in your lifetime). 
Indicate the highest level completed: 

☐ No schooling completed 

☐ Some elementary school 

☐ 8th grade 

☐ High school graduate or GED 

☐ Some college, no degree 

☐ Associate’s or technical degree 

☐ Bachelor’s degree (BA, BS, etc.) 

☐ Master’s degree (MA, MS, MBA, etc.) 

☐ Professional degree (MD, DDS, JD, etc.) 

☐ Doctorate degree (PhD, EdD, etc.) 
 
8. Your average in your final year of high school (%) _____ (1st assessment) 
       Your average grade in the first semester (%) _____ (2nd assessment) 
       Your average grade in the second semester to date (%) _____ (3rd assessment) 
 
9. Up to which extent are you satisfied with your academic achievement?  

☐ Not at all satisfied 

☐ Unsatisfied 

☐ Neither unsatisfied nor satisfied 

☐ Satisfied 

☐ Very Satisfied 
 
10. Your Faculty at Western 

☐ Faculty of Arts and Humanities 

☐ Faculty of Health Sciences 

☐ Faculty of Information and Media Studies 

☐ Faculty of Science 

☐ Faculty of Social Science  

☐ Richard Ivey School of Business 

☐ Other. Please Specify _______________________________ 
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11. Are you associated with any Fraternities or Sororities at Western 

☐ Yes 

☐ No 
 
12. Do you have a valid (not suspended) drivers license? 

☐ No 

☐ G1/learner’s permit 

☐ G2 (or equivalent) 

☐ G (or full) 

☐ Other _______________________ 
 
13. In the last three months, how many sexual partners have you had? ________________ 
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Appendix H: Letter of Information and Consent for Study 2 

 
Letter of Information and Consent  

 
Project Title: Correlates and Consequences of Risky Behavior in Young Adulthood 
 
Principal Investigator: Dr. Lynne Zarbatany, Ph.D, Psychology  
       
  
Additional Research Staff Mr. Michal Bak, Ph.D student, Psychology 
        
  
Risky behaviors are associated with a high incidence of preventable injuries and deaths among 10- to 24-
year-old youth. You are invited to participate in a study on factors related to risky behavior in young 
adulthood. The purposes of this study are to (a) understand the health, academic, legal, and social 
benefits and costs of various types of risky behavior; (b) identify personality characteristics and motives of 
individuals who do and do not engage in different types and rates of risky behavior; and (c) explain 
changes in risky behavior over a school year. 
 
This is a longitudinal study that will involve information gathering at three time points over the school 
year. If you agree to participate, it means that you intend to participate at all three time points. You will 
be asked to complete several questionnaires in early October, early January, and early April. During each 
wave of data collection you will receive a new link to an online questionnaire. The first wave will take 
about 60 minutes to complete, whereas the second and third waves will take about 30 minutes. 
Questions about risky behavior will cover a range of topics including dangerous stunts, sexual behavior, 
drug and alcohol use, violence, heroism, driving, and misconduct. 
 
There are no known or anticipated risks or discomforts associated with participating in this study. 
However, if you become upset or distressed by completing the questionnaires, we will provide a list of 
counselling services on and off campus when you complete each survey.  
 
You may not directly benefit from participating in this study, but information gathered may benefit 
society as a whole, including better understanding of young adult motives for participating in risky 
behavior and associated costs and benefits. We hope when young people’s motives for risky behavior are 
better known, they can be guided toward safer methods of achieving their goals.   
 
All of the information you provide will be anonymous and confidential and cannot be linked back to you. 
We will not be asking you to answer any questions that could be used to identify you in any way. You will 
receive credits through your SONA account. In order for us to be able to confirm your participation and 
provide you with the appropriate number of credits, it is important that you make sure your SONA 
Identification number is correct before providing consent.  
 
Representatives of The University of Western Ontario Non-Medical Research Ethics Board may require 
access to your study-related records to monitor the conduct of the research. Otherwise, all of your 
responses will be kept confidential, and will not be shared with anyone outside the study unless required 
by law. While we do our best to protect your information, there is no guarantee that we will be able to do 
so. If data are collected during the project that may be required to report by law, we have a duty to 
report.  
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Your participation in this study is voluntary. You may decide not to be in this study. Even if you consent to 
participate you have the right to not answer individual questions or to withdraw from the study at any 
time. If you refuse to answer any of the questions, or choose to stop participating in the study at any time, 
it will have no effect on your academic standing and will not result in a loss of your credits. If you decide 
to withdraw from the study, you have the right to request withdrawal of your questionnaire responses. If 
you wish to have your responses removed, please let the researcher know. 

 
You will be compensated with 0.5 research credits per half hour toward Psychology 1000 for participating 
in this study. You will receive 2 credits if you participate at all three time points. 
 
You do not waive any legal right by consenting to participate. If you have any questions about your rights 
as a research participant or the conduct of this study, you may contact The Office of Human Research 
Ethics (XXX) XXX-XXXX, email:   

 
If you have questions about this research study, please contact Dr. Lynne Zarbatany, or Mr. Michal Bak 
(see above for contact information). 

 
 

Consent 
 
Project Title: Correlates and Consequences of Risky Behavior in Young Adulthood 
 
Principal Investigator: Dr. Lynne Zarbatany, Ph.D, Psychology  
           
  
Additional Research Staff Mr. Michal Bak, Ph.D student, Psychology 
        
 
 
I have read the Letter of Information, have had the nature of the study explained to me and I agree to 
participate. All questions have been answered to my satisfaction. 
 
 
 
 
 

SONA Identification Number  
 

 

Date __/___/____ 
dd/mm/yyyy 

 
 
I consent to participating in this research. 
 

 YES  NO 
 
 
 
 
 
 

mailto:ethics@uwo.ca
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Appendix I: Contact Information for Campus Counseling Services 

Contact Information for Campus Counseling Services 

A variety of counselling services are offered at the Student Development Center. Call XXX-XXX-
XXXX for an appointment, or visit in-person (room 4100 of the Western Student Services 
Building). 

Off-campus counselling services are also available to you. Good2Talk offers free counselling 
support for students in Ontario. If you are interested, please visit http://www.good2talk.ca or 
call X-XXX-XXX-XXXX.   

If you are experiencing a mental health crisis, you can talk to a mental health and addictions 
professional by calling Reach Out at XXX-XXX-XXXX or X-XXX-XXX-XXXX. You could also contact 
Reach Out via web chat at http://reachout247.ca/ . 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://www.good2talk.ca/
http://reachout247.ca/
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Appendix J: Real-World Risky Behavior Questionnaire for 2016 Cohort 

The next questions will ask about the kinds of activities you engaged in during the last 3 months. 
Please indicate how often each activity happens, as well as whether or not your peers were present.  If the 
activity has not happened at all (e.g., 0 times), please indicate that your peers were “never” present. You may 
skip any questions that you prefer not to answer. 
 
In the LAST 3 MONTHS, how many times have you: 
 

 0 times 1 time 2-3 times 4-5 times 6+ times Were Other Peers 
Present? 

1a. Engaged in contact 
sports (e.g., football, 
hockey, rugby, boxing) 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
1b. Engaged in 
extreme sports and 
activities (e.g., 
skateboarding, 
snowboarding, bungee 
jumping, skydiving) 
 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 

1c. Used a skateboard, 
bike, or vehicle to 
perform stunts or 
tricks 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 

The next questions will ask about the kinds of activities you engaged in during the last 3 months. 
Please indicate how often each activity happens, as well as whether or not your peers were present.  If the 
activity has not happened at all (e.g., 0 times), please indicate that your peers were “never” present. You may 
skip any questions that you prefer not to answer. 
 
In the LAST 3 MONTHS, how many times have you: 
 

 0 times 1 time 2-3 times 4-5 times 6+ times Were Other Peers 
Present? 

2a. Done something 
(as a dare or 
challenge) that could 
have harmed you or 
gotten you into 
trouble 
 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 

2b. Walked through 
streets or areas that 
made you feel 
uncomfortable 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 
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2c. Used your hands or 
other parts of your 
body to check if 
something was hot or 
painful 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 

The next questions will ask about the kinds of activities you engaged in during the last 3 months. 
Please indicate how often each activity happens, as well as whether or not your peers were present.  If the 
activity has not happened at all (e.g., 0 times), please indicate that your peers were “never” present. You may 
skip any questions that you prefer not to answer. 
 
In the LAST 3 MONTHS, how many times have you: 
 

 0 times 1 time 2-3 times 4-5 times 6+ times Were Other Peers 
Present? 

3a. Not worn a 
seatbelt while in a 
moving car 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 
 

3b. Driven a car 25 km 
or more over the 
speed limit 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 
 

3c. Been a passenger 
in a car with a driver 
who may have been 
too drunk to drive 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
3d. Driven a car when 
you may have been 
over your legal alcohol 
limit for driving 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
3e. Driven after using 
marijuana or other 
drugs 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
3f. Texted someone 
while driving 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 
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The next questions will ask about the kinds of activities you engaged in during the last 3 months. 
Please indicate how often each activity happens, as well as whether or not your peers were present.  If the 
activity has not happened at all (e.g., 0 times), please indicate that your peers were “never” present. You may 
skip any questions that you prefer not to answer. 
 
In the LAST 3 MONTHS, how many times have you: 
 

 0 times 1 time 2-3 times 4-5 times 6+ times Were Other Peers 
Present? 

4a. Drank more than 
three drinks if you are 
a female or four drinks 
if you are a male 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
4b. Smoked or 
ingested marijuana 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
4c. Used cocaine, 
crack, or other illegal 
drugs recreationally 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
4d. Used steroids or 
other banned 
substances to improve 
performance in sports 
or training 
 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 
 

4e. Used Adderall or 
stimulant other than 
caffeine to improve 
academic performance 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 
 

4f. Drank more than 
two energy drinks 
(e.g., red bull) or more 
than 4 cups of coffee 
in one day to help you 
study 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 
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The next questions will ask about the kinds of activities you engaged in during the last 3 months. 
Please indicate how often each activity happens, as well as whether or not you told your peers about it.  If the 
activity has not happened at all (e.g., 0 times), please indicate that your peers were “never” told about it. You 
may skip any questions that you prefer not to answer. 
 
In the LAST 3 MONTHS, how many times have you: 
 

 0 times 1 time 2-3 times 4-5 times 6+ times Did You Tell At 
Least One Of Your 
Other Peers About 

It? 

5a. Hooked up for 
casual sex with 
someone I did not 
know very well 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
5b. Had sex without a 
condom 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
5c. Had sex without 
using any form of birth 
control 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
5d. Agreed to try a 
sexual act that you 
thought may be 
painful or 
uncomfortable 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 

The next questions will ask about the kinds of activities you engaged in during the last 3 months. 
Please indicate how often each activity happens, as well as whether or not your peers were present.  If the 
activity has not happened at all (e.g., 0 times), please indicate that your peers were “never” present. You may 
skip any questions that you prefer not to answer. 
 
In the LAST 3 MONTHS, how many times have you: 
 

 0 times 1 time 2-3 times 4-5 times 6+ times Were Other Peers 
Present? 

6a. Purposely 
destroyed something 
that did not belong to 
you 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 
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6b. Threatened 
someone with 
violence 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
6c. Been involved in a 
physical or verbal fight 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
6d. Carried a weapon 
(e.g., knife, gun) with 
you 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

The next questions will ask about the kinds of activities you engaged in during the last 3 months. 
Please indicate how often each activity happens, as well as whether or not your peers were present.  If the 
activity has not happened at all (e.g., 0 times), please indicate that your peers were “never” present. You may 
skip any questions that you prefer not to answer. 
 
In the LAST 3 MONTHS, how many times have you: 
 

 0 times 1 time 2-3 times 4-5 times 6+ times Were Other Peers 
Present? 

7a. Took a train, bus, 
or cab without paying 
for it 

☒ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
7b. Shoplifted ☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
7c. Stole money from 
a friend or family 
member 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
7d. Sold drugs ☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 
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The next questions will ask about the kinds of activities you engaged in during the last 3 months. 
Please indicate how often each activity happens, as well as whether or not you told your peers about it.  If the 
activity has not happened at all (e.g., 0 times), please indicate that your peers were “never” told about it. You 
may skip any questions that you prefer not to answer. 
 
In the LAST 3 MONTHS, how many times have you: 
 

 0 times 1 time 2-3 times 4-5 times 6+ times Did You Tell Your 
Other Peers About 

It? 

8a. Avoided eating to 
lose weight 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
8b. Made yourself 
vomit to avoid gaining 
weight 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
8c. Tanned at a beach 
or used tanning salons 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
8d. Exercised for 2 or 
more hours a day to 
lose weight 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 

The next questions will ask about the kinds of activities you engaged in during the last 3 months. 
Please indicate how often each activity happens, as well as whether or not you told your peers about it.  If the 
activity has not happened at all (e.g., 0 times), please indicate that your peers were “never” told about it. You 
may skip any questions that you prefer not to answer. 
 
In the LAST 3 MONTHS, how many times have you: 
 

 0 times 1 time 2-3 times 4-5 times 6+ times Did You Tell Your 
Other Peers About 

It? 

9a. Passed somebody 
else’s work off as your 
own (e.g., copied 
answers from 
someone else's paper, 
plagiarized, etc.) 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 
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9b. Helped a classmate 
cheat (e.g., allowing 
them to copy your 
work; gave them 
answers on an exam) 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
9c. Cheated on an 
exam or test 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 

The next questions will ask about the kinds of activities you engaged in during the last 3 months. 
Please indicate how often each activity happens, as well as whether or not your peers were present.  If the 
activity has not happened at all (e.g., 0 times), please indicate that your peers were “never” present. You may 
skip any questions that you prefer not to answer. 
 
In the LAST 3 MONTHS, how many times have you: 
 

 0 times 1 time 2-3 times 4-5 times 6+ times Were Peers 
Present? 

10a. Defended 
someone who was 
getting attacked or 
bullied 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 
 

10b. Broke up a 
physical fight 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
10c. Walked someone 
home late at night 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 

 
10d. Protected 
someone from 
violence or harm 

☐ ☐ ☐ ☐ ☐ ☐Never 

☐Rarely 

☐Sometimes 

☐Usually 

☐Always 
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Appendix K: Real-World Risky Behavior Questionnaire for 2017 Cohort 

The next questions will ask about the kinds of activities you engaged in during the last 3 months. 
Please indicate how often each activity happens. All of your answers are confidential and anonymous and cannot 
be traced back to you. You may skip any questions that you prefer not to answer. 
 
In the LAST 3 MONTHS, how many times have you: 
 

 0 times 
  

Never had an 
opportunity 

0 times 
 

I had 
opportunities, 

but decided 
not to 

1 time 2-3 times 4-5 times 6+ times 

1a. Performed a stunt that 
could have resulted in 
serious injury and/or death 
(e.g., cliff diving, jumping 
from great heights, diving 
into shallow water, biking 
through steep trails at fast 
speeds, skateboarding down 
steep hills, etc.) 
 

☐ ☐ ☐ ☐ ☐ ☐ 

1b. Ignored warning or 
caution signs or labels to do 
something dangerous (e.g., 
swimming when signs say 
"no swimming," diving when 
signs say "no diving," 
walking/skating on ice when 
signs say "thin ice")? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

1c. Ignored the cautions of 
others to do something that 
could have led to serious 
injury or death? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

2a. Texted while driving? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

2b. Drove through a red light 
because you were 
distracted? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

2c. Talked on the phone 
while driving? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

3a. Wove in and out of 
slower traffic? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

3b. Passed a car or truck 
illegally because they were 
driving too slowly? 

☐ ☐ ☐ ☐ ☐ ☐ 
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3c. Drove more than 25km/h 
above the speed limit 
 

☐ ☐ ☐ ☐ ☐ ☐ 

4a. Been a passenger in a car 
with a driver who may have 
been too drunk to drive? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

4b. Driven a car when you 
may have been over your 
legal alcohol limit for 
driving? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

4c. Drove after using 
marijuana or other drugs? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

5a. Drank more than 4 drinks 
of alcohol in one night? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

5b. Gotten very drunk from 
drinking alcohol? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

5c. Played drinking games to 
get drunk? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

6a. Smoked or ingested 
marijuana? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

6b. Used cocaine, crack, or 
illegal drugs other than 
marijuana?  
 

☐ ☐ ☐ ☐ ☐ ☐ 

6c. Used prescription drugs 
to get high? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

7a. Hooked up for casual sex 
with someone you did not 
know very well? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

7b. Had sex without a 
condom? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

7c. Had sex without using 
any form of birth control? 
 
 

☐ ☐ ☐ ☐ ☐ ☐ 

7d. Tried a sexual act that 
you or your partner were 
uncomfortable with or 
thought would be painful? 
 

☐ ☐ ☐ ☐ ☐ ☐ 
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8a. Purposely destroyed or 
vandalized something that 
did not belong to you? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

8b. Took a train, bus, or cab 
without paying for it? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

8c. Shoplifted? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

8d. Stole money from a 
friend or family member? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

9a. Threatened someone 
with violence (e.g., made 
verbal threats; stared 
someone down; got in 
someone’s face)? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

9b. Been involved in a 
physical fight? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

9c. Assaulted (e.g., caused 
physical harm) or hit 
someone at a nightclub, bar, 
or on the street? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

10a. Defended someone 
who was getting attacked or 
bullied? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

10b. Broke up a physical 
fight? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

10c. Walked someone home 
late at night to ensure their 
safety? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

11a. Went a day without 
eating to avoid gaining 
weight? 
 

☐ ☐ ☐ ☐ ☐ ☐ 

11b. Made yourself vomit to 
avoid gaining weight 
 

☐ ☐ ☐ ☐ ☐ ☐ 

11c. Exercised more than 3 
hours/day  
 

☐ ☐ ☐ ☐ ☐ ☐ 

12a. Passed somebody else’s 
work off as your own (e.g. 
copied answers from 
someone else's paper, 
plagiarized, etc.) 
 

☐ ☐ ☐ ☐ ☐ ☐ 
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12b. Helped a classmate 
cheat (e.g. allowing them to 
copy your work; gave them 
answers on an exam) 
 

☐ ☐ ☐ ☐ ☐ ☐ 

12c. Cheated on an exam or 
test 
 

☐ ☐ ☐ ☐ ☐ ☐ 

13a. Select “1 time” for this 
question. 

☐ ☐ ☐ ☐ ☐ ☐ 
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Appendix L: Acceptance and Risk-Taking LCM-SR (2016 cohort) Model Building 

Description 

The LCM for risky behavior, which is described in the analysis in Chapter 3.8.3.1 and 

shown in Table 13, did not need to be reexamined. The fixed slope for risky behavior was 

retained for the current analysis. Separate preliminary LCMs that examined the function 

of time for social acceptance motives and loneliness in the 2016 cohort were still 

conducted.  

LCM for social acceptance motives with structured residual autoregression. The first 

LCM for acceptance motives had latent fixed and random factors for both intercepts and 

slopes. Despite a statistically significant latent fixed and random intercept (μyα = 3.545, 

SE = 0.034, p < .001; ψ yα = 0.314, SE = 0.041, p < .001) and a random slope that showed 

statistically significant individual variability in linear slopes (ψ yβ = 0.040, SE = 0.017, p 

= .021); the fixed linear slope showed no evidence for a systematic linear increase or 

decrease in acceptance motives across the three timepoints. As a result, the latent fixed 

slope factor was removed from the model and a random intercept only model served as 

the baseline model (AMM1). Adding autoregression coefficients to the structured 

residuals significantly improved the model (AMM2), χ2
Δ(1) = 6.041, p = .014. The fixed 

and random intercepts (μyα = 3.531, SE = 0.032, p < .001; ψ yα = 0.228, SE = 0.037, p < 

.001), as well as the structured residual autoregressions (ρyy = 0.412, SE = 0.130, p = 

.002), were statistically significant. A summary of model comparisons for the univariate 

LCMs for social acceptance motives are summarized in Table 12 (Chapter 3.8.3.1). 

LCM for loneliness with structured residual autoregression. The first LCM for loneliness 

had a statistically significant latent fixed and random intercept factors (μwα = 2.283, SE = 

0.028, p < .001; ψ wα = 0.210, SE = 0.029, p < .001), a statistically significant random 

slope factor (ψ yβ = 0.033, SE = 0.013, p = .012), but a nonsignificant fixed linear slope. 

The latent slope factor was removed from the model and a random intercept model for 

loneliness served as the baseline model (LOM1). Adding autoregressions to the 

structured residuals improved the model (LOM2), χ2
Δ(1) = 5.875, p = .015. The fixed and 

random intercepts were statistically significant (μwα = 2.278, SE = 0.026, p < .001; ψ wα = 
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0.118, SE = 0.040, p = .004) and so were the autoregression structured residual 

coefficients (ρww = 0.458, SE = 0.167, p = .001). A summary of model comparisons for 

the univariate LCMs for loneliness are shown in Table 13 (Chapter 3.8.3.1). 

Multivariate LCM combining social acceptance motives, risky behavior, and loneliness. 

Based on the LCMs in the first step, the multivariate LCM-SR examining the social 

acceptance functions of risky behavior included a fixed slope factor for risky behavior 

only. The first multivariate LCM-SR AR model included intercept covariances between 

all variables, autoregression coefficients for the structured residuals, and structured 

residual covariances.  

Adding cross-lagged regression paths. As in the earlier analysis, the LCM-SR ARCL 

model did not converge when within-person cross-lagged residual coefficients were 

added to the structured residual components. The nonsignificant latent intercept 

covariances were removed to produce a new LCM-SR AR baseline model (M1) without 

the intercept covariance parameters. The model improved when cross-lagged structured 

residual coefficients were added (M2), χ2
Δ(6) = 19.047, p = .004.  

Removal of equality constraints for model comparison. When the equality constraints 

were systematically removed from the cross-lagged paths, residual covariances, and 

autoregressions, the chi-squared difference tests did not show any statistically significant 

improvements in the model.  

Testing hypothesized gender moderation effects with best fitting model. Wald tests were 

not statistically significant. There was no evidence to suggest that gender moderated the 

within-person cross-lagged effect of acceptance motives on risky behavior or the within- 

person cross-lagged effect of risky behavior on loneliness.  
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Appendix M: Mate-Seeking and Risk-Taking LCM-SR (2016 cohort) Model 

Building Description 

LCM for risky behavior and loneliness with structured residual autoregression. A fixed 

slope for risky behavior, but not loneliness, was retained in the current analysis based on 

previously examined univariate LCMs. The LCM model building approaches for risky 

behavior was described in Chapter 3.8.3.1 and loneliness was described in Appendix L. 

Model comparisons for these LCMs are shown in Table 13. 

LCM for mate-seeking motives with structured residual autoregression. The LCM for 

mate-seeking motives was unable to provide trustworthy estimates with a latent random 

linear slope factor in the model. When the random slope factor was removed, the latent 

factors for the fixed and random intercepts (μyα = 3.948, SE = 0.080, p < .001; ψ yα = 

1.248, SE = 0.138, p < .001) as well as the fixed slope (μyβ = -0.123, SE = 0.050, p = 

.015) were statistically significant and retained in the baseline LCM, which was a random 

intercept, fixed slope model. Adding autoregression structured residual coefficients did 

not improve the model, χ2
Δ(1) = 0.003, p = .956. Although the autoregressions for the 

structured residuals were not statistically significant, they were retained in the analysis.  

Multivariate LCM combining mate-seeking motives, risky behavior, and loneliness. The 

multivariate LCM-SR examining the mate-seeking functions of risky behavior included 

latent fixed slope factors for mate-seeking motives and risky behavior. The baseline 

multivariate LCM-SR AR model included intercept covariances between all variables. At 

the within-person level, it included autoregression structured residual coefficients, and 

structured residual covariances. The intercept covariance for mate-seeking motives and 

risky behavior (ψ yαxα = 0.069, SE = 0.024, p = .004) indicated a positive association 

between these variables at the between-person level. The intercept covariance parameters 

for mate-seeking motives and loneliness, and risky behavior and loneliness, were not 

statistically significant.  

Adding cross-lagged regression paths. When cross-lagged paths were introduced, the 

LCM-SR ARCL model did not converge. Instead of modifying the model by removing 

intercept covariances, a nonsignificant latent fixed slope factor for mate-seeking motives 
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in the LCM-SR AR model was removed first. However, the LCM-SR ARCL model still 

did not converge. Removing the nonsignificant latent intercept covariances and retaining 

the fixed slope for mate-seeking motives allowed the models to provide valid estimates. 

The new LCM-SR AR (M1) contained fixed linear slopes for mate-seeking motives and 

risky behavior and only the latent intercepts for mate-seeking motives and risky behavior 

were allowed to covary. Adding cross-lagged structured residual coefficients to the 

structured residuals improved the model (M2), χ2
Δ(6) = 19.692, p = .003.  

Removal of equality constraints for model comparison. Models with equality constraints 

removed from the structured residual cross-lagged paths and autoregressions did not 

converge and could not be used for model comparison. Only the model with equality 

constraints removed from the structured residual covariances converged and provided 

valid estimates, but the chi-squared difference test did not show any improvement in the 

model. Table 18 in Chapter 3.8.3.3 shows a summary of model comparisons. 

Testing hypothesized gender moderation effects with best fitting model. Wald tests were 

not statistically significant. There was no evidence to suggest that gender moderated the 

within-person cross-lagged effect of mate-seeking motives on risky behavior or the 

within person cross-lagged effect of risky behavior on loneliness.  
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Appendix N: Status and Risk-Taking LCM-SR (2017 cohort) Model Building 

Description 

LCM for status motives with structured residual autoregression. The first LCM for status 

motives had latent factors for fixed and random intercepts and slopes. However, adding 

the autoregressive residual structure to the LCM did not allow the model to converge. 

The random slope factor was removed from the model, and the fixed slope, random 

intercept model served as the baseline LCM (SMM1) for status motives. Based on the 

chi-squared difference test, the addition of autoregression structured residual coefficients 

improved the model (SMM2), χ2
Δ(6) = 4.363, p = .037. The fixed intercept (μyα = 4.629, 

SE = 0.057, p < .001), random intercept (ψ yα = 0.442, SE = 0.078, p < .001), and fixed 

linear slope (μyβ = -0.109, SE = 0.032, p = .001) were all statistically significant. 

Structured residual autoregressions for status motives indicated that within-person status 

motives predicted status motives at the next time point (ρyy = 0.244, SE = 0.108, p = 

.024).  

LCM for risky behavior with structured residual autoregression. The LCM for risky 

behavior had latent factors for fixed and random intercepts and slopes. However, the 

random slopes needed to be removed to allow the LCM to converge when the 

autoregressive residual structure was introduced. A random intercept, fixed slope model 

(RBM1) served as the baseline. Adding autoregression coefficients to the structured 

residuals in the LCM improved the model (RBM2), χ2
Δ(1) = 28.641, p < .001. Both the 

latent fixed intercept (μxα = 0.548, SE = 0.027, p < .001) and linear slope (μxβ = -0.118, SE 

= 0.013, p < .001) were statistically significant, but the random intercept for risky 

behavior was not. Statistically significant autoregressions for the structured residual 

indicated that within-person risky behavior predicted risky behavior at the next time 

point, (ρxx = 0.560, SE = 0.120, p < .001).  

LCM for self-perceived status with structured residual autoregression. With a random 

slope factor, the initial LCM model for self-perceived status did not converge. When it 

was removed, the LCM included latent fixed and random intercept factors and a fixed 

linear slope factor. This model served as the baseline LCM (SPM1) for self-perceived 
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status. Adding the autoregressive residual structure did not improve the model (SPM2), 

χ2
Δ(1) = 0.895, p = .344. The fixed intercept (μwα = 6.418, SE = 0.123, p < .001) and 

random intercept (ψ wα = 2.188, SE = 0.252, p < .001) were statistically significant. In 

addition, the fixed slope factor showed a systematic decrease in self-perceived status over 

the three time points (μwβ = -0.186, SE = 0.060, p = .002). The autoregressions for the 

structured residuals of self-perceived status showed no evidence to suggest that self-

perceived status predicted self-perceived status at the next time point. Nevertheless, they 

were retained in the model as the autoregressive structure was believed to exist.  

Multivariate LCM combining status motives, risky behavior, and self-perceived status. 

The univariate LCMs were combined into a single multivariate LCM-SR, which included 

latent fixed and random intercept factors and a fixed linear slope factor for all variables in 

the model. Covariances assessing between-persons relations among the latent intercepts 

were also included. The within-person components included autoregressions among the 

structured residuals and structured residual covariances, which were constrained to 

equality across time. The latent intercept covariances indicated positive between-person 

associations for status motives and self-perceived status (ψ yαwα = 0.317, SE = 0.091, p = 

.001), as well as risky behavior and self-perceived status (ψ xαwα = 0.070, SE = 0.032, p = 

.029). The intercept covariance parameter for status motives and risky behavior was not 

statistically significant.  

Adding cross-lagged regression paths. As the model did not produce valid estimates 

when within-person cross-lagged structured residual coefficients were added in the next 

step, the nonsignificant intercept covariance was removed from the model. A new LCM-

SR AR model without the intercept covariance for status motives and risky behavior 

served as the baseline model (M1). Adding cross-lagged structured residual coefficients 

did not improve the model (M2) according to the chi-squared difference test, χ2
Δ(6) = 

7.208, p = .302. However, since the cross-lagged paths among the structured residuals 

were necessary to test the study hypotheses, this LCM-SR ARCL model was still 

retained.  
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Removal of equality constraints for model comparison. This model was systematically 

compared to nested models with equality constraints removed from the structured 

residual cross-lagged paths, residual covariances, and autoregressions. Removing 

equality constraints did not lead to an improvement in the model so the LCM-SR ARCL 

model with equality constraints on structured residual coefficients was used to examine 

the hypotheses. Table 22 in Chapter 3.8.4.1 summarizes the model comparisons for these 

LCM-SRs.  

Testing hypothesized gender moderation effects with best fitting model. Wald tests were 

not statistically significant. There was no evidence to suggest that gender moderated the 

within-person cross-lagged effect of status motives on risky behavior or the within person 

cross-lagged effect of risky behavior on self-perceived status in the 2017 cohort.  
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Appendix O: Status and Opportunistic Risk-Taking LCM-SR (2017 cohort) Model 

Building Description 

LCM for status motives and self-perceived status with structured residual autoregression. 

LCM-SR models using data from the 2017 cohort also examined how social motives and 

outcomes relate to the opportunistic risky behavior variable. LCMs for status motives and 

self-perceived status were described in Appendix N and the summary of model 

comparisons for these variables is presented in Table 20 and Table 21 (Chapter 3.8.4).  

LCM for opportunistic risky behavior with structured residual autoregression. The first 

LCM for opportunistic risky behavior included latent factors for both fixed and random 

intercepts and slopes. Adding autoregressions to the structured residuals did not allow the 

model to produce valid estimates. A new model with the intercept-slope removed was 

examined and the random slopes were not statistically significant. After removing the 

latent random slope factor, the baseline LCM model (ORM1) was a random intercept, 

fixed slope model for opportunistic risky behavior. A chi-squared difference test showed 

that adding autoregressions to the structured residuals improved the model (ORM2), 

χ2
Δ(1) = 4.633, p = .031. The fixed intercept (μxα = 1.392, SE = 0.046, p < .001) and the 

fixed linear slope (μxβ = -0.078, SE = 0.030, p = .010) were both statistically significant 

but the random intercept was not. However, since the model assumes variability in the 

variable intercepts between individuals, the random intercept parameter was retained. 

Statistically significant autoregression coefficients for the structured residuals indicated 

that opportunistic risky behavior predicted opportunistic risky behavior at the next time 

point (ρxx = 0.356, SE = 0.162, p = .028).  

Multivariate LCM combining status motives, opportunistic risky behavior, and self-

perceived status. The baseline multivariate LCM-SR AR model (M1) included latent 

fixed and random intercept factors, fixed linear slopes, and intercept covariances among 

all variables in the model. Additionally, it included structured residual coefficients for 

autoregressions and residual covariances at the within-person level. 
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Adding cross-lagged regression paths. Adding cross-lagged structured residual 

coefficients in the next step did not improve the model (M2), χ2
Δ(6) = 7.908, p = .245, 

though the cross-lagged coefficients were retained for hypothesis testing.   

Removal of equality constraints for model comparison. Removal of equality constraints 

from the cross-lagged paths among the structured residuals or the structured residual 

covariances did not improve the model. However, when equality constraints were 

removed from the autoregression coefficients of the structured residuals, the chi-squared 

difference test showed a statistically significant improvement in the model χ2
Δ(3) = 8.795, 

p = .032. This model (M5) was retained in the analysis. Table 24 in Chapter 3.8.4.2 

shows a summary of the model comparisons. 

Testing hypothesized gender moderation effects with best fitting model. Wald tests were 

not statistically significant. There was no evidence to suggest that gender moderated the 

within-person cross-lagged effect of status motives on opportunistic risky behavior or the 

within person cross-lagged effect of opportunistic risky behavior on loneliness.  
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Appendix P: Acceptance and Risk-Taking LCM-SR (2017 cohort) Model Building 

Description 

LCM for risky behavior with structured residual autoregression. An LCM for risky 

behavior, which was described in Appendix N, showed a statistically significant fixed 

linear slope latent factor, which was retained in the current analysis. The model 

comparison summary for risky behavior is presented in Table 21 (Chapter 3.8.4). 

LCM for social acceptance motives with structured residual autoregression. The first 

LCM for acceptance motives included latent fixed and random factors for intercepts and 

slopes. The random slope indicated was not statistically significant and was removed 

from the model, which was a random intercept, fixed slope model that served as the 

baseline LCM model for social acceptance motives (AMM1). Adding autoregression 

coefficients to the structured residuals in the LCM (AMM2) did not improve the model, 

χ2
Δ(1) = 2.747, p = .097. The fixed and random intercepts (μyα = 3.539, SE = 0.035, p < 

.001; ψ yα = 0.168, SE = 0.028, p < .001), as well as the fixed slope (μyβ = -0.097, SE = 

0.017, p < .001) were statistically significant. Although the autoregressions among the 

structured residuals showed no evidence to suggest that within-person acceptance 

motives predict acceptance motives at the next time point, they were retained in the 

model.  

LCM for loneliness with structured residual autoregression. The LCM for loneliness did 

not converge unless the slope factor was fixed. The baseline LCM was a random 

intercept, fixed slope model. Adding autoregressions resulted in a statistically significant 

improvement in the model, χ2
Δ(1) = 15.552, p < .001, which showed statistically 

significant factors for the latent fixed and random intercepts (μwα = 2.382, SE = 0.028, p < 

.001; ψ wα = 0.143, SE = 0.022, p < .001), the fixed slope (μwβ = -0.115, SE = 0.015, p < 

.001) and structured residual autoregression coefficients (ρww = 0.459, SE = 0.099, p < 

.001). 

Testing hypothesized gender moderation effects with multivariate LCM combining status 

motives, risky behavior, and self-perceived status with added cross-lagged regression 

paths. The analytical procedures were the same in this multivariate analysis as they were 
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for analyses described for other models. However, additional steps were required to reach 

an admissible solution. These steps are described in Chapter 3.8.4.3. 
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Appendix Q: Acceptance and Opportunistic Risk-Taking LCM-SR (2017 cohort) 

Model Building Description 

LCM for social acceptance motives, opportunistic risky behavior, and loneliness with 

structured residual autoregression. The model building procedures for social acceptance 

motives and loneliness were described in Appendix P. The model building procedure for 

opportunistic risky behavior was described in Appendix O. All variables examined in 

previous analyses had statistically significant latent fixed slope factors. These slopes were 

retained in the current analysis. The model comparisons for these variables are presented 

in Table 20 and Table 21 (Chapter 3.8.4).  

Multivariate LCM combining social acceptance motives, opportunistic risky behavior, 

and loneliness. The baseline LCM-SR (M1) included latent factors for fixed intercepts, 

random intercepts, and fixed slopes for each variable. Latent intercept covariances were 

also included. Structured residuals autoregressions and structured residual covariances 

were constrained to equality. The fixed and random intercepts for social acceptance 

motives (μyα = 3.536, SE = 0.035, p < .001; ψ yα = 0.168, SE = 0.028, p < .001) and 

loneliness (μwα = 2.381, SE = 0.028, p < .001; ψ wα = 0.144, SE = 0.021, p < .001) 

demonstrated significant between-person variability in intercepts; however, there was no 

between-person variability in the intercept for opportunistic risky behavior.  

Adding cross-lagged regression paths. Although adding cross-lagged paths, constrained 

to equality, to the structured residuals did not result in a statistically significant 

improvement in the model (M2), χ2
Δ(6) = 7.219, p < .301, it was retained to examine the 

hypotheses. 

Removal of equality constraints for model comparison. The model (M3) was improved 

when cross-lagged equality constraints were removed χ2
Δ(6) = 17.039, p = .009. When the 

equality constraints were removed systematically from the residual covariances and 

autoregressions, chi-squared difference tests did not show any improvements in the 

LCM-SRs. Table 27 in Chapter 3.8.4.4 shows a summary of the model comparisons. 

Between-person components in the final LCM-SR model included latent factors for fixed 

intercepts, random intercepts, fixed slopes, and intercept covariances among all variables 
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in the model. Within-person components included structured residual coefficients for 

autoregressions and residual covariances constrained to equality; however, the cross-

lagged paths for the structured residuals were not constrained to equality.  

Testing hypothesized gender moderation effects with best fitting model. When testing the 

hypothesized gender moderation on the effect of acceptance motives on opportunistic 

risky behavior, the model did not converge with intercept covariances included in the 

model. However, it was still important to test whether the predicted gender effects were 

supported by the data. As the intercept covariances were not statistically significant, and 

the within-person effects in the two models (i.e., LCM-SR with and without intercept 

covariances) were similar, an LCM-SR without the intercept covariances was used to 

examine the hypothesized gender moderations. The Wald test indicated a statistically 

significant gender moderation, t(1) = 7.702, p = .006, on the cross-lagged effects of social 

acceptance motives on opportunistic risky behavior. This became the final model, which 

is described in Chapter 3.8.4.4. The gender moderation of opportunistic risky behavior on 

loneliness was not statistically significant.  

 

 

 

 

 

 

 



302 

 

Appendix R: Mate-Seeking and Risk-Taking LCM-SR (2017 cohort) Model 

Building Description 

LCM for risky behavior, and loneliness with structured residual autoregression. The 

model building procedure for risky behavior was described in Appendix N and the model 

building procedure for loneliness was described in Appendix P. LCMs for the risky 

behavior and loneliness variables in previous analyses showed systemic decreases in 

both. Therefore, their fixed slope factors were retained in the analysis.  

LCM for mate-seeking motives with structured residual autoregression. As the fixed 

linear slope for mate-seeking motives was not statistically significant in the initial LCM, 

it was removed from the model and a random intercept model was used for the baseline 

instead (MSM1). Based on the chi-squared difference test, adding autoregression 

coefficients to the structured residuals for mate-seeking motives resulted in a statistically 

significant improvement in the model (MSM2), χ2
Δ(1) = 8.156, p = .004. Fixed and 

random intercept factors (μyα = 4.040, SE = 0.082, p < .001; ψ yα = 1.167, SE = 0.225, p < 

.001) indicated that there was meaningful variability in the intercepts for mate-seeking 

motives. Autoregression coefficients for the structured residuals showed that within-

person mate-seeking motives predicted mate-seeking motives at the next time point (ρyy = 

0.353, SE = 0.122, p = .004), after accounting for the between-person level factors and 

were retained in the model.     

Multivariate LCM combining mate-seeking motives, risky behavior, and loneliness and 

adding cross-lagged regression paths. To examine the mate-seeking social functions of 

risky behavior, latent fixed and random intercept factors were included in the LCM-SR 

model for each variable, but fixed slopes were only included for risky behavior and 

loneliness. Latent intercepts for all variables were allowed to covary. At the within-

person level, autoregressions among the structured residuals and structured residual 

covariances were included in the LCM-SR. However, the LCM-SR AR model did not 

converge and neither did the LCM-SR ARCL model when cross-lagged paths, residual 

covariances, and autoregressions constrained to equality. 
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Removal of equality constraints for model comparison. Only two LCM-SR models were 

able to produce valid parameter estimates when equality constraints were removed. These 

models are described in Chapter 3.8.4.5 as they were directly compared on model fit 

indices.  

Testing hypothesized gender moderation effects with best fitting model. Gender 

moderation effects could not be tested as all models failed to converge. There was no 

evidence to suggest that gender moderated the within-person cross-lagged effect of mate-

seeking motives on risky behavior or the within person cross-lagged effect of risky 

behavior on loneliness.  
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Appendix S: Mate-Seeking and Opportunisitc Risk-Taking LCM-SR (2017 cohort) 

Model Building Description 

LCM for mate-seeking motives, opportunistic risky behavior, and loneliness with 

structured residual autoregression. The model building procedure for mate-seeking 

motives was described in Appendix R. For opportunistic risky behavior, the model 

building procedure was described in Appendix O. Finally, the model building procedure 

for loneliness was described in Appendix P. The model comparisons for these variables 

are presented in Tables 20-21, which can be found in Chapter 3.8.4. Only the fixed slopes 

for opportunistic risky behavior and loneliness were retained in the LCM-SR as the fixed 

slope for mate-seeking did not demonstrate linear change across the three time points. 

Multivariate LCM combining mate-seeking motives, opportunistic risky behavior, and 

loneliness. The baseline LCM-SR (M1) included latent fixed and random intercept 

factors for each variable and covariances among the intercepts for each variable. 

Furthermore, latent fixed slope factors for opportunistic risky behavior and loneliness 

were included, as well as structured residual autoregressions and structured residual 

covariances constrained to equality.  

Adding cross-lagged regression paths. Cross-lagged paths with equality constraints were 

retained to test the hypotheses even though the chi-squared difference test did not show a 

statistically significant improvement when they were added to the model (M2), χ2
Δ(6) = 

11.644, p = .070.  

Removal of equality constraints for model comparison. Removing equality constraints 

from the cross-lagged coefficients, the residual covariances, and autoregressions did not 

improve the model based on the chi-squared difference tests. Table 30 in Chapter 3.8.4.6 

presents a summary of the model comparisons for these LCM-SRs. 

Testing hypothesized gender moderation effects with best fitting model. Wald tests were 

not statistically significant. Gender did not moderate the within-person cross-lagged 

effect of mate-seeking motives on opportunistic risky behavior or the within person 

cross-lagged effect of opportunistic risky behavior on loneliness. 
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