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Chapter 1
INTRODUCTION

Microwave scattering from the ocean surface has been studied for more than thirty
years. Sea-surface scattering is responsible for sea clutter that can mask the radar
returns from targets on or above the surface. The scattering can also be analyzed
directly to yield meteorological or oceanographical information. Numerous analytical
models have been introduced to describe sea-surface scattering. One of the more
successful models is the well-known two-scale model (TSM) [3][4].

The two-scale model (TSM) has been shown to accurately describe the ambient
- scattering at the small to moderate incidence angles. In this model, the scattering
surface is divided into large- and small-scale surface components according to a cer-
‘tain threshold. Two different scattering models, the Kirchhoff approximation (KA)
and the small perturbation method (SPM), are applied to the large- and small-scale
components respectively to find the total scattered field. The KA. [5] assumes that
the large-scale surface has a large radius of curvature everywhere so that the surface
current on the scatterer can be found from the physical optics approximation. For
SPM 6], the scattered fields associated with the large-scale surface are perturbed us-
ing the small-scale roughness superimposed on the large-scale surface. SPM leads to
Bragg-resonant scattering that is thought to be responsible for the ambient backscat-
tering at moderate incidence angles [7]. Both KA and SPM are approximations of

the exact solution, and other effects such as shadowing and multi-path scattering are
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simplified or ignored. Therefore, TSM fails when the approximations under which it
was derived are not met, which is usually the case at high incidence angles (Incidence
angle is the angle between the radar look direction and vertical). At the more moder-
ate incidence angles, TSM agrees with numerical calculations of the backscatter, but
begins to lose accuracy at incidence angles greater than 75° [8].

Large-incidence sea-surface backscattering includes features that can not be ex-
plained by TSM. Experimental observations include Kalmykov and Pustovoytenko
[9]. Trizna [10] gave a description of phenomena known as sea spikes: They often
have horizontal-transmitted-horizontal-received (HH) polarization returns that ex-
ceed vertical-transmitted-vertical-received (VV) polarization returns, sometimes by
as much as 10 dB. The HH sea spike echos typically have decorrelation times of
several hundred milliseconds, while those of VV echos are only on the order of ten
milliseconds. During sea spike events, the backscattered- power can be more than 10
dB above the average value. Sea spikes éan last up to a few hundred milliseconds.
HH-to-VV backscattering ratios of greater than 0 dB are not predicted by TSM,
which always gives a VV scattering greater than that at HH.

~ Sea spikes have been correlated with breaking waves in experimental observations
[11], and they are much more co’rﬁrﬁon at high incidence angles (> 80°). Lee et al.
[1] reported that sea spikes may be observed in Bragg scattering, but “super-events”
‘where HH exceeds VV backscattering are exclusively related to nonQBragg scatter-
ing. Several models héﬁve been introduced to describe sea-spike scattering, such as
wedge diffraction [12], specular reflection from a breaking wave at moderate inci-
dence angles [13][14], bounded and tilted Bragg-resonant waves on the crest [15],
and multi-path interference from the plume [16] (including Brewster angle damp-
ing effects [17]) at large incidence angles. Experimental studies have shown that

" polarization-independent specular reflection can be related to wave breaking events,
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Figure 1.1: Multi-path scattering.

and can be a major contributor to the backscattering at moderate incidence angles
[13][18]. However, specular reflection only predicts HH/VV ratios up to unity (0 dB),
but not the “super-events” in which the HH/VV ratios are much greater than one.
The multi-pé,th scattering model [16] (Figure 11) relates the burst return power to the
multiple-path reflection from the piume structure of a breaking crest. Polarization-
~ dependent interference between the multi-paths can leads to very large backscattering
" and the HH > VV super events. Brewster angle damping can be incorporated into
the multi-path model [17], which reduces the interference effects in VV scattering.
The multi-path plus Brewster ahgle damping model has been supported by numeri-
cal simulations reported by West et al. [19] [20]. | ’
Another feature of high—incidence—angle scattering that TSM fails to predict is the
difference in the frequencies at which peaks occur in the Doppler spectfa of the 'HH and
Vv backscattering when looking in the upwind direction [21][22]. Each peak of the
Doppler spectrum corresponds to the mean radial velocity of a scatterer. According
to TSM, the peaks of the Doppler spectraAof the fwo polarizations should occur at
apprdximately the same frequency, with a largér ﬁiagnitude at VV. Observations
alsd havé shown that fhe Dopplef spectral peaks differ at the two pblarizations (the
Doppler “split”) onlyv under certain illumination conditions.
' Lee et dl. [1] expérimventally demonstrated Doppler splitfing in X-band (9 GHz)
scattering from the open ocean. At moderate incidence angles when looking upwind
| the Doppler spectra of both polarizations show Similar profiles with two Doppler shift

peaks. The slower one is the Bragg-resonant peak which can be matched to the speed
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wave propagation direction

A

orbital motion

~ orbital motion

Figure 1.2: Orbital motion.

vof freely-propagating short waves. As the incidence angle ihcreases, thé “Slow-peak”
of HH gradually di‘sappears from the HH spectrufn while the “fast peak” becomes
dominant.. Conversely, the fast peak of VV diminishes while t.he siow one remains.
: Hence, Doppler splitting océurs (shown in Fig. 1.3(5)). The fast Doppier peak ét \AY
| is at 160 Hz, and the slow one at HH is ét 100 Hz. The signals correspdnding to the
higher or lower Doppler “shifts ‘are termed “fasf” or “slow” signals réspectiirely. Super
e&ents can be observed in the fast signal at ali incidence angles, while none can be
seen in the slow signal. The slow signal charactéristics agree With> the bredictions of
TSM, so is also called the “‘Bragg signal”: The fast signal is beyond TSM prediction,
and hence is termed the non—Bragg‘ signal”. | |

The Doppler shifts of fast séatterers havé been experimentally measuredr to cor-
respond to the phase velocity of the dominaﬁﬁ wave on the surface [2][23] Keller et
al. [24] also repdrt that the Doppler shift of the scattering during a breaking event
corresponds to the phase velocity Vo‘f fhe long wave. Lee et al. [1] also conjectured
that “specular facets” may be possible source of the fast signal. The diffra'cfion from
the facet may givé HH>VV, HH=VV, or HH<VV scattering, depénding upon the
facet sizé. The Doppler shifts of ﬁhe slow signal can be matched to the total speed of
the freely propagating small-scale waves [2]. This consists of the bhasé i?elc;city of the
Bfagg—resonant small—écale wave, plus the orbital velocity of the large’-‘scale waves
 that advect the small-scale Waves. The large-scale wave orbifal velocity is shoWn in

Fig. 1.2.



In a later paper [2], Lee et al. presented observations of X-band backscattering
from a plunging-breaking gravity wave mechanically-generated in a water tank. No
wind was present in this study, so the Bragg-resonant scatter from small-scale waves
distributed across the wave profile was much lower than would be expected in the
open sea. During the wave breaking, the Doppler shift approached the frequency
corresponding to the phase velocity of the gravity wave, giving a fast signal. Both VV
and HH polarizations showed large backscatter (sea spike) and' super events occurred
in the fast signal. After the Waife decayed and no breaking occurred, the Doppler
shift dropped below the frequency of the phase velocity of the gravity wave giving
a slow signal. The strength of the HH backscatter decreased by about 30 dB after
breaking was completed, while VV dropped by about 10 dB. No super events occurred
after breaking. They concluded that super events almost exclusively occur during the
actual wave breaking process. HH/VV ratio can only approaches to but not exceed
0 dB when the wave is less energetic. The Doppler spectra measured by Lee et al.
[2] at 89° incidence angle is redrawn in Fig. 1.3(b). A well-defined fast peak can
clearly be seen at about 135 Hz in both HH and VV polarizations. A wider, lower
magnitude slow peak appeérs at VV at 40 Hz. The wider bandwidth of the slow peak
is due to the changing orbital velocity as the long wave propagates through the field
of view. The slow Doppler peak of wave tank experiment results is much lower than
that of the open-ocean observations, which is due to much less distributed roughness
presented on the water tank surfaces. Peaks at around —120 Hz are the image signal
due to the non-ideal quadrature mixers in the radar system.

In another study of open-ocean backscattering, Smith et al. [23] observed a Doppler
splitting at 82° incidence and 3 GHz When looking upwind. In this case, the VV peak
again appeared at a lower Doppler frequency than at HH, and had a 10 dB greater

amplitude. However, when looking downwind both HH and VV spectra showed a
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waves at 10° of incidence and (b) a machine-generated no-wind breaking wave at 11°
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[2] respectively. : '



Doppler peak at the slow speed, with the peak of HH being about 20dB lower. The
down-wind looking scattering shows better agreement with the TSM predictions than
when looking upwind.- The change of the VV polarization Doppler spectra between
downwind and upwind-looking is modest. The upwind/downwind asymmetry of HH
polarization spectra is quite large, which shows a upward shift in the frequency of the
Doppler peak and an increase in the amplitude of the peak when looking upwind.

Similar experimental results have been observed by Plant [15] at Ku band (14
GHz). He observed one dominant Doppler shift peak at lower speeds for both po-
larizations in the downwind and cross-wind looking direction, but saw the VV and
HH Doppler peaks shift to slow and fast scatterer speeds respectively when looking
upwind at high (> 80°) incidence angles. Plant proposed a centimetric bound and
tilted wave model to describe both the large HH returns and the. Doppler split at
high incidence angles. The model assumes that the fast-scatterer Doppler shifts are
due to a Bragg resonance between capillary waves that are bound to the front face
of the steepened longer waves. The local incidence angle for these Bragg scatter-
ers is greatly reduced due to the tilt of the front face, giving anomalously high HH
scattering that can be predicted by TSM. Because these bound waves propagate at
the dominant wave speed, they would lead to the “fast scatterer” response in the HH
 Doppler spectra. However, this model still relies upon the TSM, énd thus can not
explain the super events.

Most studies in the Alitefature have examined the statistics of the radar scattering.
When the radar illuminates a patch of water surface, the echos from many different
scattering centers are received, and are coherently added together. An ensemble aver-
age is then applied to estimate the scattering statistics. Numerical studies often use
Monte-Carlo treatment of a randomly generated surfaces to estimate the scattering

statistics [25]. However, it is difficult to distinguish the contribution of individual



scatterers from those studies.

A numerical treatment of the scattering from deterministic surfaces gives the
exact backscattered field, allowing independent scattering features to be identified.
‘The target surface also can be artificially modified to add or remove surface featufes,
which aids in the identification of the scattering mechanisms. Since the exact field
is available, the numerical results can also be used to tést the accuracy of existing
scattering models such as TSM under realistic conditions.

In this paper, an existing numerical technique, a hybrid approach that combines
the moment method with the geométrical theory of diffraction (MM/GTD) [26]]27]
is applied to measured surface profiles of breaking water waves. The surface profiles
give a continuous representation of the e{/olution of a spilling-breaker wave, enabling
the calculation of the time-history of both the amplitude and Doppler spectrum of the
backscattering. The calculated scattering is then examined to identify the scattering
mechanisms that yield fast and slow signal at large incidence angles. Some surface
modifications are introduced to further identify the scaLttefing mechanism, and the
froht face of the surface is extended to introduce multi-path scattéring that yields
super events. The usefulness of TSM in predicting the scafféring from these spilling
breakers is aléo examined. | o

Due to the limitation of the sample data and computer res.ources, only the scatter-
ing from one-dimensional rough surfaces (i.e. the surface is uniform in the azimuthal
difection) is consideredvin this dissertation. Numerical treatment is very expensive
and the 2-D rough problem is currently cost prohibitive. The goal of studying the
performance of TSM is to identify the condition under which the analytically based
models are valid so that fhey may be applied with confidence to the more complicated

2-D problem..



Chapter 2.
BACKGROUND

This chapter explains the terminologies and concepts used in this dissertation. First
the oceanographic terminology is introduced, followed by the electromagnetic con-

cepts.

2.1 Oceanography

The wind blowing over the ocean surface generates waves (generally referred to as
wind-waves). Wind waves can be divided into two categories. The primary ;”estor-
ing force that controls the propagation of waves that are shorter than 17.4 mm in
wavelength is surface tension. These waves are therefore termed “capillary waves”,
and are characterized by round crests and v-sﬁape troughs. Gravity is the dominant
restoring force for longer waves, so waves in this region are termed “gravity waves”.
Small-magnitude gravity waves are more sinusoidal in shape, but become less so as
the amplitude increases.

Wind waves are often statistically described by linear wave-number power spectra.
The two most popular spectra are those introduced by Pierson and Moskowitz [28]
and Donelan and Pierson [29]. This is a very limited description of the surface since
only small-amplitude gravity waves approximately meet the linear assumption. As the

wave amplitude increases the profile becomes non-sinusoidal, and eventually breaking
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Figure 2.1: Typical features of water surface at different stages.

occurs. There are non-linear effects thét can dramatically affect the backscattering.
Breéking waves can be roughly divided into two types, plunging and spilling.
Plunging breakers are higher energy, and are cliaracterized by a jet that moves faster
than the wave crest, forming an air pocket beneath it. The jet is unSupported 6)
collapses onto the front face of the wave, givin.g‘violent brealcing‘. Spilling breakers
are more gentle. They are more common in the open sea, but less well nnderStood
[30]. A spilling breaker begins when a b'ulge" forms on the front face due to a mass of
water that is moving faster than the phaSe velocity of the large wave ( the “plume”).
Parasitic capillary waves also form on the front face of the wave just behind the
“toe” (where sharp concave curvature appears). Breaking appears as turbulence is
generated in the underlying flow, which is then aclvected by the orbital motion of the
lafge—scale wave. Examples of a spilling breaker at different times (takén from the

data set to be used later in the scattering study) are shown in Fig. 2.1.
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Figure 2.2: Geometry of scattering from a slightly rough surface.

2.2 Surface Scattering

2.2.1 Definitions

When an ve'lectromagneticv wave propagating in one medium, usually the free space,
impinges upon another material of different constitutive properties (permittivity and
| permeability), some energy will be reflected back into the ﬁ.rst‘ medium and the re-
mainder is transmitted into the second medium. The second medium in this scenario
is termed the scatterer. The difference between the total field occiirr'ing with and
without the scatterer in place is called the scattered field. The geometry of rough
surface scattering is shown in Fig. 2.2. An incident plane wave is assUiﬁed. The 0;
and 6, are the incident and reflection angles respectively. When the scattering sur-
face is electromagnetically smooth, most of the scattered energy will propagate in the
specular—reﬂection direction(i.e. §; = 6,). When the surface is not smooth, significant
‘energy may be scattered in all directions. This is called rough surface scattering.
One way to deﬁne a smboth plane is the Rayleigh criterion, which states that a
surface is considered smo.oth if the phase difference of the scattered fields due to the
difference of the surface height is less than 7 /2 radians [5]. Other stricter criteria use
7/4 or /8 phase d_ifference. Backscattering (or monostatic sca‘iterz'ng}) refers to the
energy scattered back to the transmitter aloﬁg the same path of the incident energy.

As menti.oned, due to computational complexity, only the two-dimensional scat-
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tering from surfaces that are rough in one dimension (and uniform in the other) is
considered. The scattering geometry is shown in Fig. 2.3. The surface displacement
is in fhe y direction and depends upon z, but is uniform in z direction. The in-
cident wave vector is k;. The global incidénée angle is given by the angle between
k; and vertical, while the local incidence angle at a pafticular point.on the wave
is the angle between k; and the surface unit normal vector fi. It is assumed that
the distance between the transmitter and the target surface is large enough that the
far-field approximation applies and both the incidént field at the intérface and the
scattered field at the receiver propagate as uniform plane waves. Figure 2.3 shows
a scattering geometry case, where the incident electric field is oriented in the hor-
izontal (z) direction. - This would corresponds to perpendz’cular polarization if the
- scattering surface were ideally planar. Exchanging the E- and H-field orientations
yields wvertical polarization, corresponding to parallel polarization in the flat-surface
case. With a one-dimensionally rough surface the backscattered field is oriented the
same as the incident field (no cross-polarized scattering is induced), so the horizon-
tally polarized incident and scattered fields case is designated by HH (horizontal-
transmitted-horizontal-received), and vertically polarized fields case is designated by
VV (vertical-transmitted-vertical-received) .

Figure 2.3 also shows upwind illumination direction, where the incident vector
is against the Water wave propagation direction. Downwind illumination has the
incidence vector looking in the wave propagation direction.

The radar cross section (RCS) of a scatterer is the equivalent area that intercepts
‘an amount of incident energy that wheﬁ re-radiated isotropically gives the same energy
density at the receiver as received from the true scatteref. With a scatterer that is
uniform in one dimension to infinity, a one-dimensional (l-D) RCS must be defined.

This is given by [31]
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Figure 2.3: The geometry of 2-D backscattering from ocean surface in HH mode. The
notation @ indicates that the direction of the vector is going out of the paper.

O1—-p = plggo [ZWpllgjllz } ; for determipistic surface | (2.1)
where p is the distance between scatterer and receiver, the E* and E*° are the incident
and scattered field. Random surfaces are usually described by a scattering coeﬂicz’ent,
which gives the average RCS per unit length with 1-D rough surfaces. It is found

. from

2mp (ESES*>2} (2.2)

¢ = lim
1-D I: L [E,L|2

p—+c0
where L is the physical length, (o) is the ensemble average, and the superscript *
stands for the complex conjugate. Since deterministic surfaces are used, RCS will be

used in this study.

2.2.2 Bragg Scattering

If a rough surféce includes energy at the appropriate wave number, strohgbackscatter
may résult from a resonant interaction between the radar waves and the surface
roughness energy [7]. This mechanism is termed Brag scattering since it is similar to
Bragg-resonant scattering in x-ray crystallography. Bragg scattering can be strong

even when the Bragg-resonant wave energy is of very small amplitude. The geometry
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Figure 2.4: Bragg-resonant condition for backscattering.

of the Bragg resonance is illustrated in Fig. 2.4. The resonance condition is found

from

2A sin(6;) = A (2.3)

where 6; is the incidence angle, A is the microwave wavelength, and A is the Bragg-
resonant surface wavelength. Bragg resonance can also be written as K = 2ksin§;,
where K is the Bragg-resonant surface wave number and k is the radar wave numbér.
When the Bragg condition is met, the round-trip path lengths to points of identical
displa_cement on the resonant wave differ by integer multiples of /\" which leads to
constructive interference. Bragg—resonant_ scattering is directly predicted by the small-
perturbation scattering model that is described in the next chapter. It acts as a filter
, which selects the matched surface component from the continuous spectrum of the
target surface. Therefore, although no periodic structure appears on the surface,
Bragg scattering can be observéd as long as there is significant energy at the Bragg-

resonant wave number in the surface roughness spectrum.
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2.2.3 Quasi-Specular Scattering and the Facet Model

Most energy incident upon a slightly rough surface will be reflected in the specular
direction. Therefore, the strength of the backscattering is usually much smaller than
the scattering in the specular-reflection direction. Howew}er, if the surface is very rough
or the slopes at some points are sufficiently high, there may be points where the inci-
dent vector is approximately parallel to the local surface normal. This leads to strong
backscattering, known as quasi-specular scattering [32]. Bore features on the crests
. of breaking waves can lead to quasi-specular reflection even at high incidence angles.
Simple models of quasi-specular reflection are based on optical approximations, so do
not predict a polarization dependence.

The target surface can be subdivided into small consecutive segments as shown in
Fig. 2.5. The lengths of the segments are chosen so that the additional surface rough-
ness beyond that modeled as a planar facet across the segment is electromagnetically
small. A local incidence angle.can be defined relative to the normal of the planar
facet. Including the electromagnetically-small roughness on the facets yield the com-
plete surface segment, often referred to as a “slightly-rough facet”. Each slightly-rough -
facet can be treated as a distinct scattering unit, and since the displacement away
from ideally planar is electromagnetically small the small-perturbation approach or
Kirchhoft approximation to be described in Chapter 3 can be used, depending upon
the local angle of incidence. Not all surface features can be adequately described by

slightly-rough facets.

2.3 Electromagnetic Theory

The source of a scattered field is the re-radiation of the current induced on or within

the scatterer by the incident filed: Numerical calculation of the volume current in-
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facet 1

Figure 2.5: Facet model.

duced within a scatterer is numerically cost prohibitive. Instead an equivalent prob-
lem [31] is solved as shown in Fig. 2.6. Part (a) of the figure shows the electric and
magnetic source current (J and M) radiating iﬁto free spdce, thus giving the incident
field E! and H'. The scattering surface is added in part (b) giving the scattered field
E® and H® to be found. The boundary conditions give a continuous tangential com-
ponent of electric and magnetic field across the boundary. The equivalent problem
to be solved numerically is shown in Fig. 2.6(c). It has the same constitutive param-
eters (permittivity €; and permeability ;) above and below the interface, therefore
a physiéal boundary no longer exists. The equivalent surface currents on the virtual

boundary that insure the fields meet the boundary conditions are

Jo =i x (H + H°) (2.4)

and

M; = —i x (E' + E) (2.5)

where Js and M; are the equivalent electric and magnetic surface currents. These
equivalent currents plus the source currents give the incident plus scattered field above
the surface and zero field below the scatterer. Once the equivalent surface currents
are known, it is straightforward to compute the scattered field. Therefore, the goal of

the scattering problem becomes finding the equivalent surface current. The numerical
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Figure 2.6: Equivalent for finite conductivity scatterer.

technique which is described in the next chapter serves this purpose. Note that the
equivalence principle can only be applied to homogeneous scatters.

The perfect electric conductor (PEC) scattering problem is a special case of the
general scattering medium case of Fig. 2.6. The equivalentv magnetic surface current
vanishes, and the equivalent electric surface cﬁrrent becomes the physical surface

current.
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Chapter 3

REVIEW OF SCATTERING
MODEL AND NUMERICAL
TECHNIQUE

3.1 Introduction

The most commonly used model to describe sea-surface scattering is the two-scale sur-
face model (TSM) (also called the composité surface model (CSM)) It was introduced
in the 1960’s [33][4] and has been succesbsfully'used to describe ocean surface scatter-
ing at small and moderate incidence angleé [33]. This model combines two different
scattering models: the Kirchhoff approjcimation (KA) and the small-perturbation
method (SPM). Each of these two approaches alone has its own advantages and
limitations. The former is suitable for gently undulating surfaces and most accu-
rately predicts specular-like scattering, while the latter applies to small-displacement,
rapidly-changing surfaces and gives Bragg-resonant scattering .

TSM divides the roughness energy of the target surface into a s'upverp'osition of
a slowly.'undulating component and a rapidly changing component. In the ocean-
surface caée, the gently undulating su'rfacevusually has an eleé’cfomagnetically large
amplitude, and hence isl typically called the large-scale surface. The rapidly fluc-

tuating surface hés an electromagnetically small amplitude, and hence is called the
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small-scale surface. In the two-scale model, KA is applied to the large-scale surface
to compute a partial scattered field. SPM is then applied to the small-scale surface
yield a second partial ﬁeld. Addition of the two partial fields gives the two-scale
model field. |

Most implementations of the two-scale model include ensemble averaging to yield
a scattering poefficient [34] ‘These implementations are therefore applicable only to
random surfaces. Here the fields directly scattered from deterministic surfaces are of
interest. Therefore, the two-scale model formulation of Brown [35] which gives the
- KA and SPM fields associated with individual surface profile is uéed. The coherent
addition of the two field terms yields the TSM field that is compared to the direct
. numerical calculations. |

Analytical rough-surface scattering models have limited ranges of application that
are not always well understood. Numerical calculation of the “exact” scattered field
‘is therefore also usedv in this work. As mentioned in the previous chapter, _the equiv-
alent induced surface currents on the boundary of the equivalent problem are found
first. The scattered field is then calculated from the radiation equation. The moment
- method (MM) will be used to find the equivalent surface currents. This discretizes an
appropria’pe integral equation to yield a lihear system of equations that are solved to
yield the surface current. The radiated fields from the calculated discretizes current
is computed to give the scattered field. The MM solution can be found to very high
accuracy, so can be used as a reference solution to which the predictions of analytical
niodels are compared. The implementation of MM used here is the hybrid approach
extending MM by the geometrical theory of diffraction (GTD) as proposed by Burn-
side et al. [26] for perfectly conducting surface and extended to finite conductivity
surfaces by West et al. [27]. Computer codes programmed by J. C. West and J.

M. Sturm were used in this work. Details of MM/GTD numerical technique will be
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reviewed in Sec. 3.4.

3.2 Analytical Scattering Models

3.2.1 Kirchhoff’s Approximation

As previously described, the original scattering problem can be transformed to an
equivalent problem in which the scattered fields are found from the radiation of equiv-
alent surface currents of the scatterer boundary [31]. The Kirchhoff approximation
approximates the equivalent current by assuming that the incident field impinges
upon an infinite plane tangent fo the point of incidence. This approximation works
well when the the radius of curvature of the surface is relatively large compared to
the wavelength of the incident wave. Hence, the equivalent ‘surface current can be
accurately approximated without the a prior: knowledge of the scattered field.

The two-dimensional scattering geometry is shown in Figure 3.1. The equivalent
surface currents can be approximated by the tangent-plane approximation [36]

fi x HY| =(1-T)axH

Tyea = sur face surface illuminated area (3.1)
0 ; shadowed area
and
—h x E? = —(1+D)ii x E : tlluminated
Mycs = A X B race ( +. )n B o face  Wuminatedarea (52)
0 ; shadowed area

where Jxa and Mgk are the approximate electric and magnetic current densities
respectively, the H'(E?') is the total magnetic(electric) field in media 1, T" is the
reflection coefficient at the incident point where the boundary is assumed to be an

- infinite tangent plane, and 1 is the surface normal vector toward media 1. Equations
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~ Figure 3.1: 'Scatterihg geometry in VV (upper plot) and HH (lower plot) polarization.
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(3.1) and (3:2) are the general Kirchhoff approximation for any non-perfectly con-
ducting scattering medium. For the highly conducting surface such as sea water, the
relation between Jxa and Mgk can be related via the impedance boundary condition
which is introduced later in‘Sec. 3.4.2.

‘With a perfect electric conductor (PEC) scatterer I' = —1, so the electric surface
current magnitude is jusf twice of the tangential component of the incident magnetic
field on the surface. Once the KA current is found then the far field scattered field can
be calculated numerically via the radiation equations [31]. The geometry is shown in
Fig. 3.1. The scattered fields are found by integrating the radiation of electric surface
current along the contour of the scatterer. For HH polarization, the scattered electric

field can be found by

) |
lﬁ@)=-{?AJﬂ' HP (kjp — p']) dl (3.3)
_]f_ AWIN. P—P 2) A !
+g [ M@ L2 BY (ko - p) dl,

At VV polarization it is eé,éier to ﬁnd the scattered magnetic field
H:(p) =-ﬁ5/meﬁ-p"¢> 2 (klp - p')) I (3.4)
- 4 lp— Pl
kﬂo / M,( (2) (klp — p 1) dl

In equation (3.3) a,nd (3.4)‘ the éuperscript s refers to scattered ﬁeld, the subscript
z represents the i-directioh cemponent, the subscript { isv the direction tangential to
the surface along the surface arc-length, k is the wave number, .770 is the free space
intrinsic impedance, J, (') and Mz, )(l') are the KA current, H? is the nth order
He,nkel function of the second type, p and p’are the position vector of the observation
'a,nd:seurce point, |p — p'| is the distance between the source and observation point,
*and [ is the arc length of each differential segment of the scatterer surface profile.
For far-field scattering, the Hankel functions can be replaced by their large-argument

asymptotic approximations:
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One limitation of KA is the tangent-pllane assumption. It assumes that the inter-
face where the incident ray hits is an infinitely extending planar interface. Therefore,
the radius of curvature of the surface must be large with respect to the electromag-

netic wavelength for a valid result. A second limitation of KA is that the interactions
amoﬁg different portions of the surface\,.:are ignored. That is, the fields scattered from
one part of fhe surface to another are not taken into account. Therefore, KA does not
predict the multi-path reflection which is thought to be important at high incidence
angles. Finally, surface self-shadowing is not accurately represented by KA. The
shadowing effect can be roughly approximated by simply setting the surface current
in the shadowed region to zero, a,s‘sho_wn in Flg 3.2. However, at the high incidence
‘angles large sections of the surface are shadowed, and the diffracted and multi-path
scattered fields from other surface patches becqmes more important in the shadow

region than at moderate incidence angles [8].
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3.2.2 Small-Perturbation Method

The small-perturbation method (SPM) was introduced by Rice [6] in 1951. SPM
is formulated for target surfaces thaf‘ have electromagnetically small surface heights
displacement and small r. m. s. slopes. The fields outside and inside the scatterer
are expanded in a perturbation series in the surface wave-number domain. If the
conditions listed are satisfied, then a truncated perturbation series can be used to
approximate the fields, and the scattered field can be found by matching the surface

boundary conditions. Here we use first-order SPM, which includes the zeroth (KA

~ applied to a planar surface) and first order terms of the perturbation series. Higher

order perturbation terms can also be found [37], but here “SPM field” refers first-order
SPM field only.

Ulaby gives the first-order perturbation field as

1

Eyp=— /oo ‘(jZk cos oy, Y )e *% dk,;  p=horv (3.5)

2m J-
where A and v stand for horizontal and vertical polarization, k; is the z-component
of the surface wave number k, YV is the Fourier transform of the surface height, 8 is

the incidence angle, and o, is given by

cos0; — /e, — sin 6

cosf; + \/er - sin2 0;

( 0 sin? §; — €,1/1 +sin® 6;
Qyy = (€ —1
ersmﬁ +1/€ — sin 6]2

When a randomly rough surface is considered, the scattering coefficient can be

Chh =

computed by ensemble averaging the scattered field as given by (2.2). The resulting

1-D scattering coefficient derived by first order SPM is [7]

Opp = 4k20F cos* b, |agp|” W (2ksin;); p=horv (3.6)
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where oy, is the scattering coefficient for VV or HH, o7 is the variance of the surface
height, 6; is the incidence ’angle, € is the dielectric constant of the scatterer, and
W (2ksin6;) is the Fourier transform of the surface correlation coefficient evaluated
at the Bragg wave number (often termed the normalized roughness spectrum in the
literature). The normalized roughness spectrum at the Bragg wavenumber is found
from

W(2ksin6;) = / / (u,v) exp[—jksu — jkyv] du dv (3.7)

where k,, are the vector component of the electromagnetic wave number in the x
and y directions respecti\fely, and p(u,v) is the surface correlation coefficient.

Equation (3.6) shows that the scattering coefficient depends directly on the surface
roughness spectrum W(K ) at thé Bragg resonance condition, K = 2k sin 0z There-
fore, Bragg scattering is predicted by first-order SPM. First-order SPM also includes
a polarization-dependence factor ay. |

Sea-surface Bragg-resonant scattering theory was formulated assuming that sev-
eral periods of the Bragg-resonant wave appear on the surface. However, as will be
shown, deterministic SPM can also accurately model the scattering from determin-
istic surface features that'do not show wave-like structure, such as small-scale bore
features on the wave profile. A Fourier transform of the feature does yield energy
at the Bragg-resonant wave number. However, this effect is not consistent with the
original interpretation of Bragg scatterlng, and therefore is not referred to as Bragg
scattering. Instead this is simply called dlffractlve scattering. “Bragg scattering” is

used when there is obviously several periods of Bragg-resonant waves on the surface.
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3.3 Two-Scale Model

3.3.1 TSM Implementation on Deterministic Surfaces

In past research, the statistics of sea echos were studied. Hence traditional SPM im-
plementations find a scattering coefficient by ensemble averaging the SPM scattering
cross-sections, as in (3.6). However, scattering widths of deterministic surfaces prior
to ensemble averaging are treated in this work. Hence the abbve mentioned method
can not be applied directly.

As mentioned», Brown [35] presented an analytical technique to find the first-order
SPM field via the boﬁndary pérturbation approach developed by Burrows [38]. This
technique allows the calcul‘ation'of the scattering from a deterministic surface through
SPM. The target surface is separated into large- and small-scale componeﬁfs via some
criteria. The large-scale surface must be Asuﬂiciently smooth for KA to be applied,
and the‘ rbughness of the .smal.l'—scale surface mustu be small compareﬂd to the elec-
~ tromagnetic wavelength for the application of SPM. The zefoth—order scattering is
computed from the large-scale surface via KA, then the first-order result is calculated
by perturbing the field from the large-scale surface using the small-scale surface dis-
plvacem.ent. Aésuming a perfectly conducting surface, the KA field scattered by the
- large-scale surface is

0._ = ) A_'A | , ',
Epp peCc = —JE\/:;_;GXP(—JICP) / @- k) eip(fj2k -p)dl; p=horv, (38)

and the first-order perturbation field is found from

1 R ko) (68 + (8B exp(—i2k - p)yedl (3.9
Epp,ppc ="\, ©P(-7ke) [[2(8-&)" + (@ -k) Jexp(=72k - Py, & (3.9)

~ where p and p’ are the position vectors of the observation and source point respectively,

fi is the unit normal vector of the large-scale surface, €, is the unit vector of incident
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- electric field, y, is the displacement of the small-scale surface, and the integration is
along the large-scale surface contour. .

Equation 3.9 was derived assuming perfect conductivity. It is modified to account
for finite surface conductivity by multiplying the following factor into the integrand

of equation (3.9) [39]:

Ahh _ _ﬂh_[m — _COS 01 — /€ — SiIl2 01 (310)

arrlpEC cos 6 + /67' _ gin? "'01
A, = 2wleo _ —cos? 4 6 1) sin® §; — €,4/1 + sin§;

= € —
o] ) T . .
@wlpee 1+ sin? g, € sin §; + 1/€, — sin? §;]2

where app|p and ogp|ppo signify ap, with finite and perfect conductivity surface
respectively. |

The TSM field is the coherent (phase-preserved) addition of the KA and SPM
fields. The surface self-shadowing effect is included by simply setting the SPM field
to zero when the angle Between incident wave vector and surface normal vector is less

than 90°.

3.3.2 Surface Separation

A procedure must be developed to divide an arbitrary rough surface into large- and
small-scale components. This is usually accomplished by applying linear low-pass and
» high—péss ﬁiters that yield the large- and small-scale surfaces respectively. Several
surface wave number thresholds have been used as the cutoff point for these filters.
For example, Brown [35] used a filter cutoff wave number of K. = £, which gives
4k%y? = 0.1 for randoﬁl réugh surfaces which follow a linear Pierson-Moskowitz wind-
wave spectrum. Durden and V‘eseky. [40] numerically applied the moment method to
Pierson-Moskowitz-spectra surfaces and found that the conyentional TSM was most

accurate when K, = g at moderate incidence angles, but increased to slightly less than
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k at the highest incidence angles. Johnson et al. [25] also used the K, = % threshold
for a numerical Monte-Carlo study with the surface realizations by generated from
the linear Pierson-Moskowitz spectrum, and had good agreement between the TSM
and MM results at incidence angles ranging from 0° to 60° of incidence. In treating

_ directly measured wind-roughened surfaces, West et.al. [41] used the threshold

k6 <30°
K,={ (3.11)
=, 6;>30°
where the K, is the cutoff surface wave number.
In the following work, the threshold
K.=k (3.12)

will be used. This was determined empirically beforehand by applying different
thresholds and comparing the TSM and MM results. The procedure for surface

separation is given in Chapter 5.

3.4 Numerical Technique

3.4.1 Moment Method for PEC Scatterer

The moment method numerically solves an integral equation describing the electro-
magnetic boundary conditions at the scatterer surface to yield the equivalent surface
current density. Once the surface currents are found, the scattered field is calculated
from the far-field radiation of the currents. The boundary condition of the scatter-
ing problem can be expressed by two different integral equations, the electrical field
integral equation (EFIE) or the magnetic field integral equation (MFIE), depending

on the particular field boundary condition that is applied to the surface. The EFIE
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which matches the electric field at the boundary is most easily applied at HH polar-
ization. At the surface of a perfect electric conductor, the electrical field boundary
condition is

A x B = — i x E| (3.13)

on the boundary on the boundary *

Using the two-dimensional scattered field in (3.3) with only the electric surface current
(since a perfectly conducting surface is assumed), and recognizing the incident field

has only a z-component, (3.13) becomes the EFIE [31] :

Fi(p) = 2 [ 5.0 B (Ko — o) dl (3.14)

= LE[J )]

where the notations are the same as those in (3.3). At VV polarization the MFIE
which matches the magnetic field is more easily applied. The magnetic field boundary
condition is

- Jo= Ax(H+H9) (3.15)

on the boundary

Using the scattered field of (3.4) in (3.15) and again assuming perfect conductivity
gives the MFIE [31]

Hlp) = ~050t) - 3% flt) (i =5 ) BO o~ et (310

The integration is the principle value integral around the singularity at p = p'.

The EFIE and MFIE can be solved numerically by the moment method (MM) [42].
The moment method expands the unknown current into a series of basis functions,
given by

z; forHH

N
Js:izanfn; i= (3'17)
n=1 i forVV

bt )
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where the a;,’s are unknown: coefficients to be found and f,’s are the basis function.

For the HH polarization, the residual is defined as

N
R=E.-> a,Lp(fa) (3.18)

n=1
Due to only a limited number of basis functions being used, the residual can only be

minimized in the weighted manner. The weighted residual is defined as

o= Wi, B) = (W EEQ) = (W, S cnlalfa®)) (319
where | N '
(W), ) = [w'®)- o) d
W is the mth weighting function. Forcing the weighted residual to zero gives
3 an (Winl), Lelfal0) = (W), EEO) (3.20)
Equation (3.20) can be written in matrix form as
[Amn)lan] = Bm (3.21)
Amn = (Wn(1), Lela(D)
B, =" (Wn(D), EL(D)
The unknown coefficients. &, can ﬁow be found by solving this matrix equation using
ordinary linear algebra techniques, vg_iving the MM solution.

The usual approach for rough surface scattering calculations is to use sub-domain

pulse basis functions for the current expansion, given by

L L, —-2<Ii<l,+
() = n=1.N (3.22)

0; otherwise

eafp>
el

where A is the size of the sub-domain. Impulse functions located at the center of

each pulse basis function are typically used for the weighting functions, given by
W) =6(1— 1)

30



where 6(!) is the Dirac delta function. Note that since (§(I — l,), R(l)) = R(lm),
the surface boundary conditions are forced to be met exactly at discrete points. This
approach is therefore also termed “point collation” or “point matching” [31]

This choice of basis and weighting functions divides the surface into N discrete
segments. The matrix element A, describes the electromagnetic interaction be-
tween the individual segments, so any diffraction and multi-path scattering effect are
‘included in moment method solution. Use of smaller and smaller basis function will
converge the MM solution to the exact solution in the absence of round-off error. The

MM solutions are therefore typically used as the exact reference solutions [34].

3.4.2 Moment Method for Sea Water

The surfaces to be considered in this work consist of sea water, which has a large
but finite conductivity. The moment method must be modified to account for the
finite conductivity surface. With finite conductivity, a volume current rather than
a svurface.currervlt is induced to give the scattered field. The MM is not well suited
to find volume curfehts. However, since the scattering medium is homogeneous,
the equivalent problem of Fig. 2.6 can be solved. The equivalent problem includes
both electric and magnetic surface currents. Both currents can be expanded in basis
function series. However, this doubles the number _of unknowns to be found, which
increases the computational complexity of the MM solution as much as eightfold [43].
Instead we use an impedance boundary approach which requires only one current
component to be found.

Senior [44] showed that when the scatterer has sufficiently large dielectric constant

and conductivity that the following conditions are met
IN|>1,  |Im(N)kp|>1 (3.23)
where N = /¢ is the complex refraction index and p; is the radius of curvature at

31



that surface point, the field transmitted into the scatterer will approximately prop-
agate normal to the interface. Therefore, the two equivalent sources can then be
approximately related as

M=-Zfx]J (3.24)

Whére Zs is the intrinsic impedénce of the surface. This is the impedance boundary
conditibn (IPB). Using this, only the unknown J, mﬁst be found. West et al. [27]
héve dérived the IPB EFIE and MFIE for sea water surfaces. Due to the additional
magnetic cﬁrreht source, the scattered field is written as the sum of contributions

from both the electric and magnetic current sources:
E; = EX(J,) + E(M). - (3.25)

The boﬁndary condition of e(iuation 3.13, therefore becomes

2
z

= — [B(J.) + EX(M)]

ontheboundary AN on the boundary

‘The first term on the right hand side is Lg(J,) of (3.14). The second term is found

by applying duality to (3.16), giving

B(MA(1), p) = 05M:(1) + 5 [ M) e ’;ﬁ, ) B (klp— p/l)dl'. (3.26)

- The magnetic current source in- (3.26) is replaced by the electric current source
via (3.24), giving
E (M1, p) .= —05Z,J,(I')
k N (Al -p : !
~ig [ 2500 oo HO (e — el (327

|
= —Z,LylJ(1)].

Finally the EFIE for impedance interface is written as

EL(F) = Lg[J,(!)] = Z.Lae[J.(1))- (3.28)
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The MFIE for the impedance boundary can be obtained by applying duality to

© (3.27) and again using (3.24), yielding -
rri 11 ZS 1 . .
H(p) = —Lu[J(I')] + ?LE{Jz(l )] (3.29)

The same ﬁumerical moment—rﬁethod pro.cedure as was uséd for PEC surfaces can
now be applied to v(3..28) or (3.29) to find the equivalent surface currents for the
impedahce su.rface‘. The scattered field is then found from (3.3) or (3.4).

Due to the_practical computer limitations, the surface proﬁleé modeled in the MM
treatment mus.t be truncated. These artificial edges introduced by the truncation
leads to non-physical diffraction, which gives both unrealistic interactions between
. surface segments and unrealistically strong far-field diffraction. The tapered incident
beam proposed by Thorsos [45] can only alleviate this problem at moderate incidence
-angles. ‘In this approach, the angular distribution of the tapered incident field is
described by an electromagnetically valid Gaussian weighting function. However, the
tapered beam gives unrealistic surface illumination at high incidence angles unless
the treated surfac.e is very long [46]. Long surfaces are computationally expensive for
standard MM, so a different approach introduced in the next section is used to avoid

edge effects.

3.4.3 Hybrid MM/GTD Technique

The limitation of standard MM at very high incidence angles due to the artificial
truncation of the surface can be avoid using the hybrid MM/GTD technique developed
by Burnside et al. [26] and implemented for rough surface scattering by West [8]. A
brief review of this approach follows. In this approach, the two-dimensional surface
is extended to infinity as shown in Fig. 3.3. The dotted line shows the actual rough
surface and the solid line shows the infinite planar extension. GTD is used to derive

single basis functions that are used on the extensions at each end. In this way, the
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artificial edge effects are avoided without seriously compromising the efficiency of
MM. The extensions are angled to infinity so that all points on the extension are
shadowed from the points on the actual surface, except for the intersection points
B and C. Therefore, the field illuminated on the extensions can be described by the
~incident field plus the diffracted field from point B or C.} All points on the extensions
beyond point A or D (termed “GTD region” hereafter) are assumed to be sufficiently

far from B or C so that the diffracted field in that region can be described by the

- 'GTD field, given by

NG

where Fj is an unknown, coefficient corresponding to the electric (HH polarization)

F%(p, ¢) = 2FyS— f(4); within GTD region (3.30)

or magnetic (VV polarization) field diffracted from point B or C, f(¢) is an arbitrary
function that gives an angular dependence, and p is the distance from the diffraction
point to the observation point in the GTD region. Since the surface is planar in the
GTD region, the total field in the GTD region is given by the sum of the diffracted

field (F?) and the geometrical optics incident (F*) plus reflected fields(FT):
Frotel — pd 4 iy B (3.31)

The electric surface current on the extension can now be found by applying the surface

boundary condition to (3.31), giving (assuming a perfeétly conducting surface)

Ja + Jka; within GTD region

Jotp = (3.32)

0; 6therwise
where Jq4 is due to the diffracted field énd Jxa is due to the incident plus reflected

fields. They can be found by (3.30) and (3.1) as

R iy .e—jkp R . .
Ja = 1Jp ‘_/i ; VV polarization (339
zJo e\/Jﬁ; HH polarization
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Figure 3.3: Extensions for MM/GTD technique

where J; is ‘the unknown coefficient associated with the single basis function in the
GTD region to be found using the moment method and H' is the incident magnetic
field. The surface current between point A and D (the “MM region”) is expanded
using standard MM pulse basis functions. The expansion of the total surface current
can be expressed as

. I = | ;Zf:;l anfn(l)? i= iori; MM region (3.34)

Jarp = Jaq+ Jka; GTD region

-N'ote> that the entire unknown current in the GTD region is represented by a single
basis funcfion. By substituting this cﬁrrenf into the EFIE or MFIE ((3.14) or (3.16))
and follow the samé numérical technique, the surface current can be found. The
scattefed field is again found from the far-ﬁeld radiation of the current (using ( 3.3)

or (3'4))', |

3.4.4 Hybrid MM/GTD for Sea Water
The hybrid MM/ GTD approach can also be used to find the equivalent surface current
on finite conductivity boundary. The only modification needed is that the Kirchhoff

approximation in the GTD regions are replaced by equation (3.1) and the appropriate

impedance boundary field integral equation (3.28) or (3.29) are treated.
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Chapter 4

- NUMERICAL SCATTERING
CALCULATIONS

The backscatter frOm, .the_ tir_nehistories of tWo spilling breaking waves found using
- MM/GTD numericaily technique is presented here. These twe series of surface pro-
ﬁies are extracted from the video snapshots of spilling breaking waves, which were
mechanicavlly‘generated_in a water tank. The time histories were provided by pro-
fessor‘ James H. Dencan of the University of Maryland Department of Mechanical
Engineering. |
The tirlne history of the high incidenee angle backscattering cross-section of the
waves are first pr_esented. The frequencies considered are 10 GHz and 20GHz, with
the look direction upwind at an 80° ineidenee angle. The time dependence of the
Doppler shift of the backsca_mtter is then examined. This is used to identify the surface
features responsible fer the seatte;;irig at differen’e _times. The éoal of this analysis is
to identify possible'scattering features and mechanisms that leed to “fast” and “slow”
scattering. Finally, the front faces of one wave pfoﬁle history are artificially extended
~ to introduced super everAlrts,, and to demonstrate the effects of these events on the

Doppler shift.
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4.1 Descriptions of Water Surface Data

The time histories of two spilling breakers are tfeated in this work. They were me-
chanically generated by a vertical oscillating wedge in a 14.8 m long, 1.22 m wide and
1.0 m déep water tank without aﬁy'vwind'blowing‘. A video camera was mounted on
a carriage which moves aldhg the tank at the ‘same speed as the phase'velocity of the
breaki}ng‘ wa;\_fé, aligned' with the wave crest. Two light-emittingdio_des were attached
to the .'carriage, Which billuminate-d ﬂuOresqent dyé on-the surface that was imaged.
Each surface pfoﬁle in the time history lwas detected. from a single video frame. The
vicieo camera Viewed'the’ Wéve propagatioﬁ frorﬁ the side, looking down at 5° from
horizonital. The camera operatéd at aﬁ sanlpli_ng frequency of 472 frafnes / second. The
full descriptidn of the Watér tank and eﬁcpe}iment procedure is given by Duncan et al.
[30]. e |

Thé time history of th‘e. ﬁfst' Wave tb be éxamined is shown in Fig. 4.1. This figure
| was for_med by stackihg 3;29 individudl profiles v'ertrically, giving an ihcreasing time in
the vertical a.u.cis.. Sorhe ind‘ividl“lval‘ surfaces are vplotvted 1n Fig. 42 Since the camera
was moving at the lohg Wave phase velocity, a surface _féatur’e shifting toward left or
right Wlth inc'reasing 'tiﬁl‘e. indicétes that if is méving faster or siower than the camera.
For eiﬁmple’_.the;'ev is a feyétufe at z = 40 r.nm.at 400 ms that is moving faster than
the Wavle_ crest,. énd other features that are left behind after 350 ms. These waves
Were‘genérated Wlth a clean water s’uffacé, so this time history is termed “clean”. The
measu_fed surfa,ce"pr-oﬁles' ére’ 117 mm in length, which is sufficient to give a clear
view of the ‘temporal evolution of the crest. The complete data set lasts 697 ms. The
initial crest height is 29 mm, éuid the maximum height reaches 35 mm at 190 ms. A
plume starts to appear at 210 ms. Some parasitic capillary waves of approximately
5 mm Waveléngth are formed jlist below the “toe” of the plume from 210ms to 310

ms. This wave breaks at 370 ms. After breaking, the plume collapses and turbulent
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Figure 4.1:

Time history plot of the “clean” waves.
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regions are generated on the front face of the Wa&e. The turbulence is carried by the
orbital motion of the long wave, so is passed by the wave crest. New turbulent regions
then form continuously. There are also features moving faster than the gravity wave
that present on the front fﬁce after wave breaking.

The second wave time-history to be considered was generated under similar con-
ditions as the “clean” wave, except that liquid soap was added to the water surface
to act as a surfactant. This wave is therefore termed “surfactant”, and is shown in
Fig. 4.3. Again, some individual proﬁlés are plotted in Fig. 4.4. The total time of
this data set is 803 ms. The surfactant dramatically i*educes the surface tension of
the water, éﬂecti_ng the breaking process throughout. Surface tension is much less an
important 'r_estoring forcé with larger vira_vesﬁthat appear in the open ocean, so this
case may be.more representative of large-scale breaking in the open sea. The crest
height of the “surfactant” wave starts at about 31 mm and reaches the maximum of
40 mm at 300 ms The plume formation begins at 310 ms, and builds up until 400
ms. No parasitic capillaries form oﬁ the front face during this time, and the front face
is steeper than in t‘he clean case. After the initial breaking the features on the front
face appear to be more chaotic than those in the “clean” data set. Also, additional
micro-breaking:eventsvoccur after the initial breaking, one at 560 ms and another
is at 740 ms The last breaking event is much lower magnitude than the previous
two. After the initiﬁl breaking a éteep surface feature forms that moves at the phase
velocity.of the long wave, and eventually causes the second bréaking at 560 ms. A
feature that moves faster thaﬁ the wave phase velocity again appears on the front
face of the wave after the second breaking. Turbulent regions are continuously shed

from the crest after the initial breaking.
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Figure 4.2: Some individual surface profiles of “clean” waves.
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Figure 4.3: Time history of the “surfactant” waves.
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Figure 4.4: Some individual surface profiles of “surfactant” waves.
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Figure 4.5: Example of surface extensions used with MM/GTD numerical technique.
Points A and B are the dlffractlon pomts and the GTD reg1ons begin a half wave-
length from points C and D.

4.2 Simulation Parameters

The electromagnetic backscatter from the individual wave surface was found using
the hybrid MM/GTD technique described in chapter 3. Each surface profile was re-
sampled to equal step sizes in the arc-length direction before computation. Thirty-
three moment method sub-domain basis functions were used per radar wavelength
to describe the surface currents. Both ends of the surface profiles were extended
to infinity to avoid edge effects énd allow the use of the numerical technique. One
example of the surface extension is plotted in Fig. 4.5. The radius-of-curvatures of
the curved sections (curve “A-C”, and “B-D”) which connect the actual surface section
to the infinite planar extensions are two radar wavelengths. The planar extensions
are angled at 30° to horizontal. The GTD basis functions used to describe surface
currents on the extensions begin a half wavelength from the diffraction point (marked
by “C” and “D”).

The backscattered fields from the individual profiles were found to yield a contin-

uous time history. The phase of the backscatter was maintained to allow the calcula-
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tion of the Doppler shift, as described later. The analysis focuses on upwind-looking
backscattering since that is the or1entation that gives sea spikes, super events, and

fast Doppler scattering. However sample downwmd—looking scattering is also shown.

4.3 Backscattering from “Clean” Wave

4.3.1 10 GHz Response
Amplitude history

The time history of the backscattering cross-section from the “clean” wave is shown in
 Fig. 4.6, which shows the one-dimensional backscattering cross-section in dB relative
to one meter (dB-m). The numerical calculations were performed at 10GHz with an
incidence angle of 80° from the left (corresponding to an upwind—looking direction).
The time h1story of backscatter can be roughly separated into three stages. The first
stage occurs before 150 ms. At this tlme the wave crest is round and there is little
d1str1buted surface roughness. The backscatter at this time is quite low, and therefore
subject to numericai errors in the MM/GTD tec_hnique [27]. This is not realistic
representation of open sea conditions since wind-generated roughness would appear
in this case. bThe backscatter at this stage is therefore not considered further. The
second stage begins at 150 ms. The signal strength starts rising at this time and keeps
1ncreas1ng until it reaches a maximum at 300 ms in both polarizations This stage
corresponds to the time Where the gravity wave is steepenlng and a plume is forming,
and ends when the plume collapses at 370 ms. The th1rd stage is characterized by
rapidly changing backscatter at later than 370 ms. At this time, the plume has
collapsed and turbulent regions are continuously generatedfrom the front face of the
long wave. Distributed roughness due to these turbulent regions eventually covers

the entire measured portion of the back face of the wave.
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Figure 4.6: Time history of the backscattering cross-section of the “clean” wave at 10
GHz and nominal 80° incidence when looking upwind. Both VV and HH responses
are shown. ' '

The HH backscatterihg is weaker than that at VV at all times in Fig. 4.6. Super
events have thefefore not been observed. During thel second stage, the différence of
the backscattering coefficient in both polarization is almost constant at about 5 dB.
However, the HH/VV ratios continuously decreases during the third stage. While
the relative maxima (local peaks) in the third stage are approximately the same
magnitude at VV, the peak strength of HH continuously drops.

The increasing signal during the second scattering stage is correlated with the
formation of the plume structﬁr_e before breaking, suggesting that the plume is re-

-sponsible for this scattering. The third stage scattering on the other hand appears
to correspond to the turbulent structures. The rapid changes in the positions and
magnitudes of turbulent cells are likely responsible for the rapid fluctuations in the

scattering.
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Doppler shift history

Doppler history of the backscatter was found using the time-dependent Fourier trans-

form approach, also referred to as short-time Fourier transform, described by [47]
L2 _
Xln, fl= ) a[n+mlwm]exp[-j2r fm] (4.1)
m=—L/2
where z is the backscattered signal, w is a window sequence with' length L, and f
is the frequency. The short-time Fourier transform X [n, f] is the spectrum of the
backscatter at time ¢t = nAt where At is the time interval between each surface.
The complete time history was divided into sub-domains using a Hamming weighting
window. An FFT was then used to find the Doppler spectrum within each sub-
domain. The entire sub-domain extended for 106 ms (50 individual profiles), and
adjacent sub-domains over lapped for 80% of their entire duration. Two adjacent
sub-domain weightings are shown in ‘Fig. '4.7. The Hamming weighting window used
is |
0.54 — 0.46* cos[2% (m + 25)], =25 <m <25 .
w(m) = (4.2)
- 10, - ‘ A otherwise

This minimizes the sidelobes in the Doppler spectra.

There is a trade-off when choosing the duration of the sub-domains. Longer sub-
domains give a better frequency resolution at the expense of time resolution. The
106 ms hamming window gives a mainlobe bandwidth of approximation 9 Hz and
sidelobes of about—50dB in strength, which has good balance in both time and
frequency resolution.-

The motion of the camera must be compensated when the Doppler frequencies are

‘found. This was accomplished by first multiplying the scattering from the individual

profiles by
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Figure 4.7: Windowing function for the short-time Fourier transform.

p(t) = explj 2k v, t sin(6;)] | (4.3)

where v, is the camera velocity, 6; is the incidence angle, and ¢ is the time of the
profile sampling. This adds a phase shift equal to that introduced by the reduction
in round-trip distance due to the camera motion.

The time history of the Doppler shift corresponding to the backscatter in Fig. 4.6
is shown in Fig. 4.8. The Doppler frequency is related to the scatterer motion by

20

==

(4.4)

where f is the Doppler frequency, v, is the component of the scatter velocity in the
backscatter direction (i.e. the radial velocity), and A is the microwave frequency.
The signal strengths in the plots are normalized to the maximum magnitude of that
polarization. Each plot in Fig. 4.8 shows both the contour plot of the complete
Doppler spectrum as well as the tfails of the local magnitude peaks. The contours
are spaced by 2 dB increments in magnitude, and the relative magnitudes of the peak
- trails are colored according to the gray-scale bar below the plot.

The VV Doppler history in part (a) of the figure shows that the strongest backscat-
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tering occurs at two different scatterer speeds. The higher-speed shift is at 64 Hz,
peaking at 300 ms, and the slower is at 48 Hz, peaking at 480 ms. Comparing with
the amplitude history shows that the faster-speed_corresponds to the second scatter-
ing stage where the wave is steepening and :the plume is forming. The 62 Hz Doppler
shift is approximately that expected for a scatterer traveling at the phase velocity of
wave. The slower speed appéars immediately after the plume breaks and corresponds
to the third scattering stage. Lee et al. [1] used the terms “fast” and “slow” scatter-
ing to distinguish these two types of responses, and this nami’ng convention is used
here. The faster 64 Hz signal is the fast scattering while the 48 Hz response is the
slow scattering. The fast vscatterin'g' shows an abrupt cut-off at abbut 380 ms, and
immediately after that the slow signal appears. This time corresponds to the actual
wave breaking. After ‘breaking, both the previously mentioned slow scattering at 48
Hz appears, as well as a much faster, low magnitude scattering at 72 Hz. A slower
scattering at 40 Hz appears at 600 ms.

The HH Doppler history for the clean wave is shown in part (b) of the Fig. 4.8.
The strongest SCatter_ing again .appéars at 64 Hz and 300 ms. The later slow scattering
is much lbwer in fnagnitude relative to the fast scattering p;eak at this polarization,
and the slowes_t scattering at 40 Hz does not appear above the —14 dB limit of the
plot. The very fast signal at 72 Hz also does not appear.

Short arrows have been added to the surface time history plot in Fig. 4.1 to show
the propagations of surface features relative to the camera motion (Fig. 4.9). The
slopes of the short arrows give the feature Velociti_es relative to the camera velocity,
which can be matched to the Doppler Shift oc;curr_igg at the same time. ‘Speciﬁc
‘surface features can theréfore be related to speéiﬁc respbnses.

The first arrow appears from 200 ms to 225 ms, and shows the movement of the

unbroken crest. The velocity is 945 mm/s, the phase velocity of the wave, which
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Figure 4.8: Time history of Doppler shift of “clean” wave at 80° incidence and 10 GHz
when looking upwind.
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~ corresponds to a Doppler shift of 62 Hz at 80° incidence. The second arrow extends
from 275 ms to 325ms, and indicates that the plume slightly outruns the gravity
wave and causes wave breaking. The correspond1ng Doppler shift is 64 Hz. This
agrees with Lee’s observation: [2] that the Doppler shift of the fast s1gnal is shghtly
higher than the frequency of the phase velocity of thegrawty wave. The third arrow
corresponds to a feature that moves faster than the phase ;\felocity from 460 ms to 450
ms. The corresponding Doppler shift is 72.5 Hz. The fourth through seventh arrow
from 350 ms to 530 ms indicate four turbulent .Tegions generated on the front face
after breakmg that are carried by the orbltal motion of the wave. The orbltal motion
is much slower than the phase velocrty at thls point so the regions move to the back
face of the wave with i 1ncreas1ng time. The mot1ons of thosefeat-ures produce a strong
Doppler shift at about 48 Hz and last from 350 ms to 530 ms in both VV and HH
spectra. The eighth arrow Willhe diécuSsed later. The ninth arrow shows a turbulent
region that is moving at a epeed eorresponding to a 40 Hz shift.

The correlation between the feature speed.s' and the Doppler shifts at a particular
time shows that roughness behind the wave crest does not eontribute significantly to
the total scattering.» For e}ra'rnple,. the eighth arrow shovus that the turbulent region
that gave a 48 Hz shift at earlier time (the seventh arrow) has s‘lo‘wed dramatically
and moved to the back face.’ Th1s motion is r_natched only by a very weak response
in Fig 4.9 at 32 Hz. This can be further-ldemonstrated by modifying' the surface at
477 ms to remove the back. fac,e roughness and repeating the numerlcal calculations,
as shown in F1g 4. 10(a). Part (b) of the figure shows the calculated scatterlng from
this surface as a function of incidence angle. The surface modification introduced a
change in the backscattering of less than 0.5 dB at 80° incidence.

Note that as the wave sheds energy the crest becomes less steep and the back-face

shadowing is less server. Features further back on the wave profiles are therefore more
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Figure 4.9: Time history of the “clean” wave with surface feature motion correspond-
ing to the 10 GHz upwind response identified.
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important at later times. Their speeds can be matched to the lower Doppler shifts of

about 30 ~ 40 Hz near the end of the time history.

4.3.2 20 GHz Response

The numerical calculations were repeated at an opérating frequency of 20 GHz. The
amplitude response is shown in Fig. 4.11. The response is similar to the 10 GHz re-
sponse overall, but there are some significant differences. The most obvious difference
is that the HH backscatter is equal to VV at 300 ms. This is the point where the wave
plume is fully defined before breaking. The HH/VV ratio rema'ins at approximately 0
dB until 360 ms. Steep features occur on the front face during this time. This will be
discussed in detail in section 4.5.2. Another differencev is that fhe scattering oscillates
more rapidly after 380 ms and the decreasing of the HH signal strength at later time
is less smooth.

The Doppler shifts of the 20 GHz response are shown in Fig. 4.12. The first strong
response appears at approximately 128 Hz and peaks at 280 ms. This corresponds to
the formation of the plume, giving a speed slightly faster than the wave phase velocity
which has a Doppler shift at 124 Hz. The scattering i,mmediateiy after breaking gives
a Doppler shift of about 118 Hz. This is much stronger scatter than appeared at the
same time at 10 GHz. The fastest scattering centered at 415 ms remains strong for a
longer time, but the first slow response centered at 480 ms is much weaker at 20 GHz.
These diﬁ'erencés appear since the smal’le_r wavelength responds to different surface
features.

As before, some short arrows have been added to surface profile history to indicate
the 'motibné of possible écatterérs. ‘The first arrow shows the plumé immediately
before breaking. The second through fourth arrows show features moving slightly

slower than the phase velocity, giving a shift just below 120 Hz from 320 ms to 420
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comparison from original and modified surface.
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Figure 4.11: Time history of the backscattering cross-section of the “clean” wave at
20 GHz and nominal 80° incidence when looking upwind.

ms. The two arrows at about 370 ms and 420 ms show features moving faster than
the phase velocity that give the shift at about 150 Hz. Although surface roughness is
‘clearly evident on the front face from 450 ms to 550 ms there is no significant response
in the Doppler response at this time. The analysis in Sec. 4.5.1 will show that the
surface lacks energy at the Bragg-resonant Wéve number at this time and causes a

weak responses here. Roughness that is resonant at 10 GHz does appear however.

4.3.3 Down-wind Looking Results

The backscattering calculations were also performed with the electromagnetic energy
looking in the direction of the wave propagation (downwind looking). The iﬁcidence
angle was again 80°. The calculated scattering at 10 GHz is shown in Fig. 4.14.
Under these conditions the plume on the frdﬁt face of the wave is shadowed. (“Front”
and “back” faces are still defined 1n t.err‘ns’of the wavé. Ipropagation direcfioﬁ, not the
radar look direction.) The scattering prior to breaking is therefore quite small. The
scattering rises significantly after 400 ms. At this time turbulent regions resulting

from breaking have moved to the back face of the wave and are illuminated. VV
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Figure 4.12: Time history of Doppler shift of the “clean” waves at 80° incidence and
20 GHz when looking upwind.
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Figure 4.13: Time history of the “clean” wave with surface feature motion correspond-
ing to the 20 GHz upwind response identified.
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Figure 4.14: Time history of the backscattering cross-section of “clean” wave at 10
GHz and nominal 80° incidence Whenb looking downwind.

backscattering exceeds HH at all time, which is consistent with the predictions of
Bragg-scattering theory.

The Doppler history of the scatter is shown in Fig. 4.15. (NOte that the wave
is now moving away from the radar so the Doppler shifts are now negative.) The
first response is-a weak signal at —45 Hz and 420 ms. This correlates with the 45
Hz response that appears in the upwind look response at the same time. However,
the responsible feature is on the front face and therefore partially shadowed, so the
response is much weaker. The strongest scattering appears at —30 Hz when a large
turbulent region moves on the back face. Near the end of the time history a Doppler
shifts as low as —20 Hz appears. This slow speed corresponds to the orbital velocity
well behind the crest. This response is not matched by a response at approximately
+20Hz in the upwind looking response, further demonstrating that the shadowed
roughness doeés not significantly contribute to the backscattering. This is also sup-
ported by the strong response in the period from 500 to 600 ms when very little
scattering in the upwind looking results.

Scatterer motions that correspond to observed Doppler shifts are marked in Fig.

o7



4.16. The features identified differ significantly from those when looking upwind due
to the shadowing effects. The first four arrows correspond to shifts of —45 Hz, —30 Hz,
—30Hz, and —20 Hz in chronological order. The fifth arrow shows a scatterer moving
from front face to back face giving strong Doppler response at —38Hz in the VV

spectrum but not in the HH spectrum.

4.4 Backscatter from the “Surfactant” Waves

4.4.1 10 GHz Response

Thei time history of the backscattering from the “surfactant”. data set is shown in
Fig. 4.17. The incidencé angle was agéiri 80° énd the look direétioﬁ was upwind.
The signal strength increases smoothly prior to breaking as in the clean case. The
HH response is approximately 5 dB below that‘ at VV in this periQd. After the
initial b.rea.ki'ng at 400 ms the response is somewhat different in that the average HH
scattering remains approximately constant until about 570 ms (although the signal
oscillates through this time). Inspecti_qr_llof the surface prdﬁleé shows that very steep
features appear on the wave throughouf this period,‘WithV a smail overtur}ni‘ng at 570
ms. No super events appear in this response.

The Doppler shift of the scattering from the surfactant waves is shown in Fig.
4.18. There are four distinct regions of very strong scattering in the VV response.
The first maximizes at aboﬁt 70 Hz and 380 ms. This corresponds to the time when
the crest steepens and a small jet forms prior to breaking. From 270 ms to 370
ms, the speed of this response continually increases until a Doppler shift of 70 Hz
is reached. This is much higher than that expected from the wave phase velocity
(62 Hz). The wave breaks immediately after this time. The larger speed difference

between the plume and the gravity wave may indicates that the “surfactant” wave
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Figure 4.15: Time history of Doppler shift of the “clean” wave at 80° incidence and
10 GHz when looking downwind.
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Figure 4.17: Time history of the backscattering cross-section of the “surfactant” wave
at 10 GHz and nominal 80° of incidence when looking upwind.

is a more energetic spilling breaker than the “clean” wave. A second strong region
occurs at 440 ms with a Doppler shift of 50 Hz, giving a slow scatterer. A third peak
fesponse is at approximately 75 Hz, peaking at 550 ms, which indicates that some
_scatterers are moving much faster than the wave phase velocity. Another strong slow
response is centered at 620 ms with Doppler shift of 45 Hz.

The time history of the HH D_opplér spectfum has approximately the same distri-
bution as that at VV, but with lower strength. The HH slow signal of the “surfactant”
surface remains much stronger than that of the “clean” surface through 570 ms. There-
fore, the “surfactant” HH spectrum show more energy ini the slow signal range. The
strength of the first slow response peak (at 420 ms, 50 Hz) is only 2 dB lower than
that of the initial fast response, and the second slow peak (at 620 ms, 45 Hz) is also
only 6 dB lower. ‘This was matched by a reduced slow response bf at least 12v dB in
the Doppler spectrum of the .“clearll” \‘;vz‘xve‘rééponse. | |

The motions of the surface features corresponding to strong peaks in the VV
Doppler spectrum have been marked by short arrows in Fig. 4.19. The first arrow

shows that a jet forms when the plume ‘outruns the gravity wave with a speed corre-
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sponding to a Doppler shift of 70 Hz at 380 ms. The wave breaks at 400 ms, leaving
the turbulent structure marked by the arrow set labeled number 2. The speed of this
structure corresponds to 53 Hz at 400ms and down to 45 Hz at 500 ms. Features
labeled 3 and 4 are moving faster than the phase velogity, giving shifts of 70 Hz at
400 ms and up to 78 Hz at 500 ms respectively. The ﬁfth lin’e. éhows a stéep feature
that moves féster. tha,nv the phase velocity immediately after the secdnd overturning
event at 570 ms with a corresponding Doppler shift of 75 Hz. The sixth and seventh
arrows show turbulent strucﬁures that give 45 Hz at 600 to 650 ms. The eighth arrow
shows a small feature that gives the low-level 65 Hz response at 720 ms. |

As was the case with the “clean” waves, the roughness dn'.'the ba,ck} side of the
long ’Wave does not yield stfong ba;ckscattér. ‘-Most‘ majbr scatterers are located on
the front face throughout the time history. The one exception is at 480 ms where the
peak of a turbulent cé_ll is .SufﬁcientlyvhigAh to be illuminated and gives a response at
45 Hz. The small feature that mo-ves‘forward very rapidly from 600 ms to 650 ms does
produ'ce a very fast Doppler shift. Hov‘ve\'zer.its strength is more than 14 dB below the
maximum plotted in the, figure and hence does not, appear; Othérifeatuvres', such as
that at = 60 mm fror_h 450 ms to 550 fns, may produce signals of sufficient strength
to detectv, but can not be seen due to the limited time and frequency resolution in

the plot.

4.4.2 20 GHz Response

The 20 GHz backscatter from the surfacfant wave is shown in Fig; 4.20. The illu-
mination was again upwind at 80° incidenée. ‘There is a correlation between the HH
backscatter and overturning events in the wave history (micro-breaking). Overturn-
iﬁg occurs at 370 ms, 570 ms, and 720 ms with progressively weakening strength.

These are matched by strong HH returns that are equal to or even slightly exceed the
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Figure 4.20: Time history of the backscattering cross-section of the “surfactant” wave
- at 20 GHz and nominal 80° incidence when looking upwind.

VV returns. Surface features that are véfy steep remain between these events, which
ex_plains why the HH response tbapers off less rapidiy than with the clean wave. The
strongest return in both polarizations occurs at 580 ms. The corrésponding Doppler
shift. is shown in Fig. 4.21.

The overturning events can also be recognized in the Doppler spectra of both
polarizations. The Doppler shift at 140 ﬁz at 400 ms is the plume speed. After the
initial breaking, a strong Doppler response ‘appears at about 106 Hz at 450 ms asso-
ciated with a slow moving turbulence cell. A weaker signal abpears simultaneously
at a higher frequency (16_0 Hz) associated with the fa,stest- moving feature. The steep
sfructure that causes the second micro-breaking produces a Doppler shift at around
125 Hz at 500 ms. Both VV and HH spectra show strong Doppler shifts at every
overturning event. After the second Breaking, the second fast moving feature causes
a Doppler shift of 150 Hz at 530 ms while the sloWer moving turbulence cell gives a
110 Hz response at 630 ms in thé VV spectrum. These later, less energetic turbulence
structures do not have the steepness needed to give strong backscatter in HH. Hence

there is no strong Doppler shift shown later than 600 ms at HH spectrum. Overall,
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the 20 GHz V'V spectrum responds more strongly to the fast moving, smaller features

on the front face than the 10 GHz VV spectrum.

4.4.3 Summary of Backscattering Calculations

The numerical calculations suggest that thé fast scattering that appears in high-
incidence backscattering from the sea surface is due to wave breaking. When con-
sidering the clean wave, the plume that formed immediately before breaking moved
faster than the wave phase velocity and gave a strong return. Turbulent cells gener-
at.éd by the breaking are carried by the wave ofbital motion and gave slow séatter.
Matching the Doppler shifts to featuré vel:o.ci;ciesv showed that turbu‘lenvt célls on the
front side and top of the wave gave the strongest backscatter. Cells on the back side
are shadowed. There is also some response at Doppler shifts corresponding to speeds
much higher than the wave phase velocity. These correspond to fast moving features
immediately after breaking. |

The “surfactant” wave produces much more energetic breaking than the “clean”
wave. This should be more similar to the breaking of large ocean waves where surface
tension is a leés important restoring force. There are several overturning events in
this time history, all matched by HH return bursts. Small super eventé were observed
in the 20 GHz returns associated with these events.

The VV backscatter is very sensitive to small structures so makes a good small
roughness detector. However, some of the smallest features can only be detected at
the higher radar frequency. On the other hand, the HH response to the small-scale
roughness is rather weak compared to the V.V response. However, HH backscatter is
a good indicator of wave overturning. The steep surface features caused by the plume
can produce étrong backscatter in both VV and HH polarizations in the absence

~ of small roughness, such as the fast signal produced by the major wave breaking
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Figure 4.21: Time history of Doppler shift of the “surfactant” wave at 80° incidence
and 20 GHz when looking upwind.
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events. However, when the surfaces are covered by small roughness, then only HH
backscatter has significant burst response to the steep feature while VV backscatter
remains unaffected. This was observed at the second and third micro-breaking events

of the “surfactant” waves.

4.5 Scatterers and Scattering Mechanism

Seyeral different mechanisms can contribute to backscattered signals. Features that
present surface sections perpendicular to the radar look direction will lead to quasi-
specular reflection. Distributed surface roughness on the other hand most likely
scatters »through Bragg resonance. Rapid changes in the surface slope or curvature
can give direct back-diffraction. In this section, the numerical calculation results are
~analyzed to find possible major scattering mechanisms giving the “fast” and “slow”

‘scatterers.

4.5.1 “Slow” Signal

- After wave breaking, turbulence structures are generated on the front side of the long
wave. Since they are not bound to the large-scale wave, they move at a slower speed
and drift toward the back side of the long wave. Because of the orbital motion, the
speed of the turbulent cells is not uniform and the distances among adjacent turbulent
cells change with time. This moves the surface roughness energy through different
wave numbers, giving rapidly changing Bragg-resonant scattering. Hence the slow
signals fluctuate rapidly.

Two similar examples to demonstrate signal fluctuations can be found in the
backscattering from the “clean” wave during the periods from 440 ms to 455 ms
~and 480 ms to 506 ms.. The time history of the VV returns shows two nulls, at 455

ms and 506 ms in Fig. 4.22(a). The backscatter from three sample surfaces, at 440
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ms, 450 ms and 455 ms, are marked to illustrate the changing of return power at
the first null. The other three markers ihdicate the backscatter from the surfaces at
480 ms, 495 ms and 506 ms to demonstrate ’ghe variation at the second null. The
backscatter-versus-incidence-angle plots of the first three and the second three sur-
faces are shown in parts (b) and (c) of Fig. 4.22 respectively. The backscatter at
80° from each surface is marked by the corresponding marker used in plot (a). Bragg
resonant peaks can be clearly observed in plots (b) and (c) at 80° with the earliest
occurring profiles (marked by circles). They move away from 80° incidence with in-
creasing time in both plots, which indicates the surface energy has been re-distributed
to other wave numbers. Hence, the backscatter shows a null.

Possible scatterers on the surfaces at 440 ms, 450 ms, 455 ms and 465 ms that
give the response in Fig. 4.22 are shown in Fig. 4.23. The facet formed by points
A and B has the length and tilt angle needed to produce Bragg scattering at around
80° incidence, as found from equation (2.3). As the distance between them grows
with time, surface energy has been shifted to other wave numbers, and hence the
backscatter at 80° decreases. The backscatter does not again increase until a facet of
similar length and tilt is formed at 465 ms. |

The backscattering from the clean wave at 20 GHz does not have strong response
from 450 ms to 550 ms, while the same surfaces give strong Bragg scattering at 10
GHz. Roughness structurés that have surface energy at the Bragg wave number at
80° incidence and ‘10 GHz may not give strong Bragg scattering at same incidence
angle but at higher radar frequency. Figure 4.24 shows the backscattering from a
clean wave at 487 ms. While the 10 GHz response has a Bragg-resonant response at
80°, the 20 GHZ response is quite low. The lack of surface e\nergy at the Bragg wave
number also explains the low-strength region from 450 ms to 550 ms in the 20 GHz

‘iclean” wave Doppler spectra (Fig. 4.12).
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- Figure 4.22: Demonstration of the changing Bragg resonance at VV polarization: (a)
The time history plot of the slow signal at 10 GHz, 80° of incidence, (b) backscattering
cross-section versus incidence angle during 440 ~ 455ms, and (c) backscattering
coeflicient versus incidence angle during 480 ~ 506 ms from “clean” waves
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According 'to the SPM inodel, the backscattering magnitude in 'HH and VV should
be due to the small-scale roughness energy et the same spectral wave number. In this
v-case, the ratio of the HH and VV Scattering can be simply predicted by the ratio of
* the coefficients ap, and @y, in Eq. (3.6). Figure 4.25 shows the dependence of ay,
and op, on the incidence angle. The magnitude of a,, remains large from small to
large incidence angles, while apy’s drops rapidly. _

The VV/ HH ratio of the 10 GHz numerical calculation for both “clean” aind “sur-
factant” waves are shown in Fig. 4.26.. (VV/HH ratios are plotted here rather than
| the more typical HH /VV ratios for clarity in the following discussion.) In this section,
enly the slow signal is considered (after 370 ms for “clean” waves and after 400 ms
for “surfactant” waves). The VV/HH retio of the fast signal will be discussed later
in section 4.5.2. Ovefall the ratio shows. a general incrensing trend in _the slow sig-
nal range. The nominal incidence angle of the radar is 80°. However,'the dominant
Bragg-resonant scatterers are located on the front fece of the long wave, so the tilt of
the long wave modifies the local incidence angle, and hence rnodulates the VV/HH
ratio fiom the,t expected‘ at 80° incidence.b r'I‘he Vv/ HH ratio of the slow signal there-
fore increases with increasing local incidence angle which is ceused by the decreasing

front-face slope with time after initial wave breaking.
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To confirm that the scattering is indeed due to Bragg scéttering, the ratio of oy,
and epy, is also plotted in Fig. 4.26. The local angle of incidence was found from the
tilt of the large-scale surface at the point where the dominant scatterer was identified.
Two examples plotted in Fig. 4.27 shows the identified local facet. The local incidence
angle is defined as the angle between the incident ray and the vector normal to the
facet. The MM/GTD calculations show good agreement with SPM « ratios at most
time. There are two major exceptions in the part (a), calculated from “clean” waves.
The first occurs at 550 ms where a relative minimum appeared in the backscatter due
to little small-scale roughness appearing on the front face. The backscatter from the
back-side roughness becomes relatively important at that time, as confirmed by the
Doppler history of Fig. 4.8. This violates the assumption that all major scatterers
are located on the same planar facet. The small-scale roughness on different facets
has different local incidence so the numerical results disagree with the SPM « ratios.
Another period of poor agreement ranges from 650 ms to 697 ms. Here the crest
~amplitude has dropped dramatically so that the back side of the wave is no longer
shadowed. Again, some backscatter is contributed from scatterers on the back side,
and hence the SPM « ratios fail to predict the true VV/HH ratio.

With the “surfactant” waves, the overall trend of the VV/HH ratio is also increas-
ing in the slow signal after the initial breaking (part (b) of Fig. 4.26). However, the
slope of the front face of the “surfactant” wave is largef than that of the “clean” wave
at the end of the time history. Hence the VV /HH ratio of “surfactant” wave does not
increase to the same level as that of “clean” wave. The SPM « ratios agree Wif;h nu-
merical calculations well except from 680 ms to 730 ms, where the front-side roughness
has little energy and back-side roughness has a rather large amplitude. Therefore,
this is another case where backscatter from the back-side roughness invalids the SPM

« ratio prediction. The VV/HH ratio drops at 550 ms where a micro-breaking event
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occurs. The local incidence angles decrease due to steep features present at that time,
and hence the SPM « ratio reduces.

Overall the backscatter after the initial wave breaking (“slow” signal) has good
agreement with predictions based on SPM. The backscatter strength oscillation can
be explained by the surface energy shifting away or into the Bragg resonant wave
number. The backscatter strength ratio between polarizations matches the SPM «
ratio as well. These results suggest that Bragg scattering is the major scattering

mechanism responsible for the backscattering after the initial breaking event.

4.5.2 “Fast” Signal

The VV signal is approximately 5 dB greater than the HH signal from 150 ms to 325
ms in the 10 GHz “clean” wave results . There is no distributed surface roughness on
the surface in this period, so Bragg resonance is not responsible for the fast signal.
From 250 ms to 300 ms small parasitic capillary waves appear on the front face, but
their wavelengths (3 ~ 5mm) are far too small to give a Bragg resonance at 10 GHz.
The local incidence angle on the front face also changes with time. This would suggest
a change in the VV/HH ratio if strong Bragg scattering were occurring, which is not
observed. |

The surfaces profiles from “clean” ‘waves around the time when the maximum
backscatter occurs are plotted in Fig. 4.28, zoomed around the plume area. The
steep features of the plume méfked by “A” and “B” are possible sczitterers for the
fast signal. As the size of the plume grows, the steep feature becomes more apparent
(from A to B), and the strength of backscatter increases. When the plume breaks
and the steep feature changes the backscatter strength drops to a null. The surface
slope does not exceed 70° at any points, so quasi-specular scattering is not occurring.

Diffraction from thvevplume is therefore the major scattering mechanism for the fast
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Figure 4.28: Plume profiles at different times on “clean” waves

signal.

SPM can predict the backscattering from small roughness even though a Bragg
resonance is not established. The steep feature in Fig. 4.28 is just a single bulge
which does not produce Bragg scattering but the VV /HH ratios of the fast signal can
be predicted by the SPM ¢ ratio accurately in Fig. 4.26(a). The local incidence angle
is evaluated by taking the slope of local facet on which the steep feature is sitting
into account. An example of defining local facet is shown in Fig. 4.27(a). Also, there
are some steep features formed by the turbulence immediately after wave breaking.
One of them causes the “clean” wave VV/HH ratio to drop to a null at around 400
ms, and anoth_er one is at 550 ms of “surfactant” wave. The SPM « ratio can trace it
only by takihg the slope of the steep feature into account.

When the_incident radar frequency rises to 20 GHz, the backscatters from the
steepest features give VV/HH ratios close to 0 dB at high incidence angles. This
is probably because the tangent-plane approximétion needed for accurate specular
reflection is better met at the higher frequency.

Steep features which may cause the fast signal are also observed in the “surfactant”
waves. The ;‘surféctanf” waves are more energetic, and the steep features are even
more apparent. They almost always appear prior to overturning events. Figures

4.29(a) and (b) shows the steep features (marked by “A”) presents before the first
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and second overturning. Strong HH backscatter is continuously produced by these
steep features. At 10 GHz, the HH bursts are not apparent. However, at 20 GHz, the
shorter wavelength scatters more strongly from these features and produces a burst
in HH returns (Fig. 4.20 at 370 ms, 570 ms and 720 ms). The scatter from these
steep features may or may not have HH/VV ratios approaching or exceeding 0 dB.
Super events appeared at 570 ms and 720 ms at 20 GHz, but not at 10 GHz.

The SPM « ratios also agree with numerical calculations well in the fast signal
range for the “surfactant” waves (Fig. 4.26(b)). The VV/HH ratio of both “sur-
factant” and “clean” waves decreases before wave breaking, and reaches its global
minimum at the time where the steepest feature is formed. This agreement suggests
that the diffraction from the steep feature is the major scattering mechanism for the

. backscatter before or immediately after breaking event.

4.5.3 Summary

The HH/VV ratios of the numerically calculated results agree with the SPM « ratios
well as long as the major scattering is caused by the small roughness and the major
scatterers are localized to one planar E;Lcet. The slope of that planar facet is used to
evaluate the local incidence angle for the computation of the SPM « ratio. Correct
identification of the scatterers is necessary to achieve good agreemenf, so the strongest
scatterers can be recognized more confidently.

The roughness distributed over the surface suggests that Bragg scattering is re-
sponsible for the “slow” scattering after wave breaking. This is supported by the
Braggresonant peaks shown in the plots of the backscatter from individual surfaces
after wave brﬂeaking at various incivdence angles in Fig. 4.22(b) and (c) The oscilla-
tion of the slow signal strength is caused by the shifting of surface energy ﬁmong wave

numbers. Finally, the increasing.VV/ HH ratios after wave breaking further support
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of the Bragg-scattering conjecture. The slow signal is due to turbulent structures
remaining on the surface after breaking.

The plume is thought to be responsible for the fast scattering because of the time
correlation With the Doppler signal. This is verified by the disappearance of the fast
signal when radar is looking downwind and the plume is shadowed. The VV/HH
ratio of the plume scatter may less than, equal, or greater than 0 dB, depending upon
the radar frequency and the geometry.

Small super events have been observed in the backscatter from the “surfactant”
'Wavés at 20 GHz. However, there is only one crest included in each surface in this
data set, Which is quite différént from the realistic ocean surfaces where multiple
wavelengths of the dominant Waveé are illuminated, all of which will include wind-
generated roughness on the sﬁrface. Hence, the direct comparison of the numerical
célculations with the field observations may not be appropriate. Also, as mentioned
in the first chapter, the multiple-bounce model proposed by Wetzel [16] is considered
av prominent model to explain the super eveﬁts; In order to study the effect of multi-
path reflection and Brewster angle damping, the front faces of these surface data can
be artificially extended to allow the multiple-bounce reflection to occur, so that sea
spike events may be observed in the numerical calculations. This is considered in the

following section.

4.6 Super Events

As mentioned, direct measurements of the front face of the long wave are available
only for a short disfance. This removes the multi-path reflection point that is thought
to give “super events” where the HH backscatter exceeds that at VV [10]. The surface
was therefore extended as in Fig. 4.30 to give a reflection point. This extension is

different from the roll-off infinite extensions for the MM/GTD approach. Here a

80



50

—~ 40 + ~original surface

e 30 | extended surface

£ ray path

2 20 re

S 10 b e

2 0 Tl

_10 I ‘ 1 I . 1 L
-150 -100 -50 0] 50 100

x (mm)

Figure 4.30: Front-side extension of a “clean” wave at 318 ms

finite length horizontal extension is smoothly connected to the original surface. The
MM/GTD infinite extension is attached at the front of the horizontal section, as was
done by West [20]. The lenéth of ‘the horizontal extension is 500 mm. The short-
dashed line in the figure shows .aml‘l‘lti-path reflection ray patﬁ between the extension

and the plume structure.

4.6.1 Backscatter from Extended “Clean” Wave

The time vhist_ory of the amplitﬁdg of the scattering cross-section of the horizontally
extended “clean” waves at 80° i_ncidence and 10 GHz is given in Fig. 4.31.‘ It is very
‘similar to the time histqry of the Backscatter from the original “clean” waves except
that thé aniplitude_s before wave breaking have changed. The fast signal strength of
VV is reduced about 2 dB over all, and théﬁ of HH is increased about 4 dB. Therefore,
the HH/VV ratio api)roaches 0 dB, and even slightly exceeds it for a short time, giving
a brief super evént. The VV slow signal remains almost unchanged. The HH slow
signal atbaround 400 ms increases about 2 dB, however, the change decreases with
time.

The added extension only .changes the fast signal which appears only when the
plume is forming. This conﬁrms that pluine scatter is responsible for the multi-path

reflection. As predicted by the model of Wetzel [16], the multi-path reflection gives
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Figure 4.31: The time history of the backscattering cross-section from the front-face-
extended “clean” wave at 10 GHz and 80° incidence when looking upwind.
interference that increases the HH backscatter and decreases the VV backscafter at
this specific incidence angle and radar frequency.. Stronger super events can occur
at other incidence angles. This is shown by Fig. 4.32 where the backscatter from
the single extended surface at 300 ms is plotted. As expected, interference oscillation
patterns appear with changing incidence due to the changing multi-path length. The
Brewster angle damping further reduces the oscillation range of VV backscatter, es-
pecially at high incidence angles [17]. The interference causes a strong super event at
75°. Other runs (not shown) showed that a stronger super event occurred at at 80°
incidence and 14 GHz.

'The Doppler history of the scattering from the extended wave is shown in Fig.
4.33. Comparison with Fig. 4.8 shows that the locations of the relative local peaks in
the spectrum are almost unchanged by the extension. For example, the fast Doppler
- shift of 63 Hz at 300ms, the slow Doppler shift of 48 Hz from 430 ms to 530 ms, and the

very fast Doppler shift of 72 Hz from 400 ms to 450 ms in V'V response are not affected.
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Figure 4.32: The backscatter versus incidence angle from the front-side-extended
“clean” wave at 300 ms and 10 GHz.

The muiti—path reflection and the Brewster angle.damping only modified the location
of the global maximum. For the original surfaces, the global maximum appeared at
the initial fast Doppler peak at both polarization. With extension, the magnitude
of the fast Doppler signal decreased at VV, so a slow signal is now maximum. The
HH maximum remains at the fast Doppler signal , but the magnitude is now slightly
higher.

As a final check, the Doppler shift was calculated from the complete time history
of the feturns r>ather than from windowed sub-domains. The results with and without
the horizontal extension are shown in part (a) and (b) of Fig. 4.34 respectively. The
Doppler splitting effect is evident in both pldts, with the fast and slow peaks located
vat 64 Hz and 49 Hz respectively. The VV fast peak is about 3 dB stronger than the
slow peak while the HH fast peak is 9 dB Stronger fhan the slow peak. Including
the multi-path reflection increased the HH fast signal to the same strength level as
the VV fast signal. On the other hand, the strengths of the VV peaks only changed
slightly. The extended surface results agree with the observations of Lee et al. [2]

which showed a similar splitting shown in Fig. 1.3 when examining mechanically
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Figure 4.33: Time history of the Doppler shift from the artificially extended “clean”
waves at 80° incidence and 10 GHz.
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generated waves with no wind. Under different illumination conditions, the increase
in the HH fast-scatter strength can be large, and the HH/VV ratio can be much

greater than 0 dB.
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Figure 4.34: Doppler spectrum of the total backscatter from the (a) original (b)
front-side extended “clean” waves at 80° incidence and 10 GHz when looking upwind.
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Chapter 5

BACKSCATTERING
SIMULATIONS WITH TSM
MODEL

Slow and fast scatterers have been identified in the backscatter from the sample
- breaking wave profiles calculated by the numerical MM /GTD approach. Analysis
~of thé baékécaﬁter has identified likely surface features and scattering mechanisms

vresp(‘)ﬁsible for the slov& and fasf 4sclavtter. In this ‘chapter the ability of the two-scale
~ surface analytical scéttering modellto predict the calculated scattering is investigated.
The perturbation approach of Brdwn [35] is used to allow an instantaneous comparison

of the two-scale model (TSM) scattered field with the MM /GTD results.

| ‘5,1 TSM Simula»tior‘ls Procedures

Application of the TSM requires the rough surface be separated into large- and small-
scale ’components.‘ This is often achieved by applying an ideal, brickwall low-pass filter
in the surface wave-number domain to obtain the large-scale surface, while a high-pass
filter with the same cutoff threshold yields the small-scale surface [41]. This approach
is particularly useful when the scattering surface is generated numerically from a given

roughness spectrum. The large- and small-scale components can then be generated
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independently. This approach is not as useful when treating the deterministic surfaces
considered here. A brick-wall filter can only be applied by performing a fast Fourier
transform (FFT) and‘setting the spectral components outside the passband to zero.
This introduces unacceptable ringing (the Gibbs phenomenon) when the inverse FFT
is performed to give the filtered surface. Instead, another filtering method was used.

The large-scale surface was obtained by applying multiple passes of a three point
triangular-Weighted moving average (MA) filter to the original surface. The impulse

response of the filter is given by

h(n) - z(n—-1)+ 2x£n) +z(n+1) (5.1)

As the number of passes used is large, this is equivalent to applying a single pass of a
multi-point Gaussian MA filter. Figure 5.1(a) shows the effective MA window after
100 passes of the three point MA filter. The effective low-pass transfer function is
found from the FFT of plot (a) of the figure, shown in plot (b). This function again
approximates a Gaussian envelope. Since the transfer function repeats itself every

2m, the effective cutoff wave number for this filter can be derived as
Ke=[[ () VaK /A (5.2

where Az is the sampling step size in horizontal direction, and N is the number of
MA passes. The cutoff threshold is also shown in Fig. 5.1(a).

Application of the moviﬁg average requires that the surface be sampled uniformly
in the horizontal direction. The surface elevation data was provided as a series of x-y
points that were non-uniformly spaced in each dimension. The surfaces were therefore
resampled. A cubic spline interpolation algorithm from the FITPACK subroutine [48]
was used to resample the surface, which maintains continuity of the second derivative
in the resainpled surface. This algorithm has an adjustable tension factor. A zero

tension factor will give cubic-spline interpolation, and a higher value (e.g. 50) will
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Figure 5.1: (a) The equivalent MA filter after 100 passes of the three-point MA filter.
The spatial sampling step size is 0.9 mm. (b) Transfer function of the 3-point MA
filter after 100 passes. The dashed lines indicate the effective cutoff threshold of
K.=k at 10 GHz.

89



give a more linear-interpolation-like result. A tension factor of 50 is used for this
study. Once the large-scale surface has been obtained, it can be subtracted from
the original surface to yield the small-scale component. Figure 5.2 shows a surface
separation example.

Resampling and filtering surfaces with multi-valued sections required additional
consideration. Multi-valued surfaces clearly cannot be uniformly sampled in the hor-
izontal plahe.' Instead, the resampling and filtering was performed in a plane tilted
to the horizontal where the surface could be described by a single-valued function.
The two-scale model was also applied in this tilted reference plane. The tilting angle
was chosen so that the tilted front face was approximately horizontal (Fig. 5.3(a)).
In some cases even the tilting was insufficient to remove all multi-valued points. This
case is demonstrated in Fig. 5.3(b), which shows the “clean” wave at 360 ms. This
was addressed by making small modifications on the surface itself, as shown in the
figure. Figure 5.4 shows the comparison of the MM /GTD calculated backscatter from
the modified and original surface at different incidence angles at both polarizations.
The only significant difference in the response is a small change in the depth of the
null at 77° in the VV case. Changeé of thié magnitude make very little difference in
the total energy scattered from the complete time history and are of little importance.

After the surface separation, the Kirchhoff’s approximation was applied on the
large-scale surface to find the electric surface current using equation (3.1) and (3.2).
The KA far-field scattering can' then be computed via the radiation equation (3.3)
or (3.4). The SPM method presented by Brown [35] was applied on the small-scale
surface to find the perturbed field (Eq. (3.9)). The TSM field is the coherent addition
' of those two fields. The MM/GTD results serves as the exact results, to which the

TSM results will be compared.
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Figure 5.2: Examples of surface separations via different thresholds.
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Figure 5.3: Surface separation example. (a) The tilted composite and separated
~ surfaces. (b) Original and resampled surface from “clean” wave at 360 ms.
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Figure 5.4: Calculated 10 GHz backscatter from original and resampled “clean” waves
at 360 ms. (a) VV. (b) HH.
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5.2 Surface Separation Threshold

The goal. of the surface—séale separétion is to yield a large-scale surface that is suffi-
ciently smooth that the Kirchhoff approximation can be accurately applied (i.e. the
radius of curvatufe is large compared fo the électromagnetic Wévelength), while the
remaining small-scale roughness should have an amplitude much smaller than the
radar Wa\}elength. These criteria can not always be easily met simultaneously. A
cutoff threshold must be chosen that minimizes the errors introduced by failures to
meet these criteria.

As mentioned previously, different thresholds have been used for the scale sepa-
ration in the literature. For example, Brown [35] used the cutoff K, = /3.0, where
"k is the radar wave number. Durden and Veseckey used K, = k/2.0. However, these

studies limited the application of TSM to surface numerically generated from ideal-
‘ized linear roughness spectra. The deterministic surfaces considered here are very
nonlinear. (Breaking itself is a nonlinear process.) The net result is that more energy
appears at 2 ‘given short wave number than expected from the linear spectra, and
the surface height criterion f()rv the SPM éppr"oximation is violated using the earlier
| thresholds. | This is shown in Fig. 5.2(a), which shows the separation of the “clean”
wave at 487 ms surface using K, = £/3.0 at 10 GHz (A = 3cm). In this work a thresh-
" old of K, = k is used. The'applivc'ation to the 487 ms surface is shown in Fig. 5.2(b).
Less energy is now contained in the small-scale surface, and its maximum deviation
" of £2mm meets the re‘quirement‘ to be small compared to the 30 mm wavelength.
The resulting large-séale surface also meets large radius curvature requirement. Other
thresholds might give better results with other surfaces, but it bis not realistic to ex-
' péct an optimal value be found for'diﬁ”erent surfaces (e.g. surfaces before and after
breaking). Calculation of the complete scattering hiétory with different thresholds

‘showed that K. = k gives the best overall accuracy across the complete time history
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at the large incidence angles with which we are concerned. Other thresholds that

* yield improved results at specific times will also be shown.

5.3 Time History of the TSM Calculations

5.3.1 “Clean” Waves

The backscatter from the “cleén” wave at 80° in’cidence and 10 GHz calculated by
TSM is compared with the IMM/GTD results in Fig. 5.5. The magnitudes of the
backscatter computed by the KA and SPM cbmponents of TSM are also plotted to
éhow the contributions from large- and small-scale surfaces respectively. The VV TSM
results are almost e}iclusiirely due to scatter from the small-scale surface computed
using SPM. The KA results are more than 15 dB lower, and hence do not have
a significant effect on the TSM results. Overall the VV TSM results agree well
with the reference MM/ GTD scattériﬁg, but there are still some regions of small
disagreement.’ One is in the neighborhood of 570 ihs, and the other is after 620 ms
where TSM under-predicts ‘by about 3 dB on average.

At HH the TSM results do not agree as well with the MM /GTD results, espécially
in the fast signal region where it under-predicts by about 3 dB. In the slow signal
period, TSM still accurately predicts the backscatter until about 650 ms. After that,
the signal strengths are lower than —45dB and TSM does not agree with MM/GTD.
" Although the KA scattering levels are similar at both polarizations, the TSM results
are more affectéd by the KA contribution at HH than at VV because of the lower
SPM response at HH. | | |
At 300.ms,'the peak SPM scat-teririg in HH is about 10 dB below that in VV while
" the total scattering differs only about 3 ‘dB. The backscatter from the large-scale

surface computed with KA is too weak to raise the TSM level to the correct level at

95



HH. Figure 5.2 shows the large-scale surface at 300 ms after separation. The plume
structure is completely removed from the large-scale surface when the separation
K. = kisused. Hence the KA results do not have a significant contribution. Changing
the separation kthreshold to K, = k/0.8 returns energy to the large-scale surface, as
shown in Fig. 5.2 |

 The TSM backscatter calculation using the larger surface separation wave number
of K, = k/0.8 is plotted in Fig. 5.7. TSM calculations at VV still agree reasonably
well with MM /GTD results. The SPM contribution drops by about 3 dB, due to the
reduced suffac“e height in the small-scale surface with the fast signal, but shows little
change in the slow signal. On the other hand, the KA results increase about 5 dB
in both the fast and slow signals. The net results is that TSM is not dramatically
affected by the changing cutoff wave number.

The TSM results of the fast signal at HH however are improved by using the
larger cutoff wave number. The TSM returns almost overlap the MM/GTD results
before 400 m_s.' However, the backscatter at later times is over-predicted by TSM.
The decreasing of SPM due to the higher cutoff wave number is similar to that in the
VV case, but the backscatter from large-scale surface calculated using KA increases

in the slow signal, and leads the over-prediction of TSM.

Discussions -

The calcﬁléfions‘appli'ed to the clean wave shows that while TSM applied using cutoff
wave number K, = k/1.0 can a.ccuratély predict the VV backscatter, the larger cutoff
of K, = k/0.8 is more appfopriate fof the fast signal at HH pola.fization. It was
shown in Chapter 4 that the fast signal is produced by the plume feature through the
- diff_ractivé scattering. Becauée bf 't’he‘ .ra,"ther'large radius of curvature of the plume

compared to the radar wavelength, the diffractive backscattering from a single bulge
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Figure 5.5: Backscattering from “clean” wave calculated using TSM with K. = &
compared with the MM/GTD results at 80° incidence and 10 GHz. (a) VV (upper
plot). (b) HH (lower plot).
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Figure 5.6: Large-scale surface of “clean” wave at 300 ms separated by different cutoff
wave numbers.

can bevbwell predicted by the KA approach. Therefore, it is more appropriate to
distribute most of the plume feature into the large-scale sﬁrface and compute the
diffractive backscatter through KA. Figure 5.6 showed that the large-scale surface
produced using the cutoff K, - k/0.8 had more of the plume feature, explaining the
better accuracy of TSM with the fast signal.

However, the larger cutoff wave number also distributes apparent distributed-
surface roughness into the large-scale surface after wave breaking. This gives Bragg
resonance through KA, éis shown by the sy.nchroriizétion of the signal strength os-
cillations in the SPM and KA results in F‘ig. 5.7. The téngent—plane assumption of
KA is viola’q_ed_ when Bragg-resonant small-scale-‘roughness appears on the large-scale
surface, g1v1ng an 6ver-prediction of the HH scat'tering. The incorrect KA results lead
to the over-predic'tion of the TSM results at HH. Similar error is nof introduced at
V'V since the SPM results are still dominant.

At lower incidence, TSM with K, = k/1.0 is even more accurate. The TSM
calculation at an incidence angle of 70° is shown in Fig. 5.8. The small disagreements

between the VV TSM and MM /GTD calculations at 570 ms and after 620 ms shown
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Figure 5.7: Same as Fig. 5.5, but with surfaces separated using K, = k/0.8
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in the 89° incidence results of Fig. 5.5 disappear at 70° incidence. The HH TSM
results also agree well with MM/GTD well after 650 ms. It was shown in Chapter
4 that the contributions of the backscatter from the partially shadowed back side of
the wave is significant at those moments. The TSM calculations are affected by the
simplified shadowing treatrﬁeﬁt used there. The dominant scatterer is less severely

shadowed at the lower angle incidence, and TSM regains accuracy.

5.3.2 ‘»‘Surfactant” Waves

The TSM calculation of the backscatter from the “surfactant” wave at 10 GHz and
80° incidénce using the cutoff wave number K, = k/1.0 is shown in Fig. 5.9. The
SPM results still dominate the TSM results at all time at VV polarization. The
agreement at .this.polariz_ation is very good at all times. At HH polarization, TSM
under-predicts the reference MM/GTD by about 2 dB for the fast signal, and again

gives a very accurate prediction in the slow scatter period.

5.4 Summary

The calculations show that TSM can give accurate predictions of the backscatter from
bOth spilling breakers at 80° incidence and 10 GHz. A surface-separation cutoff wave
number of K, = k gives acceptable TSM results overall. However, a larger cutoff wave
number of K, = k/0.8 can produce more accurate results with the clean wave before
breaking. Roughness causes TSM to over-predict the scattering when a large amount
of turbulent structure appears on the surface and is distributed into the large-scale
surface. It is unrealistic to expect to use an optimal cutoff wave number suitable for
different incidence angles, frequencies, snd roughness distributions. However, it was
shown that a larger cutoff such as Kc = k/0.8 may be more appropriate to separate

comparatively smooth surfaces without large-amplitude roughness. This is because
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Figure 5.8: Same as Fig. 5.5, but at 70° incidence.
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Figure 5.9: Backscattering from “surfactant” wave calculated using TSM with K, = k
compared with the MM/GTD results s at 80° incidence and 10 GHz. (a) VV (upper
plot). (b) HH (lower plot).
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the larger cutoff places more of the plume feature energy into the large-scale surface,
and KA is able to compute the diffractive scattering from that feature. After breaking,
distributed-surface roughness appears on the surface, so a smaller cutoff such as K, =
k or even smaller is appropriate. This distributes the small roughness into the small-
scale surface where SPM correctly predicts the Bragg scattering. The TSM results at
VV are less sensitive to a change in the cutoff wave number. Different cutoffs over a
wide range from £/1.7 to k£/0.8 only modified the relative levels of the SPM and KA
scattering, but the TSM scattering after addition did not change significantly. On the
other hand, TSM is very sensitive to surface energy distribution between the large-
and small-scale surface at HH polarization. Since the HH SPM results are usually
- much smaller than the VV SPM results; the accuracy of KA becomes relatively more
important. Therefore, maintaining the validity of thé tangent-plane assumption is
the most important consideration in choosing the cutoff for the implementation of
TSM at HH polarization. Overall a cutoff wave number of K, =k gives acceptable

TSM results for backscattering calculations at incidence angle of 80° and 10 GHz.
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Chapter 6
CONCLUSIONS

Observations of large-incidence angle backscattering from the ocean surfaces have
shown phenomena which are not explained by current analytical models. Sea spike
~ events are short bursts of strong backscatters characterized by large HH/VV ratios.
In some caées the HH return strengths can actually exceed those of VV. These are
termed “super events”. The decorrelation times of sea spikes are typically about sev-
eral huﬁdred milliseconds at HH polarization and only fens of milliseconds at VV.
Another feature of large-incidence backscatter is the “Doppler split effect”. The peaks
of the Doppler shift of both polarizations are overlapping at low to moderate inci-
dence angles. As the i‘ncidenée angle increases the Doppler peék of the HH backscatter
shifts. to a higher frequency, while the VV peak stays at the lower frequency. The
signals corresponding to the larger Doppler shift are termed “fast” signals, and signals
producing smaller Doppler shift are termed “slow” signals. The above two mentioned
events are beyond the prediction of two-scale model (TSM) which is the most com-
monly used analytical model for sea-surface scattering. Several models have been
developed to explain the sea spike and Doppler splitting effect. Among them are the
. multi-path reflection ﬁlodel proposed by Wetzel [16] and extended to include Brewster
angle damping by Trizna [17].

The goal of this study was to identify the “fast” and “slow” scatters through nu-

merical calculation of the backscattering from two series of water wave profiles. The
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“hybrid MM/GTD numerical technique developed by West et al. [27] was applied to
the individual deterministic water surface profiles to calculate the time. history of
the backscattering. - The time histories of two mechanically generated spilling breaker
waves, both generated without wind but with one including soap to act as a surfac-
tant, were treated here.

The time histories of the backscattering at 80° incidence when looking upwind
were found by finding the backscatter from each profiles in the wave history. The
scattering was found at both 10 and 20 GHz. Two distinct types of responses ap-
peared in the backscatter time history. The first appeared before wave breaking and
was characterized by slowly rising amplitude. The second appeared after wave break-
ing, and was characterized by a rapidly oscillating amplitude. The time history of
. the Doppler spectra of the backscatter was also computed from the phase-preserved
scattered field using a time dependent fast Fourier transform. The VV spectra of the
“clean” waves included strong signals-at both high and low Doppler frequencies. The
HH spectrum also showed strong signals at the higher frequency but much weaker
. signals at the lower Doppler frequency. The above mentioned slowly rising-up sig-
nals corresponded to the higher Doppler frequency, and hence were recognized as the
“fast” signal. Plume structures formed immediately before breaking were thought to
be the “fast” scatterers. The rapidly-oscillating backscatter signals after breaking cor-
responding to the lower Doppler shift were the “slow” signals. Turbulence structures
generated after breaking were recognized as the slow scatterers. Comparing time
history of surface profiles to Doppler spectra identified the motions of the slow scat-
terers. The slow scatterers were shown to be turbulent cells generated after breaking
that are carried by the orbital motion of the long wave. This comparison showed that
major scatterers which produced strong backscattering were located on the front face

of wave. The roughness on the back face did not produce significant backscattering.
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The time history of the backscatter calculated from the “surfactant” wave was sim-
ilar to that of the “clean” waves. However, the surfactant waves were more energetic
than the clean waves, and there were several overturning events in this time history.
All overturning events were matched by bursts of backscattering at HH. Super evénts
have been observed in the 20: GHz response during the first-two overturning events.
The steep features which gave strong HH returns were more often seen in this wave
history. Therefore the slow-signal strengths at HH did not drop as fast as those in
the “clean” waves.

Oscillation of the slow signal strength was well explained by Bragg scattering the-
ory. Changing of the tilting or the distance between turbulent cells shifted the surface
small-scale roughness energy into or away from the Bragg wave number, and hence
caused fluctuations in the Bragg scattering. The VV/HH ratios of the numerical cal-
culations also had good agreement with the SPM « ratios at most of the time. These
agreements suggested that the Bragg scattering was the major scattering mechanism
after wave breaking. Non-Bragg diffractive scattering is believed to be the scattering
mechanism before wave breaking.

The modeled surface profiles were artificially extended horizontally to give a multi-
path reflection backscatter path from the plume structure. Super events were ob-
served in the backscattering from the extended surface at 80° incidence and 10 GHz
while larger HH/VV ratios were seen at other incidence angles. Only the backscatter
strength prior to wave breaking was changed by to the multi-path reflection. The in-
terference altered the fast backscatter strength at HH and VV respectively, and hence
large HH/VV ratios may be observed at specific incidence angles and frequencies in‘
the fast signal region. The béckscatter after wave breaking was not affected.

Finally, the performance of a two-scale model implementation that can be applied

to deterministic surfaces in predicting the scattering from the breaking wave profiles
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was examined. The numerical MM /GTD calculations served as the exact results to
which the TSM results were compared. The‘ cutoff wave number used when separating
the surface into large- and small-scale components was shown to have a significantly
affect on the accuracy of TSM. Cutoff wave number of K, = k gave a good compromise
for overall accuracy in the slow and fast signal regioné. TSM was very accurate in
predicting the VV backscatter at 80° incidence and 10 GHz throughout the wave
evolution. However, it significantly under-predicted the HH fast backscatter. While
it is unrealistic to find aﬁ optimal cﬁtoff wave numbef for all c_oﬁbinations of incidence
angle, frequenéy, ‘and roughness distributions, some insight to the choice of the proper
cutoff has been gained through this study. The TSM scattering at VV polarization
was not significantly affected by the cutoff wave number used. However, the HH
scattering is more stkro‘ngly dependent on KA scatterin‘g from the large-scale surface.
Hence, the choice of cutoff wave number should weigh more strongly on maintaining

the accuracy of the tangent-plane assumption on the large-scale surface.
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