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CHAPTER I
INTRODUCTION

Each year a large part of America's grain crop is put
into storage. The time span of the storage may range from
two weeks to two years. Unfortunately, the longe; the
storage time, the greater the potential for loss of quality
in the grain. The decrease in quality is due to such
factors as insect infestation, fungi damage, and moisture-
related spoilage. The task of accurately pin-pointing the
amount of grain lost during storage, either by volume or by
monetary worth, is almost impossible. Figures from four to
five and one-half billion dollars (Edwards, 1973; Gillet,
1970) have been used to describe the economic loss due to
agricultural pests, in field and in storage, in America
alone. Storey and Bulla (1978) estimate that as much as
one-third of the world's harvest is lost during storage.
The actual value of the figures is not as important as the
magnitude of the problem that they suggest.

A considerable portion of the grain damage incurred
during storage is due to insect infestation. Current
practice, including grain elevator operations, milling
operations, and farm operations, all rely extensively on

chemical treatment to both protect and disinfest stored



crops. Losses due to stored grain insects could run as high
as 20% (Gillet, 1970) if insecticides are not used. Pliny
the Elder, a Roman living in the first century, recommended
the use of arsenic as an insecticide (Edwards, 1973), and
countless other chemicals have been used since then. 1In
the past thirty years, many new chemical groups have been
found to be extremely effective insecticidal agents; among
these are certain organochlorides, organophosphates, and
bromides.

Although the correct and safe use of these chemicals
has helped maintain grain quality throughout long storage
periods, dependence on chemical disinfestation has its own
set of problems. Often, chemical treatment is a batch
operation requiring holding the grain within a single
storage facility for 20 hours (Dermott and Evans, 1978a) or
more, which is a problem if the grain is in transit. Most
of the chemicals used to disinfest grain are hazardous and
thus require a trained operator for application (Johnson
and Townsend, 1981; SDS, 1980; USDA, 1969). Insects are
biologically able to adapt to changing environmental
conditions, and this mechanism sometimes leads to pesticide
resistance forming within a certain insect population
(Upitis, et al. 1973; Bell, et al. 1977). The most serious
problem, however, is the effect of insecticides on man and
the environment. Undesirable environmental effects include
excessive mortality and reduced reproductive capacity in

wildlife, and the general pollution of our natural



resources (Geissbuhler, 1978). Man faces short term hazards
such as toxicity (SDS, 1980) and long term hazards such as
mutagenicity and carcinogenicity (Nielson, 1980; Soderman,
1982; Sontag, 1981). Generally, the long term hazards are
the most dangerous, and the most difficult to evalute.

The debate over the use versus the banning of
currently used insecticides has "high emotional impact"”
(Edwards, 1973). The ecologists wish to curtail the use of
the chemicals, and the agriculturalists maintain that said
usage is essential to the large-scale production of food.

A middle ground is required: to control pests by
alternative means when possible; and to minimize the use of
persistent and potentially harmful pesticides. In "World
Food Production Environment - Pesticides" (Geissbuhler,
1978), three causes are given as to the general nature of
the problem. These causes were listed as a limited
capacity to predict environmental hazards of chemical
usage, a low priority given to evaluation of current
environmental problems, and a lack of safe and effective
alternatives for pest control. It is the third point which
this project intends to address: develop and evaluate an
efficient and effective chemically independent process to
disinfest stored feed and seed grains.

Many alternatives to current chemical usage have been
investigated. Some are management techniques, such as using
refrigerated or oxygen-deficient storage facilities, or

mixing insect growth regulators with the grain. Another



category includes microbial control, which utilizes
bacteria, fungi, or a virus as insect pathogens. Still
other alternatives include the use of radiatiog. Gamma
rays, x-rays, and dielectric heating with microwaves or RF
band energy fit into this disinfestaion group. The last
category relies on basic heating agents such as particle
conduction, air convection, or infrared radiation. Each
of the above management techniques/érocesses has both
advantages and disadvantages. Examining the benefits of
current chemical controls shows that most are relatively
inexpensive, effective in destroying insect populations
from egg to adult, and acceptable in usage to farmers,
millers, etc. An alternative to chemical treatment,
therefore, must at least match if not exceed the above
benefits to be accepted and utilized in a widespread
manner. However, no single alternative is éoing to match
all the requirements for all the disinfestation needs.
Different methods are going to be applied to different
situations.

The alternative that appears to offer the most promise
in regard to wheat, corn, and flour treatment is the use of
heat to destroy all elements of an insect population.
Thermal disinfestation has already been shown to be an
effective treatment process (Grossman, 1931; Kenagen and
Fletcher, 1947; Kirkpatrick and Tilton, 1973; Dermott and
Evans, 1978b; Mittal, et al. 1981). The approximate

temperature levels required to eradicate an infestation, and



the holding times, are known. What is not known is what
type of heat exchange process is best suited for the job. Of
the processes designed thus far, none has concentrated on
efficient utilization of energy. Although a full scale
thermal disinfestation plant has been built in Australia,
the capital outlay for that design far exceeds what an
average elevator operator can be expected to pay.

To be a viable alternative, a thermal disinfestation
system must be extremely high in eﬁergy efficiency to keep
operating costs low and compact to keep down capital
investment. The system must offer these capabilities while
performing the stated job: destroying the insect
population without decreasing grain quality attributes such
as germination and baking quality. Solid particle heat
exchangers have been shown to have high heat transfer
coefficients (Lapp and Manchur, 1974; Raghavan and Harper,
1974) and offer potential to reduce both heat exchanger
size and operating costs. Several patents exist on
machines to perform solid barticle—to—particle heat
exhange, including those by Aspegran (1959), Benson (1966),
and Bateson and Harper (1973). Each of these machines,
along with others built by Lapp and Manchur (1974) and Khan
et al. (1974), are concurrent flow machines. Although
taking advantage of the high heat transfer coefficients of
solid particle heat exchange, these machines do not have
significant heat recovery potential due to the inherent

temperature profiles of concurrent flow processes.



Counterflow heat exchangers do have the potential for
heat recovery and such use is common with standard
shell-and-tube heat exchangers. By exploiting the
temperature profiles of a counterflow process and the high
heat transfer coefficients of solid particle heat exchange,
a unique machine might be developed which would greatly
decrease energy required to operate a heating process for
grains. This research investigates the concept of solid
particle heat exchange as a process for performing thermal

disinfestation.



CHAPTER II
OBJECTIVES

The major objective of the research may be stated as
follows:

To develop and evaluate a system using counterflow
particle-to-particle heat exchange for potential use as a

thermal disinfestation process.

The specific objectives were:

To develop a database on potential process
characteristics;

To determine steady-state prototype characteristics
and performance;

To design and evaluate various control strategies

for near-optimal operation of the heat exchange process.



CHAPTER III
REVIEW OF LITERATURE
Chemical Disinfestation

Chemical insecticides can be classified into two
basic groups according to usage: protection and
disinfestation. Protectants are liquids or dusts which are
applied to and around grain storage areas, and to the
grain itself as it enters into storage. The object is to
guard against any insect population developing. Grain
protectants include malathion, methoxychlor, and
pyrethrins (Johnson and Townsend, 1981). Disinfestation
is generally achieved by fumigation, a process which may
use solid, liquid, or gaseous compounds. The process in
consideration for this project is for disinfestation.
Therefore, the chemicals reviewed are only those compounds

curently being used as fumigants.

Bromides, Organophosophates, and Carbon

Tetrachloride-based Fumigants

Two bromide-hydrocarbon compounds are currently being
used as grain or flour disinfestation agents: ethylene
dibromide and methyl bromide. Ethylene dibromide has a

boiling point of 131.5 OC and therefore is used in the

8



liquid state (Torkelson, et al.1966). The vapors of this
compound are heavier than air, detectable by smell in
concentrations above 25 ppm (Lauhoff), but do not
penetrate the grain kernel as effectively as many other
fumigants (SDS, 1980). Due to the latter limitation,
ethylene dibromide has been used in conjunction with other
chemicals such as ethylene dichloride and carbon tetra-
chloride (Torkelson, et al. 1966). Recently, ethylene
dibromide has been banned from many agricultural applica-
tions, including use on citrus fruit.

Methyl bromide is a much more volatile compound and is
used as a gas. It offers good grain penetration (SDS, 1980)
and is not flammable. Various food and agricultural
industries rely on methyl bromide to keep damaging insect
populations to a minimum (Lauhoff, 1978; Great Lakes, 1978).
When severe problems have occurred, entire farms (Moulden,
1979) have been fumigated with methyl bromide to rid an area
of a particularly dangerous insect. Methyl bromide is also
used to kill certain stored grain fungi (Paster, et al.
1979). Both methyl bromide and ethylene dibromide require
24-48 hours (Great Lakes, 1978) of exposure time to be
effective and must be allowed to dissipate after this period
before the grain can be used.

Organophosphates are a very important chemical group
in both protection and disinfestation. Various represen-
tatives of this group began to be used as insecticides in

Europe at the end of World War II (Davidson and Lyon,
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1979). The organophosphates essentially took the place of
the organochlorides, such as DDT, when the latter became
restricted in use by law (Ware, 1980). Phosphine, also
known as hydrogen phosphide, is the most widely used of
the organophosphate fumigants. Due partly to good grain
penetration, phosphine is an excellent insectide (SDS,
1980). The boiling point of phosphine is -87 oC
(Torkelson, et al. 1966), but it is used in the solid form
as aluminum phosphide. This so0lid breaks down in the
presence of atmospheric moisture, and the toxic phosphine
gas is released. "Phostoxin" pellets, a brand of aluminum
phosphide, take 12-18 hrs to break down depending on
temperature and humidity; tablets will decompose in 48-72
hours (Phostoxin booklet, 1972). Warehouses (Kumar, et al.
1981; Wyckoff and Anderson, 1971), bins (Singh and
Srivastava, 1980), and ship cargo holds (Gillenwater, et
al. 1981) have all been successfully treated with
phosphine.

Although usage is decreasing, carbon tetrachloride-
based fumigants are still common in liquid mixtures
(Goodship, et al. 1982). According to the Oklahoma
Cooperative Extension Service (1984), one of the most
widely used on-farm fumigants is an 80%-20% mixture of
carbon tetrachloride and carbon disulphide. A USDA
pamphlet (#553) lists three common liquid fumigants, and
carbon tetrachloride is a 25%-80% constituent in each.

Due to the hazardous nature of this compound, research has
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been done to find a similar, but safer, replacement for
tetrachloride. Goodship, Scudamore, and Hann (1982) have

evaluated 1,1,1-Trichloroethane as a possible candidate.

Problems Associated with Chemically-dependent

Disinfestation Procedures

Basic problems that are encountered in the long-term
use of chemical disinfestation include batch operation,
development of insect resistance, and hazards to man. The
general nature of the fumigation process leads to the batch
operation difficulty. While perhaps an advantage on the
farm, elevator operations and seaboard shipping points must
contend with grain shipment delay due to a need for the
grain to be treated.

Since the early 1970's, resistance developed by
insects against certain insecticides has become an
important concern. The Food and Agriculture Organization,
FAO, undertook a worldwide survey of the distribution of
pesticide resistance (Champ and Dyte, 1976). Eight
species of stored product beetles were found to have
developed resistance in varying degrees, and this estimate
was soon altered to eleven beetles and five moths.
According to Bhatia (1978), the majority of the resistance
has developed against the contact insecticides such as
malathion, with Tribolium castaneum (Herbst) showing
resistance in 70 countries. Due to this, Bhatia

recommends more fumigation and less contact insecticide



usage. However, numerous authors (Bell, et al. 1977;
Nakakita and Winks, 1981; Upitis, et al. 1973; Bond and
Upitis, 1972) have discovered resistance to such common
fumigants as methyl bromide, phosphine, and ethylene
dibromide.

Upitis et al. (1973), by selective breeding and
sublethal exposure to methyl bromide, increased the
tolerance of Sitophilus granarius (L.) adults seven to
eight times the normal maximum level. Bell et al. (1977)

examined ten Rhyzopertha dominica (F.) strains which

12

showed some resistance in the adult stage to phosphine. Of

the ten strains, nine were also resistant in the egg
stage. Nakakita and Winks (1981) did a similar sudy on

phosphine-resistant adults of a Tribolium castaneum

(Herbst) strain. The authors found the highest resistance

occurring in the early and mid-pupae stages. The genetic
conditioning studies above reveal the survival-adeptness
of the stored grain insects, and the difficulties of
long-term use of a particular chemical against a
particular specie of insect.

The third major grain-related pesticide problem is
the hazardous nature of the compounds. Environmental
concerns are important, and unlike other pollutants such
as industrial waste products, insecticide usage puts the

hazards immediately by, around, and in the foodstream of

the general population. Shirasu et al. (1977) wrote that

pesticides are potential hazards to the health of large
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populations when, as residues in food, carcinogenic and
mutagenic effects exist. This group tested 193 pesticides
and found 15 of them to be mutagenic. Pesticides can be
hazardous in three ways: as a toxicant; as a mutagen; and
as a carcinogen. Grierson (1978) demonstrates, by citing
examples, that some of the publicized problems with
agricultural chemicals are inaccurate and/or sensational-
ized. However, Grierson concludes that current pesticide
usage is safe (long-term) almost solely on the fact that,
with the exception of lung cancer, all forms of cancer in
America are currently dropping in number of cases.

A growing amount of scientific data is becoming
available showing the potential dangers associated with
modern chemical pesticides (Shirasu, et al. 1977; Nielson,
1980; Soderman, 1982; Sontag, 1981; Hayes, 1982).

Ethylene dibromide use came under fire in early 1984 in
Hawaii, Florida, and California. This fumigant is a highly
toxic material that is hazardous by ingestion, inhalation,
and skin absorption (Nielson, 1980). High concentrations,
ingested or inhaled, can lead to liver and kidney damage
(Torkelson et al, 1966). According to Soderman (1982),
ethylene dibromide is a carcinogen for both rats and mice.
Nielson (1980) lists three experiments by the National
Cancer Institute (NCI) in which ethylene dibromide caused
tumors to develop in lab animals, and shows the American
Conference on Governmental Industrial Hygienists (ACGIH)

putting the chemical in the suspected human carcinogen
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category.

A related fumigant, methyl bromide, is also highly
toxic (Torkelson et al, 1966). The toxic reaction is due to
action on certain enzymes (Hayes, 1982) and ultimately the
central nervous system (Great Lakes, 1978). One hundred ppm,
seven hours per day, can produce serious poisoning, and 1000
ppm for 30-60 minutes can be dangerous to life (Great Lakes
Chemical Co, 1978). It is generally acknowledged that low
exposures to either methyl bromide or ethylene dibromide
over a period of time are cumulative in the toxic effect
(Torkelson, et al. 1966), (Great Lakes Chemical Co, 1978).
The human body cannot expel inorganic bromide. Blood bromide
~concentrations rise in the presence of methyl bromide. No
data was found on the carcinogenicity, or lack of, for
methyl bromide.

Phosphine-based fumigants can be lethal in 400-600
ppm in thirty minutes. The National Institute of
Occupational Safety and Health (NIOSH) shows 200+ ppm to
be immediately dangerous to life and health (Nielson,

1980). According to Davidson and Lyon (1979), phosphine's
toxicity comes from its destruction of the enzyme choline-
sterase. This enzyme is the counterpart to acetylcholine
in the nerve impulse mechanism. While being the most
toxic widely used fumigant (Davidson and Lyon, 1979),
phosphine leaves no dangerous residues and is not thought
to be carcinogenic.

Both ACGIH and NIOSH recommend that carbon
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tetrachloride formulations be labeled as a suspected human
carcinogen (Nielson, 1980). Liver and kidney damage can
result from acute or chronic exposure, including
inhalation, ingestion, and skin absorption. The toxicity of
carbon tetrachloride is also markedly increased by a
synergistic effect with alcohol (Torkelson,'et al. 1966;
Nielson, 1980). Carbon disulphide, also contained in
several fumigant mixtures, has very low concentration
recommendations with respect to vapors in open air. The
Occupational Safety and Health Administration (OSHA) gives
20 ppm for eight hours, and 100 ppm for 30 minutes. NIOSH
recommends dropping this level to 10 ppm in 15 minutes.
Chronic exposure can lead to kidney, liver, and vision
problems (Nielson, 1980). Sittag (1981) also noted that
long-term exposure can bring about psychological and

behavioral disorders.

Radiation and Thermal-related Processes

for Disinfestation

Gamma Radiation and Radiofrequency,

Including Microwave, Methods

Although the use of chemical disinfestation far
outweighs other methods of disinfestation, various
alternative strategies have been investigated. Methods
based on exposing grain to different forms of radiation have
been successfully used to perform disinfestation. Giddings

and Welt (1982) review the current technical and political
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status of food irradiation in the United States,
concentrating on gamma radiation. Gamma rays are shorter
wavelength electromagnetic radiation as compared to x-rays,
and lie in the 1019 - 1021 cycles per second range of the
spectrum. The Food and Drug Administration, through an act
of Congress, approved irradiation of wheat and flour in
1963. Unlike Japan and the Netherlands, however, the United
States has not employed commercial gamma radiation of
foodstuffs. Possible reasons for this hesitation, as given
by Giddings and Welt, include absence of a pressing need,
lack of broad clearance for other foods, and a concern about
consumer resisténce. The fact that the Food and Drug
Administration, the United States Department of Agriculture,
the Department of Energy, the Environmental Protection
Agency, and other federal and state agencies all claim some
jurisdiction in this area may lead to further delays in the
implementation of gamma radiation as a disinfestation agent.
Research on food irradiation began in 1943 at MIT
(Giddings and Welt, 1982), but did not pick up in ernest
country-wide until radioisotopes became readily available
in the 1950's (Tilton and Burditt, 1983). Since that
time, two main types of radiation sources have been
proposed: electron accelerators and radioisotopic sources
such as Cobalt-60. The latter type has dominated the
research effort. The output of these sources is generally
measured in rads or Gray units. Rad, an acronym for

radiation absorbed dose, is equivalent to 100 ergs/gram.
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One Gray unit equals 100 rads (Giddings and Welt, 1982;
Nielson, 1981).

The USDA Stored-Product Insects Research and
Development Laboratory in Savannah, Georgia evaluated
dosage responses of insects to Cobalt-60 irradiation
(Giddings and Welt, 1982). 1In one report (Brower and
Tilton, 1971), this research team used doses of 10, 20,
and 40 krad on Plodia interpunctella (Hubner), Tribolium
castaneum (Herbst), and Oryzaephilus surinamensis (L.)
(Table I) in whole peanuts and shelled peanuts. The results
indicated that 20 krad was sufficient to eliminate beetle
populations, but that 40 krad was required for moths.
Sterilty was found to occur in the insects at sub-lethal
exposures. The dosage rate in the above experiment was 2.4
krad/min, therefore the longest exposure was for 16.67
minutes. By the time this research effort was completed, 30
species of insects had been tested for elimination in bulk
and packaged grain and flour. All populations were found to
be destroyed with a dosage of 50 krad. A table of
sterilization doses for 28 stored-product insects was
developed by Tilton and Burditt (1983), showing doses in
the range of 10 to 100 krad.

From approximately 103 to 101l cycles per second
lies the radiofrequency band, with the 109 - 101l area
referred to as microwaves. Microwave and longer wavelength

radiation have been used in research to disinfest small
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TABLE I

WORLDWIDE STORED-PRODUCT INSECTS

Scientific name Common name
Tribolium castaneum (Hbst) ------ Red flour beetle *
Sitophilus oryzae (L.) =-=====—=—-- Rice weevil
Oryzaephilus surinamensis (L.) -- Sawtoothed grain beetle
Cryptolestes ferrugineus (St.) -- Rusty grain beetle *
Ahasveras advena (Waltl) -------- Foreign grain beetle
Tribolium confusum (J. du V.) --- Confused flour beetle *
Rhyzopertha dominica (F.) =-=-=—--- Lesser grain Borer *
Cryptolestes pusilus --=-=-—-=====-- Flat grain beetle *
Sitophilus granarius (L.) —-—-=-=--- Granary weevil
Tenebrio molitor (L.) =-==—-==----- Yellow mealworm
Sitophilus zeamis (Mothsch.) ---- Maize weevil
Trogoderma granarium (Everts) --- ﬁhapra beetle
Plodia interpunctella (Hubner) -- Indian meal moth
Oryzaephilus mercator (Fauvel) -- Merchant grain beetle
Cathartus quardricollis (Gm) ---- Squarenecked grain

beetle
Sitotroga cerealla fOliv.) ------ Angoumois grain moth
Trogoderma variabile —-------——-—--- Warehouse beetle

Note: * indicates particular importance in Oklahoma.
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grains and flour (Nelson, et al. 1966). In this process, a
material absorbs some of the radiation energy internally due
to its dielectric loss factor (Nelson, 1973). Baker et al.
(1956) used microwaves at 2.45 x 109 cycles per second on
eggs, larvae, and adults of Tribolium confusum (Duv.) and
Sitophilus granarius (L.). Various infested grain samples
were exposed from 3 to 21 seconds to the radiation. This
range in time corresponded to a range in temperature of the
grain/insect mass of 90-178 OF in the T. confusum, and
89-195 OF in the S. granarius. The authors found that a
maximum temperature of 165 OF with an exposure of 21 seconds
was lethal to 100% of the adult population, with as much as
23% of the eggs surviving to hatch.

Nelson, et al. (1966) examined the physical factors
that influence the efficiency and effectiveness of
radiofrequency-based disinfestation. Among the most
important were frequency, field intensity, and rate of
dielectric heating, all of which are interrelated. The
authors noted the difference in insect susceptibilty to
radiofrequency treatment, with Rhyzopertha dominica (F.)
offering the most resistance. Nelson and Charity (1972)
attempted to exploit an important dielectric heating
property for disinfestation purposes. Different materials
absorb energy from RF fields in varying degrees according to
each materials' dielectric loss factors at a particular
frequency. Nelson and Charity searched through the RF

portion of the spectrun for the highest ratio of Sitophilus
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oryzae (L.) loss factor versus the hard red winter wheat
loss factor. The authors found the 107 - 108 cycles per
second region to contain this maximum efficiency. Nelson
(1973) wrote of the state-of-the-art of RF heating for
disinfestation and concluded then that application of the
technology was questionable from an economic standpoint,

even though the process had been proven to be effective.

Infrared, Conduction, and Convection

Heating Methods

Heat as a disinfestation process has been employed
since primitive times (Cotton, 1963) when the sun or an
open fire served as the energy source. Elevated insect
body temperatures cause death by coagulation of soluble
proteins, injury to certain enzymes, and/or dessication
(Cotton, 1963). This method, termed thermal
disinfestation, has been investigated scientifically as
far back as 1911 (Dean, 1912). One of the methods for
heating that has been researched is infrared radiation.
With the introduction in the late 1950's of the gas-fired
ceramic panel infrared heater, research began on utilizing
infrared radiation in both drying and disinfestation of
grains. Schroeder and Tilton (1961) utilized a heater of
this type to determine mortality criteria of Sitophilus
oryzae (L.) and Rhyzopertha dominica (F.) in rice. The
authors reported complete control when the rice was heated

to the 56-68 OC range. Rate of change of temperature also
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appeared to be an important factor. Continuing their

work, Tilton and Schroeder (1963) studied Sitotroga
cerealla (0Oliv.), along with the above mentioned species.
Grain mass distance from the infrared source, irradiation
time, insect age, and grain temperature were all

considered in the experiments. Total mortality could be
expected, the authors reported, with a grain temperature

in the 65-70 OC range. Higher radiation intensities tended
to decrease the required temperatures. S. cerealla was the
most heat resistant insect in the immature stage of all
three tested, and S. oryzae was the least resistant. R.
dominica was the most resistant as an adult.

Kirkpatrick and Tilton (1972) examined the effects of
infrared radiation on 12 stored-grain insects. Wheat
temperatures were raised to 49, 57, and 65 ©OC using 20,
32, and 40 second exposures. At 49 OC, all mortalities
were above 93%, and at 65 ©C, virtually a complete kill
was obtained. This work was done with young adults of
each of the species tested, and mortality was measured 72
hours after exposure. Kirkpatrick, et al. (1972) compared
microwave and infrared treatments on Sitophilus oryzae
(L.) in wheat. Tight control on insect age distribution
per sample was used to allow investigation of the
age-versus-resistance correlation. Both processes were
set to give a sample temperature of 54 OC. Results showed
that temperatures required for the same degree of control

were higher for the microwave treatment when compared to
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the infrared treatment. Infrared reduced first generation
emergence from treated samples from 9 to 18% more than
microwave with respect to the untreated (control) samples.

Thermal disinfestation using a low-grade energy
source such as heated air is another external heating
process. Reports of use date back to 1911, when Dean
(1912) raised the temperature inside a flour mill in an
attempt to eradicate an insect population. Munro (1966)
reports this same procedure being used in another mill
in 1914. 1In Florida, Grossman (1931) exposed Tribolium
castaneum (Herbst), Sitophilus oryzae (L.), Cathartus
quadricollis (Gm), and Sitotroga cerealla (Oliv.) to 122
OF for one hour. All stages of all insects were reportedly
killed. Oryzaephilus surinamensis (L.), S. oryzae, T.
confusum, and Rhyzopertha dominica (F.) were exposed by
Kenagen and Fletcher (1942) to an environment in which the
temperature was raised from 80 to 105 OF. Some mortality
was reported in the first two species listed above, but
none in the latter two. Munro (1966) recommended a
temperature in the range of 120-130 OF for 10 to 12 hours to
destroy an insect population in a flour mill. Cotton
(1963) and Davidson and Lyon (1979) reported that exposure
to 140 OF for 10 minutes would be fatal to all stored-grain
insects, and would not impair seed germination.

Only three research efforts have recently investigated
the use of conduction or convection for thermal disinfes-

tation as a possibility for modern insect control:
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Australia's Commonwealth Scientific and Industrial Research
Organization (CSIRO); USDA's Stored-Product Insects Research
and Development Laboratory; and the Agricultural Engineering
Department at the University of Manitoba.

CSIRO has done the most work in this area. Dermott
and Evans (1978a,b) began studying a physical process that
could be used at export points to continuously disinfest
grain. Primarily due to being a proven device with
high heat transfer rates, fluidized beds were chosen as
the process to implement. In the initial Dermott and
Evans work, Sitophilus oryzae (L.), Rhyzopertha dominica
(F.), and Sitotroga cerealla (Oliv.) were mixed with wheat
and placed in a batch fluidized bed. Samples of 500 or
1000 grams were exposed to heated air at 60, 70, and
80 OC. Post-exposure treatment was in a cooling fluidized
bed. Lethal times for 50% and 99% of the insect
populations were calculated from the experimental results.
R. dominica appeared to be the most heat resistant, with a
lethal time to 99% of the population (LT99) of approxi-
mately 10 minutes at an air temperature of 60 ©C, and 4
minutes at 80 ©ocC.

Evans and Dermott (1981) continued the research by
examining the influence of air inlet temperature, bed
depth, and grain temperature on the required exposure time
for a particular mortality level. Rhyzopertha dominica
(F.) were exposed to 60 to 80 OC inlet air temperatures in

varying loads of wheat. Lethal times were determined at
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the 50% and 99% mortality levels for different loads and
inlet temperatures. Evans and Dermott reported that
exposure Lime was inversely related to air temperature,
and directly related to load. Taking the project a step
further, Evans et al. (1983) designed and tested a
continuous flow thermal disinfestation system. The unit
consisted of two fluidized beds, one for heating and one
for cooling, and treated up to 500 kg/hr of wheat. 1In
general, air temperatures of 80 to 90 oC, air flowrates of
0.25-0.32 kg/sec, and residence times of 1-2 minutes were
used. The authors reported complete success with any
treatment method that forced the grain surface temperature
to reach or exceed 65 OC. Grain dispersion was thoroughly
investigated and found not to be a problem. Niro Atomizer
(Bulletin No. 69) reported a 50 tonne per hour high
temperature fluidized bed thermal disinfestation plant in
Dunolly, Victoria, Australia (Davidson, 1983). The design
was based solely on the CSIRO research, and the plant was
built for and purchased by the Grain Elevators Board of
Victoria. The plant is equipped with research-type
monitoring equipment for aid in studying the long-term
operation.

The Stored-Product Insects Research and Development
Laboratory (Kirkpatrick and Tilton, 1973) investigated
thermal disinfestation using low-grade energy sources as a
vpart of their continued efforts on various physical

processes to control insects. As mentioned previously,
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this group investigated gamma radiation, microwave, and
infrared radiation methods of disinfestation. Kirkpatrick
and Tilton mixed Sitophlus oryzae (L.) and Rhyzopertha
dominica (F.) with wheat, and placed the samples in an
incubator. Conditions used in the experiments included 39
Oc at 60-75% relative humidity for S. oryzae, and 39 OC at
60%, or 43 oC at 50% for R. dominica. Exposure time was
four days. Mortality rate for adult S. oryzae was only 1.8%
for the 39 OC, 75% treatment, but rose to 100% when the 39
Oc, 60% treatment was used. A mortality rate of 99.7% was
reported for R. dominica in the treatment of 43 OC, 60%
relative humidity. The authors also found that, for the
two species tested, the life cycle stages varied in
fesistance. The difference was not significant in S.
oryzae, but R. dominica showed increasing resistance in the
following order: larva; egg; pupa; and adult.

Vardell and Tilton (1981) duplicated the work done
with fluidized beds by CSIRO. The only difference in the
USDA process with respect to that used by CSIRO was that
no cooling section was used; the grain samples were
allowed to steep after heat exposure. The fluidizing air
temperature was 80 OC. Samples were kept at 27 oC and 80%
relative humidity for six weeks after exposure to monitor
progeny emergence. The results matched or exceeded those
obtained by CSIRO. Complete control of R. dominica
occurred when the sample was allowed to reach 67 ©C,

corresponding to a residence time of 4.75 minutes in the
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fluidized bed. Similarly, complete control was obtained for
S. oryzae at 60 ©OC.

The Agricultural Engineering Department at the
University of Manitoba has been investigating drying small
grains using a solid particle heat transfer process since
1972 (Lapp and Manchur, 1974). Both batch (Lapp, et al.
1975; Mittal, et al. 1983) and concurrent flow (Lapp and
Manchur, 1974; Lapp, et al. 1976a,b; Lapp, et al. 1977)
processes have been used to dry wheat and rice. Granular
salt, steel balls, and various textures of sand have all
been utilized as the heat transfer medium (Lapp, et al.
1976a). Mittal et al. (1981) conducted experiments using
both the batch and concurrent flow equipment to analyze
the ability to disinfest wheat. Various life stages of
Crytolestes ferrugineus (Stephens) were used in the tests.
In the batch tests, 450 grams of clean wheat was mixed
with 50 grams of infested wheat, then placed in a
container with a measured amount of hot sand. The
sand-to-grain ratio varied from 4:1 to 4.5:1, with sand
temperatures of 91 to 196 OC. Residence times of 1-2
minutes were used. Adult insect survival was measured 24
hours after exposure. Post-treatment environmental
conditions were not reported. Samples were kept for six
weeks to check emergence.

Virtually 100% kill of all stages was achieved in
each of the batch tests. The continuous flow treatments

did not do as well. The same ratios of infested grain,



27

clean grain, and hot sand were used, but sand temperatures
were slightly higher, averaging 105-115 oC. The problem
with the concurrent flow experiments was procedure: the
infested grain portion was placed into bags, then fed into
the system. Actual heat transfer to the infested grain
was therefore greatly diminished. The data reported on
these tests was unclear. It was apparent that 100%
mortality was achieved on the adult stage. However,

younger life cycles had much lower mortality rates, the

extent of which could not be discerned from the report.

Potential Problems Associated with Thermal

Disinfestation

The application of a thermal-based process as a method
for disinfesting grain is not "problem-free." Although none
of the potential difficulties should prevent investigation
of the concept, research performed with the intent to
formulate a practical process must acknowledge and deal with
them. At present, it appears that there are three areas of
concern: thermal acclimatization of insects; output grain
quality; and practical economics.

Acclimation describes the changes that occur within
an organism due to changes in the organism's environment.
Thermal acclimatization refers to an organism's
compensation for change in temperature in a natural
environment (Ernst, 1968). Research on cooling grain to

inhibit stored-grain insect population growth has fostered
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a good deal of work on insect response to low temperatures
(Edwards, 1958; Nuttal, 1970; Howe, 1965). Cold
acclimation has been shown to lower the chill coma
temperatures of several stored-grain insects, including
Tenebrio molitor (L.) and Tribolium confusum (duval)
(Evans, 198l1lb). Investigations on dispersal (Ernst, 1968)
and oxygen consumption (Evans, 198l1b) in relation to
acclimation have also been done. Much less research,
however, has been done on acclimatization in insects due
to exposure to sub-lethal high temperatures.

The possibilty of insects surviving a thermal
disinfestation process and thus being "heat-treated" may be
remote, but acclimation in insects is not well-defined.
For example, one would expect that an insect kept at
higher than normal temperatures would exhibit a higher
thermal-death point. This has been demonstrated, for
instance, in Tenebrio molitor (L.) larvae (Ernst, 1968).
Larvae kept at 30 OC had a thermal-death point of 42 ©oC,
while those kept at 37 OC for 24 hours had a thermal-death
point of 44 OC. However, Edwards (1958) kept Tribolium
confusum (duval) samples at 18, 30, and 38 oC for six
months, then exposed them to a 40 OC environment. The 30
Sc sample was considered the control group. The 18 oC
sample had a higher survival rate in the new environment
than did the control, and the control surpassed the 38 oC
sample. Obviously, acclimation is a complex process; heat

resistance can be increased through cold acclimation or
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heat acclimation, depending on the species of the insect.

The fact that thermal disinfestation processes
require operation in the 55-70 OC range for a short period
of time should make it difficult for an insect or its
progeny to acclimate. A related heat-resistant problem
which is more likely to affect disinfestation efficiency is
that of diapause. The state of diapause is similar to that
of hibernation; it is a dormant state, species specific, and
induced by environmental changes. Diapausing larvae of some
stored-grain insects have been reported to be more heat
tolerant (Battu et al., 1975). Bell (1983) examined the
effects of high temperature (40-45 ©OC) on diapausing
Ephestia elutella (Hb.) larvae. Bell demonstrated that, like
induction, the termination of diapause is also stress
related. Short, repeated exposures were much less effective
in terms of mortality in the diapausing insects. The severe
rate of heating in thermal disinfestation is such that
diapause will most likely not be induced. However, the
survival of some insects that are already in the diapause
state, as demonstrated by Bell (1983), is a possibility.

A second potential problem area in thermal
disinfestation is that of the elevated temperatures
causing heat damage to the grain. Evans and Dermott
(1978b) recognized this possibility when they first began
using the fluidized bed concept. Wheat quality, in terms
of baking and dough characteristics, was tested, and only

those samples which were exposed to 100 ©C air showed
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significant damage. Ghaly and Taylor (1982) examined the
effects of using 60-120 OC air for 2-5 minutes on two
wheat varieties, Olympic and Spica, each at 12 and 14%
moisture content. The results showed both varieties
withstanding 60 ©C air for up to 2 hours with no decrease
in germination or baking quality. Exposure of the hard
variety (Spica) at 14% to air at 80 oC for 15 minutes
decreased overall quality considerably. The same exposure
to the Olympic variety at both moisture contents, and to
Spica at 12%, did not significantly damage the grain.

Ghaly and Van der Touw (1982) used Teal, Condor, and
Eagle wheat varieties at 12% and 14% in similar tests.
While the hard variety sustained the most damage in the
previous tests, the soft variety (Teal) showed the least
heat resistance in this set of testing. The authors
reported that protein content may be more of a factor than
hardness in specific variety tolerance. As in the
previous tests, wheat at 14% sustained more damage than
did the wheat at 12%. The above investigations seem to
indicate a safety line drawn at approximately 70 ©C for
12% wheat.

Agricultural production and distribution of
non-value-added commodities are most often low margin
operations. Therefore, any new concept, process, etc.
should fit within this economic constraint if it is to be
considered for widespread use. Fumigation currently costs

$ 0.88 to $ 1.32 per tonne (0SU Cooperative Extension
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Service estimates, 1984), and a process to implement
thermal disinfestation would most probably have to match
or lower that range. Dermott and Evans (1978b) estimated
the energy required per tonne of wheat to run their
fluidized beds. They reported 69 MJ for heating (grain
heated from 25 to 65 oC), 120 Kw for 4 minutes for
fluidizing the heated bed, and the same for fluidizing the
cooling bed. Capital costs were not considered. Using
$0.005 per cubic foot for natural gas, and § 0.065 pér
kilowatt-hour for electricity, this corresponds to $§ 0.33
per tonne for heating and $ 0.52 per tonne for
fluidization in each of the beds. The total is therefore
$ 1.37 per tonne, with fluidization taking 61% of the cost
in the heating section, and 76% overall. |
Current chemical fumigation requires little in the
way of capital, but in a fluidization process the initial
investment may be considerable. Since the operational
costs for the CSIRO system are at least $ 0.05 per tonne
more than conventional methods, there is no'impetus for
investment. A new method that works within the economic
constraints is therefore required. A possibility exists
for considering thermally disinfested grain a value-added
commodity, particularly on the international market. If so,
more detailed economic analyses would be necessary to

determine the potential of the investment.
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Potential Use of Solid Heat Transfer
Media as a Mechanism for Thermal

Disinfestation

Devices Based on Solid Heat Transfer Media

Used to Process Particulate Solids

The heating and cooling of particulate solids is a
common process throughout the food and chemical indus-
tries. Some of the physical devices which accomplish the
required heating or cooling actions are based on
solid-to-so0lid heat transfer. Of these devices, a great
majority are of the indirect heat-processing type (i.e.
transfer of energy through a wall) (Holt, 1967).

One of the earlier indirect heating machines is the
agitated pan, principally used to dry material with a
heated steel plate. Another device, called rotating
horizontal tube-bundle and shell, forces liquid through
tubes to serve as the heat transfer medium, and the solids
flow around the tubes to complete the process (Holt,
1967). Specially-designed screw conveyor equipment is also
used for heat processing of particulate solids. Many of
these are hollow, multi-shaft machines which utilize the
blades as the heat transfer mechanism. The screw is
jacketed and the heat transfer occurs during tranporting of
material (Katatkin et al., 1964). Screw conveyors of this
type are used for preheating, drying and melting, and all

have high heat transfer coefficients (Uhl and Root, 1967).
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Solid-to-solid heat transfer has been investigated by
several individuals. Aspegran (1959), in U.S. Patent
Number 2,872,386 , depicts a direct solid-to-solid heat
transfer mechanism. Aspegran's machine takes in heated
balls and ambient particle solids continuously, rotates for
mixing and conveyance, and separates the solids at the
output, recirculating and reheating the balls. A different
sort of mechanism involves rolling mills. Roll mills are
common in the food processing industry for handling such
tasks as flaking, bumping, sheeting, and forming, but they
are also used for heating (Holt, 1967). Huber (1955), in
U.S. Patent Number 2,701,200, presents a process to puff
cereal products using a roll mill as the heat transfer
mechanism.

Benson (1966) designed a particle-to-particle,
concurrent flow device for processing cereal grains. The
machine, described in U.S. Patent Number 3,253,533, uses
an inclined barrel with an internal perforated screw
attached. The heat transfer medium, in this case salt,
stays within the device at all times and is heated through
the shell of the barrel. Grain is input to the lower end of
the barrel, then transported out by the screw, with the
salt supposedly falling back through the screw perfora-
tions. Raghavan and Harper (1974) built and tested a
machine based on the design by Benson. Salt was used as
the heat transfer medium, and the performance was based on

drying corn. Salt bed temperatures were varied from 274 OF
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to 525 OF, and the residence times from 4.2 to 21.8
seconds. The latter figures are approximations since, due
to the nature of the device, exact residence times cannot
be determined. Stress cracking and heat transfer uniformity
were found to be problems; however, the device could dry
corn successfully to 12-14% moisture content, wet basis,
using 450 OF salt.

Lapp and Manchur (1974) built a particle-to-particle
heat transfer device to investigate more efficient drying
of cereal grains. The machine metered both sand and grain
into a rotating barrel. The mixture was then conveyed
along to the center section, at which point the heat
transfer medium was separated from the mixture and
returned to a heated bin. The output section cooled the
grain with ambient air. Good drying results were reported
for tests with rapeseed. Khan et al. (1974) designed and
built a particle-to-particle heat transfer device to dry
paddy. This device is similar to the one described above,
pushing the heat transfer medium and the grain down a
barrel. However, no external heating bin was used. After
separation at the end of the device, external sweeps on
the barrel push the heat transfer medium back to the
front, reheating along the way. No cooling section was
used.

Bateson and Harper (1973) obtained U.S. Patent Number
3,746,546 for a machine designed to puff food products.

The device also used particle-to-particle heat transfer as
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in the above examples, but it differs in the separation

and reheating sections. A mixing barrel was used, and the
mixture was dumped onto a vibratory, screened conveyor.

This configuration separated the heat transfer medium, which
was conveyed by a screw back up to the barrel. Reheating
was done in the screw using electrical resistance heating
bands. Chancellor (1974) designed laboratory and full-scale
dryers which used a horizontal metal surface transmitting
heat to a stirred bed of grain. The design was for
developing countries, and utilized animal power for stirring
and crop residue for fuel. Successful drying was reported,

but seed germination was destroyed.

Models Applicable to Particulate Solids

Heat Transfer

Mathematical models are important tools for design
and analysis. Theoretical and/or empirical models are
particularly useful to process engineers in that a certain
idea or operation can be analyzed prior to physical
experimentation. The use of so0lid heat transfer media as
a mechanism for thermal disinfestation is a prime target
for initial investigation through established model
analysis. Although the number of research efforts on solid
heat transfer media modeling is small, there has been
some success in the area. Uhl and Root (1967), in an
overview of practical granular solids heat transfer,

reported on several models. One of the more accurate



36

theoretical models, by Otake and Tone (1960), uses the
concept of "effective" thermal conductivity. The model is
based on the assumption that there are two heat transfer
processes operating in parallel: one, from a solid, heated
barrier to a bed of solid particles; two, from the heated
particles to non-heated particles. The use of this model
is limited since the equations apply only to a specific
device and geometry. Uhl and Root described two more
batch models, one based on a Bessel function solution of a
differential heat balance equation, and another based on
dimensional analysis. The only non-steam continous model
described in this reference was one credited to M.S. Mery.
Mery developed an empirical model for a cut-flight, hollow
screw-type agitator. The relation, in English units, was

given as follows:

h = 21.5 k0.532 p0.473 (3.1)
where h = heat transfer coefficient from granular solid
to the wall of the blade (Btu/hr ft2 OF);
k = "effective" thermal conductivity of granular
solid bed (Btu/hr ft OF);

p = bulk density of granular solids (1lb/ft3).

The device for which the above equation was developed
enhances the heat transfer rate by a phenomenon referred
to as "backmixing" (Uhl and Root, 1967).

Raghavan et al. (1974) developed both theoretical and

empirical models for particle-to-particle heat transfer.
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The theoretical model was based on the assumption that the
heat transfer rate is proportional to the number of
impacts between particles. The following relationships

were derived:

h=(2Dpc) dT (3.2)
( 3 vr ) dt

h' = h/delta T (3.3)

where h = heat transfer coefficient per unit mass

(Btu/1b);

h' = heat transfer coefficient (Btu/lb OF);

T = temperature of large particle (OF);

t = time (sec);

D = diameter of large particle (ft);

p = bulk density of large particle (lb/ft3);

r = bulk density of small particle (1lb/ft3);

¢ = specific heat of large particle (Btu/lb OF);
v = relative velocity between large and small

particles (ft/sec).

Experimental data were taken using a metal ball as the
large particle and salt as the small particle. A
regression model was derived from the data which showed a
linear correlation between the rate of heat transfer and
the inverse of "v" above. The authors concluded that the
model had been validated, but this was unclear.

Sullivan and Sabersky (1975) studied the heat
transfer mechanism between granular solids and other

adjacent objects. Several assumptions were made in the
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analytical development of the first model, including
infinite particle thermal conductivity and "orderly" heat
flow. The result of the work was an equation giving
dimensionless temperature of a particle in space in terms
of location and modified Bessel functions. An equation
for the Nusselt number for an individual particle was
also derived. The second model considered the bed of
particles as a one-component continuum, a much simpler
formulation, leading to the following:

h = k (3.4)
((pi a x)/v))0.5

where
h = film heat transfer coefficient (Btu/hr ft2 OF);

a = fhermal diffusivity (£ft2/hr);

k = thermal conductivity of plate (Btu/hr ft OF);

X = coordinate in direction of flow (£ft);

v = velocity of particles (ft/hr).

Sullivan and Sabersky found that the simpler model
appeared to be as accurate as the discrete particle model
provided certain physical constraints were met.

In an extensive National Science Foundation report,
Downs et al. (1977) presented work that led to four
dimensionless empirical equations for particle-to-particle
heat transfer. Metal balls were used to transfer heat to
sand, salt, and glass beads. Data were taken over a
variety of conditions, and dimensional analysis was used

to develop the equations. The equations gave a
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theoretical Nusselt number in terms of a group of
dimensionless terms and their individual exponents.
Goodness of fit varied from an r-square value of 0.477 for
sand to 0.946 for the glass beads. The overall r-square
was 0.707. The shape of the sand particle appeared to be
the factor in negating better results. The diameter ratio
was the highest correlating dimensionless term, with the
internal angle of friction and shape factors being
significant also. The poorest correlation was for the
Froude number. The lack of velocity effect as evidenced
by the low correlation of the Froude number is in conflict
with the results reported by Sullivan and Sabersky (1975)
and Raghavan et al. (1974).

Richard and Raghavan (1980) examined the heat
transfer process between flowing particle solids and
objects within the flow path. An analytical equation was
derived for flow past a flat surface. The result was
identical to that reported by Sullivan and Sabersky
(1975). Another equation was developed for flow past a
sphere, and it was in the same basic form as the first. A
third model was derived based on the assumption that
contact resistance between the particles and the object
was due to a gas film which had its own inherent thermal
properties. A regression equation for the heat transfer
coefficient was developed using data reported by other

authors:
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h-1 = B1(t0.5) + BO (3.5)
Bl = c-1 (pi D/4)0.5 (3.6)
BO = j x-1 (3.7)

where
h = heat transfer coefficient (W/m2 OC);

Bl = first regression constant;
B0 = second regression constant;

t = time (s);

c = thermal conductivity of particles (W/m ©C);
X = thermal conductivity of gas layer (W/m ©OC);
D = thermal diffusivity of particles (m2/s);

j = constant relating particle size and gas film
thickness.

The equations for "Bl"and "BO" show the theoretical basis
of the regression equation as chosen by Richard and
Raghavan. Goodness of fit ranged from r-square values of

0.84 to 0.99 .

Potential of Counterflow Processes

While the overall heat transfer coefficient can be
used to compare the performance of a given system or
process to another, an equally important performance
criterion is based on heat recovery capability. The
difference between the two involves more than semantics.
A high heat transfer coefficient indicates a good rate of
transfer of energy. A high heat recovery implies economy

in the use of input energy. Consider a concurrent flow
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heat exchange system, as shown in Figure 1. Both the heat
transfer medium and material to be processed are conveyed
in the same direction. The heat transfer coefficient of
such a system may be extremely high, but the possibility
of heat recovery is limited. Note that as the two
materials are conveyed over a longer and longer distance,
the exit temperatures will approach equlibrium (McCabe and
Smith, 1967). The heat transfer medium can be recycled,
maintaining the energy not transferred to the processed
material. However, the temperature of the processed
material, being approximately equal to that of the heat
transfer media, does not allow for the necessary
temperature difference required for recovery heat flow.
The use of a counterflow process, also called
countercurrent flow, allows for the possibility of
recoverying the energy from both the heat transfer medium
and the processed material. The maximum temperature
change in a counterflow heat exchange process is limited
only by the outlet temperatures equilibrating with the
inlet temperatures of the other stream, as shown in Figure
2. Therefore, a counterflow process is more efficient,
with respect to potential heat recovery, than a concurrent
flow process (Bell, 1983). Figure 3 depicts a counterflow
arrangement for raising the temperature of a material to a
prescribed level, then allowing it to cool, reclaiming the
energy by way of the heat transfer medium. As shown, the

heat necessary to sustain the process is input to the
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center section. The dual-stage counterflow process has
excellent heat recovery potential. To take advantage of
this potential, using solid heaé transfer media on solid
particles such as small grains, amounts to a difficult
mechanical task. However, if a process such as this could
be designed, the operational costs of the system would
most definitely enhance the acceptance and usability of

the system for grain processing.

Adaptive Control as a Means of
Improving the Performance of
Nonlinear/Time-varying

Systems

Background

'Many processing applications require the use of
feedback control systems, also termed closed-loop control.
Examples include temperature control within a cooker or
dryer and flow control in a liquids handling system. A
general closed-loop system may be defined as a process in
which system outputs have an effect on system inputs. In a
closed-loop control system, this relationship is utilized
for regulatory purposes. The principal advantage of using
such a system is improved performance in the presence of
unknown disturbance inputs and unknown system parameters
(Rowland, 1983). The basic objectives of closed-loop
control systems are to maintain certain key process

outputs at or near the desired values while also providing
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some optimal response.

From the early 1930's with the work on serve-
mechanisms and feedback amplifiers (Black, 1934) to the
present, feedback control theory has progressed steadily.
Many techniques for control system design have been
developed for processes which have a known dynamic model.
However if the model is unknown, and in particular
time-varying and/or nonlinear, an optimum design becomes
very difficult. This condition spawned the field of
adaptive controller design. Adaptive systems are those
which automatically adjust controller settings to
compensate for changes in the process or environment
(Seborg, et al. 1983).

Early development in the field of adaptive systems
was prompted by a need in the design of autopilots for
high performance aircraft and rockets in the 1950's.

During this time period there was little theoretical base
for the control engineer (Seborg, et al. 1983). In general,
efforts weré not particulérly successful. With the advent of
the microprocessor and the beginnings of a strong
theoretical base (Astrom and Wittenmark, 1973), the study
and application of adaptive control systems have become much
more prominent.

An adaptive technique initially proposed by Kalman
(1958) provided the basis for the self-tuning regulator
fundamentals developed by Astrom and Wittenmark (1973).

Much of the subsequent work on adaptive control systems
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utilizes the latter authors work as a foundation.

The strategy requires estimation of the dynamic parameters
of the process using natural input and output data, then
incorporating the estimated parameters into a feedback
control law. Thus as the process dynamics change, so do the
controller dynamics. Equally important is the fact that the
parameter estimation algorithm can be designed separately
from the control algorithm with no impact on stability. This

is termed "certainty equivalence" (Goodwin and Sin, 1984).

Adaptive Control

The significant works on adaptive control in the
1970's and 1980's have dealt predominately with algorithms
for recursive parameter estimation, controller design
strategies, and stability. Recursive least squares
algorithms have been the most widely used technique for
parameter estimation (Seborg, et al. 1983). The general
form of the least squares algorithm minimizes a cost
function (between predicted and actual system output)
while remaining somewhat insensitive to both process and
measurement noise (Goodwin and Sin, 1984). Recursive least
squares algorithms tend to "turn off" over time and
several authors (Young, 1969; Goodwin, et al. 1983;
Clarke, 1981) have designed methods of ensuring the
algorithm remains active, at least periodically. A data
weighting factor or a resetting algorithm are the most

commonly recommended methods.
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The advent of the microprocessor has played a
critical role in the development of control laws in
adaptive configurations. Virtually all of the algorithms
currently considered and/or applied are discrete both in
initial development and in final form (Seborg, et al.
1983). Also, the use of parameter estimation as an adapting
mechanism implies the use of process parameters in the
control law. Therefore, most control laws used in adaptive
control systems are based on assuming the following
input-output difference equation can model the dynamics of

the process:

y*(t) = (ao)y(t) + ... + (an)y(t-n) + , (3.8)

(bo)u(t-d) + ... + (bm)u(t-d-m)

where vy = discrete time process output;
u = discrete time process input;
n = order of the process dynamics;
m = order of input dynamics;

d = number of discrete deadtime elements.

To apply (3.8) in an adaptive framework requires using
the estimated parameters in place of the actual (unknown)
parameters in a control law. Astrom and Wittenmark (1973),
using as a basis (3.8), are credited with the first rigorous
development of an adaptive control law. Other classes of

control laws exist, such as the self-tuning controller
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(Clarke and Gawthorp, 1975), closed-loop pole placement
(Astrom and Wittenmark, 1980), and model reference (Landau,
1979). Although the several classes of algorithms have been
designed under differing frameworks, research has shown that
all of the techniques are closely related (Egardt, 1980;

Ljung and Landau, 1978).
Robustness

A control system which continues to regulate a
process satisfactorily in the presence of a disturbance is
said to have good disturbance rejection. Likewise, if a
contrql system regulates a process satisfactorily as the
process parameters change, the system is said to have low
sensitivity to those parameters. A robust system is one
which has both good disturbance rejection and low
sensitivity to changing process parameters (Franklin and
Powell, 1980). Developing an adaptive system which is only
stable does not ensure robustness. However, inherent in
the use or application of an adaptive controller lies a
need for robustness. In general, the form of the control
law is fixed and its effect on robustness is minimal
compared to the effect of the parameter estimation scheme
(Seborg, et al. 1983).

Several authors have dealt with improving the
robustness of adaptive controllers by modifying the
estimation and control calculation relationship. The main

difficulty is determining when a set of estimated
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parameters is "good" and thus can be used in the control
law. It is important not to update the controller with
parameter estimates which are grossly in error. Goodwin
and Teoh (1983) recommended the use of two time frames,
one for sampling data and updating the parameter
estimates, and the other for updating the control law.
Vogel (1982) suggested monitoring the gain of the
predicted process transfer function. If the gain was
determined to be unreasonable, the controller parameters
should not be updated. Whatever technique is utilized,
robustness is an important design consideration when

developing an adaptive controller.

Applications

Although much work has been done on the development of
adaptive controllers, usage in the private sector is
limited. Seborg, et al. (1983) lists over 70 recent
applications in such diverse areas as cement raw material
blending, distillation columns, paper machines, and power
stations. However, less than half were on full-scale
equipment and virtually all were in the experimental stage.
The majority were in Europe and Canada.

Several successes have been reported recently. Anex
and Hubbard (1984) applied an adaptive controller to a
laboratory three degree—of;freedom robot. An LSI 11/23
computer was used to sample joint positions and torques at

530 Hz. Although certain nonlinear affects such as static
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friction proved a hindrance, the arm trajectory was
controlled successfully. Harrell (1984) applied a model
reference adaptive controller to a solar fruit juice
pasteurization process. Using a Motorola M6800
microprocessor-based system, Harrell reported accurate
control in the presence of substantial load variations.
Van Amerongen (1984) reported successfully implementing an
adaptive controller in place of a standard autopilot for
the steering of a Royal Netherlands Navy supply ship.

Two "intelligent" control systems are currently being
marketed in the United States. Both are being touted as
expert systems rather than adaptive controllers. "Picon",
from Lisp Machine Incorporated, is designed to supervise
existing control loops and advise operators on alarms and
process disturbances. "Exact", from the Foxboro Company,
does actually tune loops on-line using over 100 tuning
rules developed from pattern recognition techniques
(Chowdhury, 1985). Although these two systems have been
developed with a different philosophy than the adaptive
control systems discussed above, they do represent the
trend towards application of sophisticated devices for

process control.



CHAPTER IV

MODELING AND SIMULATION OF A COUNTERFLOW
PARTICLE-TO-PARTICLE

HEAT EXCHANGER

Heat Transfer Testing and Results

Methods and Materials

As shown in the review of literature, the concept of
counterflow particle-to-particle heat exchange appears
promising with respect to heat recovery capability.

Little is known, however, about potential performance
characteristics of a device which accomplishes this type
of heat transfer. 1In order to predict the effects of such
variables as heat transfer medium-to-grain mass ratio,
heat exchanger length, and outlet wheat temperature on
heat exchanger performance, an analytical tool of some
nature is required. For this application, a digital
computer simulation based on a mathematical model was
chosen. Due to a lack of consensus on solid particle heat
transfer model structure and the unique nature of this
process, a decision was made to develop a new model for
this work.

A practical simulation of the discrete solid particle

52



53

heat exchange process required information on process
parameters such as heat transfer coefficients and heating
efficiency. Based on this need, a set of experiments was
designed to examine the heating process as it might occur
in a prototype device. A calorimeter was built following
the general size and shape of a physical model which had
been constructed to test the discrete counterflow concept
(see Chapter V for details of physical model). The
calorimeter was utilized to determine basic heat transfer
information.

The 10.2 cm x 15.2 cm x 15.2 cm calorimeter was
constructed of 0.635 cm plywood and 2.54 cm polyurethane
sheets (Figure 4). On two opposite sides of the box,
insulated plates were mounted to help simulate two
particle masses flowing together. An insulated separation
chamber was constructed using the polyurethane sheet
material. The chamber was in two sections, each divided
by a 10 mesh screen with 0.0635 cm wire. Five Type T
thermocouples were placed near the base of each section.
These thermocouples, along with others for measuring
ambient conditions and initial particle temperatures, were
connected to a data recorder with digital temperature and
time output.

Wheat was used as the grain, and table salt and
Norton-Alcoa Interprop were used as the heat transfer
media. Common table salt has a bulk density of 2178 kg/m3

and a specific heat of 0.837 kJ/kg OC. Interprop, an
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aluminum oxide product with a bulk density of
approximately 3204 kg/m3 and specific heat of 1.005 kJ/kg
Oc, is utilized by the o0il industry in well fracturing.
Interprop has a sphericity of 0.95 and a particle size of
90% in the 20-40 mesh range. Heat transfer media-to-grain
mass ratios of 2:1, 3:1, 4:1, and 5:1 were used.

The following test procedure was used. Samples of
heat transfer media, from 0.9 to 2.3 kg, were placed in an
oven set at approximately 80 ©OC. Thermocogples monitored
sample temperatures until they reached 74 to 76 OoC. Each
media sample was removed from the oven and its temperature
recorded, along with the initial temperature of a 0.454 kg
wheat sample. The two materials were then poured
simultaneously into the calorimeter. No mixing was
performed. For the majority of the tests, the mixture was
allowed to remain in the calorimeter for 60 seconds.

Other tests were conducted using 20 and 30 second holding
times. Thermocouples were used to continuously record the
mixture temperature. Due to the uneven temperature
distribution within the mixture, the data from these
thermocouples were not used in calculations. After the
prescribed heating time, the mixture was poured into the
separation chamber and manually sieved. Thermocouple
readings from each chamber section were recorded during
this sieving process to obtain final temperatures of both
materials.

The following equation, derived by Downs et al.



(1977) using the classical Newtonian cooling equation, was
utilized to calculate a heat transfer coefficient for each
media/mass ratio pair:

=-1n{l - (mcm + mcw) (Twi - Twf) }

mem(Twi - Tmi)
h = (4.1)

Aw (mcm + mcw) t
(mcm) (mcw)

A more convenient parameter for use in the simulation is

the overall heat transfer term, ua, calculated as follows:

Aw(h) (tf) (4.2)

ua

where ¢tf 60 seconds

Aw = surface area of wheat sample (m2)
Note that the final time, "tf", is not the same as the
test time, "t". The final time is an estimate of when the
materials reach the final steady-state temperature level.
Using the time constants measured in the experiments, the
salt and Interprop have attained 97.7% and 99.3%,
respectively, of their temperature change within a 60-

second period. Therefore, for convenience, 60 seconds was

used for tf in (4.2).
Results

As described above, most tests were run using 60
second holding times in the calorimeter. However, when
tests using shorter holding times (20 and 30 seconds) were

conducted, it became apparent that the wheat had attained
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its largest temperature increase before 60 seconds. Figure
5 demonstrates how the heat loss to the environment begins
affecting the heat gained by the grain sample within a 60
second period. The data show the majority of heat
transfer occurs within the first 30 seconds. 1In order to
improve the accuracy of the heat transfer coefficient
calculation, a "t" of 30 seconds was used in (4.1).

Heat transfer coefficient and efficiency results can
be seen in Table II. Efficiency was calculated as the
amount of energy absorbed by the wheat divided by the
amount of energy released by the heat transfer medium. Time
constant results can be seen in Table III. The time
constant was calculated by fitting the two summarized data
points to a first-order response curve.

Salt effectiveness in heating increased as mass
ratio increased, yet the highest heat transfer coefficient
attained in the Interprop tests occurred with the lowest
mass ratio. The higher volume of salt resulting in better
mixing is most likely the reason for the former
phenomenon, but the explanation of the latter is not
clear. Based on observation during the test procedure, the
large coefficients of variation are due to nonuniformity
in mixing.

The work by Downs, et al. (1977) resulted in an
empirical model for agitated particle-to-particle heat
transfer. To further investigate the mixing affect,

this model was used to calculate the heat transfer
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TABLE II

HEAT TRANSFER COEFFICIENT RESULTS
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Media

eff

Mass Ratio q h ua cv
(m:w) (kJ/kg) (%) (W/m2 oC) (kJ/OC)
Interprop 3:1 25.8 90.5 17.8 0.746 22%
4:1 24.2 8l.1 13.5 0.560 18%
5:1 25.8 74.9 13.8 0.579 21%
Salt 2:1 16.7 74.8 9.9 0.412 38%
3:1 24.0 69.8 13.9 0.581 26%
4:1 27.4 72.2 16.9 0.710 38%
5:1 36.3 82.3 24.8 1.309 32%
TABLE III
TIME CONSTANT RESULTS

Media Mass Ratio tl ql t2 g2 tau
(m:w) (sec) (kd/kg) (sec) (kJ/kg) (sec)

Interprop 4:1 22.2 25.9 31.2 30.2 15.9
Salt 4:1 21.7 22.6 31.3 25.4 12.0
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coefficient for a salt/wheat mixture with a mass ratio of

4:1. The following equation was used.

Nu = 18.9(Dw,e/Dm,e)0.828(yu)4.11(w/m)-0.388 (4.3)

where Nu Nusselt number
Dm,e = dimensionless shape factor of salt

Dw,e = dimensionless shape factor of wheat

um = angle of repose of salt (rad)
W = density of wheat (g/cm3)
m = density of salt (g/cm3)

Properties of salt were obtained from Downs, et al.
(1977), while wheat properties were obtained from Mohsenin
(1979). Note that (4.3), in its original form, also
contained the Froude number. However, this term was not
utilized in the calculation since the particle-to-particle
velocity in this case is zero. Although some error is
surely introduced by not using the Froude number term,
Downs, et al. concluded that due to the small exponent
(0.077) it may be negligible. The heat transfer
coefficient predicted by the Downs model was 326.5 W/m2
OCc. In the above tests with no mixing, however, the heat
transfer coefficient was measured as 16.9 W/m2 OoC. The

significant contribution that agitation makes to heating

effectiveness is apparent in this comparison.



61

Heat Exchanger Simulation

A mathematical model was developed that predicts both
the steady-state and transient responses of the
temperature profiles of two solid particle masses held in
an insulated cell. The model was then incorporated into a
simulation for calculating the time-temperature profiles
within a discrete particle;to-particle counterflow

process. Figure 6 depicts such a process.

Model Development

The data from the heat transfer tests clearly show
that a simple first-order model is inadequate in
predicting the dynamic'fesponse of the process. The
temperatures of the the two materials are initially
approaching separate asymptotes and not an equilibrium
point (Figure 7). The data suggest that heat transfer is
more rapid from the salt to the wheat than through the
salt. If the equilibrium temperature of a mixture of two
solids was the same as the ambient condition, then the
process would appear as in Figure 7, with one time
constant much smaller than the second. Balancing the
mixing or holding time of each discrete heat transfer
element versus the amount of energy transferable during
that time indicates that the heating/cooling duration
should be much closer to the smaller time constant.
Therefore, a first-order model may be sufficient if the

following constraints are met: (1) the model must utilize
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the heat transfer coefficients, time constants, and
media-to-wheat energy efficiencies determined in the
tests; (2) the model must predict different temperature
equilibria (i.e. asymptotes) for the two materials.
Beginning with Newton's law of cooling, the following

equations can be written for an idealized case:

dT™w = h(Aw)(Tm - Tw) (4.4)
dt mcw

dTm = h(Aw)(Tm - Tw) ) (4.5)
dt mcm \

The above equations alone do not fit the constraints since
a common equilibrium point is predicted. Subtracting the

above equations yields

d(Tm-Tw) = -h(Aw) (mcw + mcm) (Tm - Tw) (4.6)
dt (mcw) (mcm)

which has the solution

(Tm-Tw) = (Tmi-Twi)ekt (4.7)
where k = -h(Aw) (mcw + mcm)
(mcw) (mcm)

Assuming a finite time interval and a constant heat transfer
coefficient over that interval, taking the logarithm of the
above yields

In{(Tmf - Twi)} = -ua(mcw + mcm) (4.8)
(Tmi - Twi) (mcw) (mcm)

where ua=h(Aw)tf.
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Note that for the final salt temperature to approach the
final wheat temperature, "ua" must be infinitely large. A
heat balance, including an efficiency term (z) which
represents the portion of energy transfered from the medium
to the grain, gives

(Twf - Twi) = z(mcm) (Tmi - Tmf) (4.9)
(mcw)

Equations (4.8) and (4.9) constitute a two equation/two
unknown set, with the initial conditions known and the
final conditions unknown. Solving for the final
temperatures,

Twf =z(mcm) (1l - e=X) Tmi + (mcw + z(mcm) (e=X) Twi
z(mcm) + mcw z(mcm) + mcw (4.10)

Tmf =(zmcm + (mw)e-X) Tmi + mcw(l - e-X) Twi
z(mcm) + mcw z(mcm) + mcw (4.11)

where x=ua(l/mcw + 1/z(mcm))

Finally, utilizing (4.10) and (4.11) as the asymptotes
of a First order response and substituting into a standard

solution to a first order differential equation yields:

Tw(t) = Twi + z(mcm)(l - e=X)(Tmi - Twi)(l - e-ket)
z(mcm) + mcw (4.12)
Tm(t) = Tmi + mcw(l - e-X) (Tmi - Twi)(l - e-ket)
mcw + z(mcm) (4.13)
where
ke = inverse of time constant.

Note that the only difference between the model made up of

(4.12) and (4.13) and a model made up of the solution to
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(4.4) and (4.5) is the (l-e~X) term, which shifts the

equilibrium points of the two materials.

Simulation Algorithm

The discrete counterflow heat exchanger is assumed to
have two stages, one for heating the grain and the other
for reclaiming energy. Each stage is made of a number of
cells (Figure 6). All heat transfer is assumed to take
place within the cells and not during material flow. Each
cell initially contains a mixture of wheat and the heat
transfer medium. The centermost medium temperature,
located in the energy input section in Figure 6, is held
constant at some elevated setpoint and the medium
recirculates throughout the machine. Wheat enters the
first (heating) stage and exits the second (cooling)
stage.

The steps in the algorithm are as follows. The state
(temperature) of each material within each cell is
calculated using egquations (4.12) and (4.13). The states of
the cells are shifted, wheat in one direction and heat
transfer medium in the other. The states are then
recalculated. This process continues until a steady-state
temperature profile is reached.

The algorithm was implemented in Turbo Pascal on an
IBM PC-XT microcomputer. The software, CFLOW, can be found
in the Appendix. All heat transfer results (heat transfer

coefficients and time constants) were incorporated in the
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model. Inputs include medium type, mass ratio, and number
of cells per stage. The program output gives the state of

each material in each cell over time.
Simulation Results

The simulation was used to examine the effects of
medium/grain mass ratio, medium/grain heat capacity ratio,
number of cells per stage, and outlet wheat temperature on
energy input. It is presumed that the major performance
measure of either a practical or theoretical machine is
the minimization of input energy to the device while
maintaining the setpoint temperature of the grain.

Factors held constant throughout all runs were: wheat
temperature setpoint = 65.5 OC; initial wheat temperature
= 21.1 OC; heat transfer efficiency within a cell = 80%;
holding time within each cell = 30 seconds. In all the
runs, the required media temperature in the center section
to maintain the wheat setpoint within plus or minus 0.5 ©oC
was found iteratively. Energy input efficiency to the
heat transfer medium was assumed to be 100%. Although not
realistic, this assumption only affects the actual amount
of energy input required to raise the medium temperature
to its desired value in the center section.

The first parameter investigated was the medium/mass
ratio. For both Interprop and salt, required energy input
increased as the medium-to-grain-mass ratio increased

(Figure 8). Machine configuration was set at 10 cells per
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bank. This relationship seems to occur in spite of the
fact that, for salt, heat transfer coefficient increases
as the mass ratio increases. However, the data indicate a
penalty for high heat capacity of the medium and the
greater heat transfer coefficient of the salt was unable
to overcome this penalty.

The number of cells significantly affects machine
performance. Examples of the temperature profiles
predicted by the simulation can be seen in Figures 9 and
10. The difference in required maximum medium temperature
to achieve the same wheat temperature at the center of the
machine can easily be seen. Salt at a mass ratio of 3:1
was used. Cell numbers ranged from 5 to 30 cells per
stage. Figure 11 shows that as the number of cells
increased, required energy decreased. However the
simulation does not take into account possible greater
heat loss due to larger machine size. The decrease in
required energy is great from the 5 cell/stage machine to
the 15 cell/stage machine, but greater cell numbers
produce a declining benefit.

To investigate the effect of medium heat capacity on
energy input, data was obtained by running the simulation
with various medium-to-wheat heat capacity ratios. Ten
cells per bank were used in all runs. Medium-to-wheat heat
capacity ratios were varied from 0.5 to 1.50. An overall
heat transfer coefficient of 0.57 kJ/C, approximately that

of salt at a mass ratio of 3:1, was used. The simulation
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indicates that optimal medium heat capacity is approxi-
mately the same as that of the grain (Figure 12). For
instance, if the overall heat transfer coefficient (ua) is
relatively constant for a particular medium in the lower
mass ratios, the optimal mass ratio would be equal to the
ratio of the medium-to-wheat specific heat. For salt, this
value would be approximately 2:1. However, at low mass
ratios poor mixing is most likely to cause lower values of
the heat transfer coefficient.

The relationship between outlet wheat temperature and
energy input was investigated. A data set was formed
consisting of the majority of previous runs. These
included tests with salt, Interprop, and the variable heat
capacity. Neither cell numbers nor mass ratios were held
constant. Seventeen data points were used. Figure 13 shows
the linear relationship. The following heat balance

verifies the result:

E = cp(Tmax - Twi) - cp(Tmax - Tout)z (4.14)
z

The above equation relates the difference in energy required
to heat the grain (first stage) and the energy released by
the grain (second stage). Manipulating (4.14) to fit a
standard linear form yields:

E = cp(Tmax) (1l - z2) - cp(Twi) + cp(Tout)z (4.15)
z

Energy input is thus minimized by minimizing the wheat

temperature exiting the machine.
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CHAPTER V

STEADY-STATE PERFORMANCE EVALUATION

OF A PROTOTYPE
Solid Particle Heat Exchanger Design

In Chapter IV, the potential performance of a solid
particle counterflow heat exchanger was explored. Due to
the positive results predicted by the simulation, the next
step would naturally be to attempt to construct a
prototype and analyze its operational characteristics.
This chapter covers the design, construction, and testing

of a prototype.

Basic Operation

To handle the dual-purpose task of heating the grain
and then reclaiming the energy, the heat exchanger must
have two separate banks, or stages (Figure 14). The
temperature prbfile of such a device using a recirculating
heat transfer medium can be seen in Figure 3. Energy is
added to the center portion of the heat exchanger located
between the two stages. This energy replaces only heat
lost due to inefficiency in the system, i.e. that amount
of energy not reclaimed in the second stage.

The approach taken to implement a counterflow heat
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exchange temperature profile on particulate solids was that
of discrete and repeated unit operations of mixing, heating,
anduseparating. Many possible mechanical configurations were
considered. A mechanism which utilizes gravity-induced flow
over an inclined screen was chosen for the separating
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