
 

 

저 시 2.0 한민  

는 아래  조건  르는 경 에 한하여 게 

l  저 물  복제, 포, 전송, 전시, 공연  송할 수 습니다.  

l 차적 저 물  성할 수 습니다.  

l  저 물  리 목적  할 수 습니다.  

다 과 같  조건  라야 합니다: 

l 하는,  저 물  나 포  경 ,  저 물에 적 된 허락조건
 명확하게 나타내어야 합니다.  

l 저 터  허가를 면 러한 조건들  적 되지 않습니다.  

저 에 른  리는  내 에 하여 향  지 않습니다. 

것  허락규약(Legal Code)  해하  쉽게 약한 것 니다.  

Disclaimer  

  

  

저 시. 하는 원저 를 시하여야 합니다. 

http://creativecommons.org/licenses/by/2.0/kr/legalcode
http://creativecommons.org/licenses/by/2.0/kr/


Master’s Thesis

Optimizing Communication Beamforming for New

Multiple Access under Low-Resolution Quantization:

A Spectral and Energy Efficiency Perspective

Seokjun Park

Department of Electrical Engineering

Ulsan National Institute of Science and Technology

2023



Optimizing Communication Beamforming for New

Multiple Access under Low-Resolution Quantization:

A Spectral and Energy Efficiency Perspective

Seokjun Park

Department of Electrical Engineering

Ulsan National Institute of Science and Technology



A thesis/dissertation submitted to 

Ulsan National Institute of Science and Technology 

in partial fulfillment of the

requirements for the degree of 

Master of Science 

Seokjun Park 

Optimizing Communication Beamforming for New 
Multiple Access under Low-Resolution Quantization: 

A Spectral and Energy Efficiency Perspective 

05.23.2023 of submission 

Approved by 

Advisor Sung Whan Yoon 



Optimizing Communication Beamforming for New 

Multiple Access under Low-Resolution Quantization: 

A Spectral and Energy Efficiency Perspective 

Seokjun Park 

This certifies that the thesis/dissertation of Seokjun Park is approved. 

05 .23 .2023 of submission 

Signature 

Advisor: Sung Whan Yoon 

Signature 

Hyoil Kim 

Signature 

Jinseok Choi 



Abstract

Currently, there is growing interest in 6G wireless communication beyond the era of 5G. In addition,

the hardware devices require high-speed wireless communication and low-power communications. For

example, there are applications such as the internet-of-things (IoT), where devices are limited by battery

capacity and have low computing capabilities but require high spectral efficiency. In order to address

the issue of power consumption in wireless communication, low-power hardware such as low-resolution

analog-to-digital converter (ADC) and digital-to-analog converter (DAC) systems are having attention

as a promising transceiver architecture. This is because the power consumption of quantizers decreases

exponentially as the number of quantization bits decreases. In this dissertation, low-resolution quantizer

system is considered to achieve the trade-off between high spectral efficiency and energy efficiency.

Another challenge that needs to be addressed in the development of 6G wireless communications is

the severe inter-user interference resulting from the exponential increase in the number of smart de-

vices. For example, in IoT communications, the large number of IoT devices and high channel corre-

lation among them can lead to a significant amount of inter-user interference, which in turn can cause

considerable degradation in spectral performance. In this regard, new multiple access approaches are

introduced such as rate-splitting multiple access (RSMA), non-orthogonal multiple access (NOMA),

spatial-division multiple access (SDMA), and orthogonal multiple access (OMA) to control the inter-

user interference. Specifically, I consider rate-splitting multiple access to boost the spectral efficiency

because rate-splitting multiple access provides extra achievable antenna degree-of freedom by dividing

the messages into common and private messages. It is difficult to optimize rate-splitting multiple access

precoders due to the minimum rate constraint involved in determining the common rate. Furthermore,

the designing quantized precoders is more highly challenging to solve the optimization problem. In

this dissertation, I develop a promising RSMA precoder algorithm coupled with quantization errors to

maximize the spectral efficiency. To make the optimization problem in smooth function, I first approxi-

mate the spectral efficiency of common stream utilizing the Log-Sum Exp technique. Then, I derive the

first-order optimality condition in terms of the nonlinear eigenvalue problem (NEP). I suggest compu-

tationally efficient method to find a sub-optimal solution for obtaining the principal eigen-vector of the

nonlinear eigenvalue problem. In addition, I propose the weighted minimum mean square error-based

RSMA precoding algorithm to the considered quantization system. Simulation results demonstrate the

performance of the proposed algorithm in terms of the spectral efficiency, and more importantly, rate-

splitting multiple access can achieve key benefit than spatial-division multiple access by balancing be-

tween the channel gain and quantization error utilizing the common stream in multiuser MIMO systems.
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I Introduction

In this chapter of this dissertation, I briefly overview the background and motivation for this dissertation.

First I represent the background of research for low-resolution quantizer beamforming architectures.

Then, I introduce about the prior work of rate-splitting multiple access. In addition, the motivation and

contribution of the proposed algorithm are represented in the subsection.

Currently, 6G wireless communication has attracted considerable attention, surpassing the 5G era [1].

Consequently, wireless communication systems that are low-power yet high-speed have become more

critical, especially for applications like the Internet-of-Things (IoT), where devices are typically con-

strained by limited battery life and low computing capability but require high spectral efficiency [2].

To address the power consumption issue, low-power hardware, such as low-resolution analog-to-digital

converters (ADCs) and digital-to-analog converters (DACs), can be utilized since the power consump-

tion of quantizers reduces exponentially with the decrease in quantization bits [3]. The potential for

power-saving by using low-resolution quantizers has led to extensive research into low-resolution quan-

tization systems or mixed-resolution quantization systems, where high-resolution and low-resolution

quantizers coexist [4–6].

One of the major challenges in realizing 6G wireless communications is the significant inter-user inter-

ference caused by the substantial increase in the number of smart devices. For instance, in IoT com-

munications, the growing number of IoT devices and the high channel correlation among them [2] can

result in significant inter-user interference, leading to a considerable decrease in spectral efficiency. To

address this issue, rate-splitting multiple access (RSMA) was introduced in [7] as a unified multiple

access scheme for downlink multi-antenna wireless networks, which can effectively overcome the limi-

tations of the spectral efficiency gain in multiuser multiple-input multiple-output (MU-MIMO) systems

by reducing the inter-user interference [8–11]. In this dissertation, we investigate the use of RSMA for

downlink MU-MIMO systems with low-resolution quantizers and propose a novel and computationally

efficient precoding method to maximize spectral efficiency.

1.1 Background

1.2 Wireless Communication Systems

Cellular networks consist of a large number of users who use cellular devices such as mobile phones and

tablets, and a large number of base stations (BSs) that are fixed and arranged to provide coverage to the

This chapter is based on the work accepted to IEEE Transactions on Wireless Communications in the journal paper: S.

Park, J. Choi, J. Park, W. Shin, and B. Clerckx, “Rate-Splitting Multiple Access for Quantized Multiuser MIMO Communica-

tions,” IEEE Trans. Wireless Commun., 2022. The author of this work acknowledges the valuable feedback and contributions

provided by Prof. Jinseok Choi, Prof. Jeonghun Park, Prof. Wonjae Shin, and Prof. Bruno.Clerckx who served as supervisor

and collaborator, respectively, and helped to improve the quality of this paper.
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users. The physical area covered by a BS is referred to as a cell. Each mobile user in a cell is connected

to an associated BS.

Wireless communications are subject to two key impairments, fading and interference, which make

the problem more challenging than wireline communications. Fading is the time variation of channel

strengths that is caused by the small-scale effect of multi-path fading and the large-scale effects known

as path loss and shadowing. Interference is generated by other signals and can cause inter-symbol inter-

ference when different delays on multiple paths from the transmitter to the receiver cause interference

at the receiver for subsequent transmissions. Interference between users communicating with the BS on

the same time and frequency resource is called inter-user interference.

In a multi-cell environment, incoming signals from other cells can interfere with the co-channel

signals of the associated cell, known as inter-cell interference. Addressing such interference is crucial

to the design of wireless communications. When the channel is in deep fade, i.e., the channel strength is

very low, it is almost impossible to achieve reliable communications. To overcome this issue, diversity

techniques have been developed.

Diversity can be obtained over time via coding and interleaving, over frequency when the channel

is frequency selective, and over space when multiple antennas are spaced sufficiently at the transmitter

and/or receivers. Numerous interference mitigation techniques have been created in addition to diversity

techniques to manage various types of interference. Linear equalizers, such as maximum ratio combin-

ing, zero-forcing combining, and minimum mean squared error combining, and nonlinear equalizers are

widely utilized and can be implemented over time, frequency, and space. Multiple access techniques like

code-division multiple access and orthogonal frequency division multiple access have also been devel-

oped to cater to multiple users without causing interference between them. Cell sectorization is another

technique utilized to minimize interference among co-channel cells. This method spatially divides each

cell by using directional antennas at the BS, which considerably decreases interference without requiring

the acquisition of new BS sites.

Using multiple antennas not only provides diversity gain but also power gain when the receiver has

multiple antennas or the transmitter knows the channel state information. A multiple-input multiple-

output (MIMO) system, which has both multiple transmit and receive antennas, offers a new way to use

multiple antennas. MIMO systems add an extra spatial dimension and provide a degree-of-freedom gain,

which can be exploited by spatially multiplexing multiple data streams onto the MIMO channel [12].

This results in an increase in channel capacity proportional to the degree-of-freedom. MIMO techniques

have become the primary tool in wireless communication for increasing both capacity and reliability.

1.3 Low-resolution Communication Systems

The number of bits used in DACs and ADCs affects the quality of the received signal, and their per-

formance has been a topic of extensive research. The information-theoretic performance limits when

using low-resolution DACs and ADCs have been widely studied in the literature. For instance, the

capacity of uniformly distributed quadrature phase shift keying (QPSK) was achieved in a quantized
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single-input single-output (SISO) additive white Gaussian noise (AWGN) channel [13]. In addition, the

capacity of multiple-input single-output (MISO) fading channel with one-bit ADCs was derived in a

closed form [14]. To better understand the analytical performance of low-resolution quantization sys-

tems, linear approximations of the quantization process have been employed, including the Bussgang

decomposition [15] and additive quantization noise model (AQNM) [16]. In [15], the lower bound on

the achievable rate of the quantized MIMO channel was derived based on the Bussgang decomposition.

Additionally, optimal bandwidth and resolution of ADC for the SISO channel were analyzed employing

the AQNM [16]. These studies provide insights into the performance limits of low-resolution DACs

and ADCs in wireless communication systems, and can be used to optimize their design for specific

applications.

Existing conventional precoding methods for perfect quantization systems have limited spectral ef-

ficiency due to non-negligible quantization errors that are not adequately accounted for [17, 18]. Ac-

cordingly, several approaches have been proposed to overcome the challenges posed by low-resolution

DACs in massive MU-MIMO systems. For example, in [17], precoders based on conventional meth-

ods such as minimum mean square error (MMSE) and zero-forcing (ZF) were proposed for 3 to 4-bit

DACs, which achieved performance comparable to that of high-resolution DAC systems. The inter-user

interference minimization problem was addressed in [19] using the alternating direction method of mul-

tipliers (ADMM). A generalized power iteration-based algorithm was proposed in [18] for designing

the precoder that maximizes energy efficiency in downlink MU-MIMO systems with heterogeneous-

resolution DACs and ADCs. Furthermore, mixed DACs and ADCs architectures, which are special

cases of heterogeneous-resolution DACs and ADCs, were investigated in [4, 20], revealing the potential

for increased spectral efficiency compared to homogeneous-resolution DACs and ADCs, where the bits

of DACs (and ADCs) are equally distributed.

The feasibility of one-bit quantization systems in developing advanced channel estimation and de-

tection techniques has been investigated due to their practicality and analytical tractability [21–24]. A

maximum likelihood detector [22] and Bussgang decomposition [22] have been employed for develop-

ing channel estimation and detection techniques for one-bit quantization systems. In addition, learning-

based detection methods that do not require explicit channel estimation have been proposed [23, 24].

Although prior precoding methods for low-resolution quantization systems have resulted in notable im-

provement in spectral efficiency, their application is limited to conventional signaling methods, which

may not be optimal for systems with significant inter-user interference. To address this issue, I pro-

pose an advanced signaling method for low-resolution quantization systems that can enhance spectral

efficiency by managing inter-user interference and reducing power consumption at transceivers.

1.4 Rate-Splitting Multiple Access Communication Systems

In [25], RSMA was introduced as a theoretically optimal method for achieving channel degree-of-

freedom with imperfect channel state information (CSI) by reducing interference. RSMA is a general-

ized form of the Han-Kobayashi scheme [26], which ensures an achievable rate of one bit per second per
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hertz of the capacity in a Gaussian interference channel model [27]. The primary concept behind RSMA

involves dividing each user’s stream into a common stream and a private stream. The common stream’s

codebook is shared with all users, enabling them to eliminate the common stream through successive

interference cancellation (SIC) when decoding their private streams. Consequently, the private streams

experience a reduced amount of interference, leading to an improvement in spectral efficiency [7, 25].

According to [28], an analysis of the achievable sum spectral efficiency in the MISO channel for

two receivers was conducted using a randomly generated precoder for the common stream and ZF pre-

coder for the private streams [29]. To maximize the spectral efficiency in RSMA, a linear precod-

ing method was proposed for the downlink MISO system based on weighted MMSE (WMMSE) [30]

in [25]. In [25], the problem of maximizing spectral efficiency was transformed into a quadratically con-

strained quadratic program (QCQP) by minimizing mean square error (MSE). Additionally, the RSMA

precoder design was represented through the convex-convex procedure (CCCP) [10] by approximating

the optimization problem in convex form. Moreover, to maximize the sum rate, rate allocation and

power control optimization for RSMA were studied in [31]. A hierarchical RSMA architecture was

proposed for the downlink massive MIMO system in which the decodability of more than one common

stream is dependent on the hierarchy [9]. In [7], a generalized RSMA framework was introduced to

connect, generalize, and outperform existing multiple access techniques like orthogonal multiple ac-

cess (OMA), non-orthogonal multiple access (NOMA), spatial-division multiple access (SDMA), and

multiuser MIMO. The optimal rate allocation and power control algorithm for the common and private

streams were proposed in [32]. Additionally, in [33], an RSMA precoder design algorithm based on the

generalized power iteration (GPI) algorithm was presented to maximize the sum spectral efficiency in

the downlink MU-MIMO system, considering channel estimation errors.

RSMA has gained attention as a promising technology in various applications [34, 35]. Its perfor-

mance in low-resolution quantization systems with regularized zero-forcing (RZF) was analyzed in [36].

In [37], a precoder design algorithm based on the ADMM was proposed for a joint radar-communication

(JRC) system with multiple antennas in RSMA, considering low-resolution DACs. Additionally, an

ADMM-based algorithm for energy-efficient dual-functional radar communication in RSMA was pro-

posed in [38], considering low-resolution DACs and RF chain selection.

1.5 Motivation

It is worth noting that while previous studies have demonstrated the advantages of RSMA and proposed

advanced transmission techniques, a comprehensive investigation on the precoding design problem for

downlink RSMA, taking into account the number of DAC and ADC bits, is still lacking. Although

other state-of-the-art methods in [37, 38] have analyzed the spectral and energy efficiencies of RSMA

with low-resolution DACs, their results are limited to systems with homogeneous DACs at the trans-

mitter and perfect ADCs at the receiver. Moreover, the proposed methods in [37, 38] are optimized

for joint radar and communication systems, which may not be optimal for communication-only scenar-

ios. Furthermore, computing the spectral efficiency in RSMA requires considering the minimum rate of
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the common stream, which is a non-smooth function, and existing optimization methods based on the

CVX toolbox have high computational complexity. Therefore, it is necessary to develop a computation-

ally efficient precoding method with improved performance to maximize the sum spectral efficiency in

downlink RSMA systems with heterogeneous DACs and ADCs.

II Contribution

In this dissertation, a novel precoding optimization framework is proposed, and the impact of RSMA

on coarse quantization systems is investigated. The contributions of this work can be summarized as

follows:

• In my dissertation, I consider a downlink RSMA system where a multi-antenna access point (AP)

transmits a common stream and private streams to single-antenna users. The AP is equipped

with low-resolution DACs, which means that the digital-to-analog conversion process is sub-

ject to quantization error. We allow for arbitrary resolutions of the DACs, which means that

the number of bits used for each DAC may be different. This is in contrast to previous work, such

as [25,37,38], where either no quantization error or only DAC quantization error was considered,

and the DACs were assumed to have the same resolution. In addition to considering heteroge-

neous DACs, we also consider low-resolution ADCs for the RSMA users. Again, we allow for

arbitrary resolutions of the ADCs, which means that the number of bits used for each ADC may

be different. This makes the problem more complicated and challenging than previous work that

only considered perfect or high-resolution ADCs. To maximize the sum spectral efficiency of the

system, we formulate an optimization problem that takes into account the common stream that

needs to be decodable by all users. Specifically, the common rate is the minimum rate that all

users can decode the stream, which makes the problem a non-smooth optimization problem. I

aim to find a linear precoding scheme that maximizes the sum spectral efficiency while satisfying

power constraints and accounting for the quantization errors of the DACs and ADCs. Overall,

my dissertation work aims to provide a more realistic and comprehensive analysis of RSMA in

the presence of low-resolution DACs and ADCs with arbitrary resolutions. By considering het-

erogeneous quantization at both the transmitter and receiver, we hope to provide insights that can

inform the design of practical RSMA systems that operate in real-world scenarios.

• In this dissertation, I propose a novel and computationally efficient precoding method, which

is called the Quantized Generalized Power Iteration for Rate-Splitting (Q-GPI-RS) algorithm.

This method is designed to solve the sum spectral efficiency maximization problem for down-

link RSMA systems with heterogeneous DACs and ADCs. To address the non-smoothness of the

minimum rate function, I first utilize the LogSumExp approximation technique, which converts

the function into a tractable form. This technique helps to reduce the algorithm’s complexity and

avoids introducing inequality constraints for each user’s common stream, which is often done in

previous studies [25,37,38]. Furthermore, we establish the first-order optimality condition for the
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sum spectral efficiency maximization problem, which is used to identify stationary points. We

interpret this condition as a nonlinear eigenvalue problem (NEP) [39]. The eigenvalue and eigen-

vector of the NEP correspond to the sum spectral efficiency and the precoding vector, respectively.

Hence, finding the leading eigenvector is equivalent to finding the best local optimal point. Based

on this insight, we propose the Q-GPI-RS algorithm, which leverages the efficiency of power it-

eration to seek the principal eigenvector. We also extend the Weighted Minimum Mean Square

Error (WMMSE) based RSMA precoding method [25] to the considered system for comprehen-

siveness. This extension is called Quantization-aware WMMSE-based Alternating Optimization

(Q-WMMSE-AO). Overall, the proposed Q-GPI-RS algorithm and Q-WMMSE-AO extension

offer a computationally efficient and effective approach to solving the sum spectral efficiency

maximization problem for downlink RSMA systems with heterogeneous DACs and ADCs.

• The simulation results indicate that Q-GPI-RS outperforms the conventional linear precoding

method, such as RZF, in terms of spectral efficiency. Specifically, in various scenarios, Q-GPI-

RS achieves a significant gain in spectral efficiency compared to other baselines. Furthermore,

Q-WMMSE-AO improves the spectral efficiency and exhibits higher robustness compared to the

conventional WMMSE-AO approach, as demonstrated in the simulation results [25]. Moreover,

Q-GPI-RS outperforms Q-WMMSE-AO in most environments, providing higher spectral effi-

ciency gains. Moreover, the simulation results show that RSMA outperforms SDMA in the

medium to high signal-to-noise ratio (SNR) regime where the performance is limited by inter-

user interference and quantization error. This indicates that RSMA offers a noticeable spectral

efficiency gain over SDMA. The proposed methods’ effectiveness and the benefit of RSMA over

SDMA are thus validated by the simulation results.

• The numerical results of our study reveal several key findings. Firstly, we confirm that RSMA can

significantly enhance the spectral efficiency, particularly in channels with high correlation, even in

the presence of quantization errors from both DACs and ADCs. Secondly, we find that the spec-

tral efficiency gain of RSMA increases as the resolution of DACs and ADCs increases, because

the quantization errors associated with the common stream cannot be canceled out by the users.

Notably, we also observe that the effect of ADC is more dominant than that of DAC in determin-

ing the rate of the common stream, demonstrating the need to consider both types of quantization

errors in designing transmission strategies. Finally, in mixed-resolution DAC systems, antennas

with low-resolution DACs tend to be deactivated in high SNR scenarios to minimize the quantiza-

tion error for RSMA, a phenomenon not observed in SDMA. This phenomenon causes overload

due to insufficient active antennas, emphasizing the importance of leveraging RSMA to maximize

sum spectral efficiency thanks to the common stream.

Notation: a is a scalar, a is a vector and A is a matrix. The superscripts (·)T, (·)H, and (·)−1 denote

matrix transpose, Hermitian, and inversion, respectively. E[·] and tr(·) represent expectation operation

and trace of a matrix, respectively. IK is the identity matrix of size K×K. 0N is the zero matrix of size
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N×N and 0N×1 is the zero vector of size N× 1. A = blkdiag(A1, ...,An, ...,AN) is a block diagonal

matrix with block diagonal entries of A1, ...,AN .

III System Model

Figure 1: A low-resolution quantization regime rate-splitting multiple access downlink system with

multiuser MIMO.

We consider a multiuser multiple-input multiple-output (MU-MIMO) downlink system, where K

single-antenna users are served by an access point (AP) equipped with N antennas, as illustrated in

Fig. 1. The DACs at the AP are characterized by their respective resolutions, denoted by bDAC,n for the

n-th antenna. Similarly, each user is assumed to be equipped with an ADC pair, whose quantization

resolution is denoted by bADC,k for the k-th user.

In our system, we adopt RSMA transmission, utilizing a 1-layer rate-splitting (RS) architecture as

depicted in Fig. 1. The RSMA approach splits an individual message Wk into two parts: a common

part W c
k and a private part W p

k . The common parts are then combined and jointly encoded to generate a

common message W c = (W c
1 , . . . ,W

c
K). This common message is then encoded into a common stream

sc using a public codebook, which is intended to be decoded by all users in the network. The private

message W p
k is encoded to be a private stream sk via a private codebook, allowing it to be decoded

only by the corresponding user. By receiving a signal, a user first decodes the common stream sc,

eliminates it through successive interference cancellation (SIC), and then decodes the corresponding

private stream sk. It is important to note that once the common stream sc is decoded, user k can recover

its common message part W c
k from the common message W c based on the approach proposed in [11,25]

for RSMA. In addition,the received signal is assumed by Gaussian signaling sc,sk ∼ CN(0,1), i.e., a

complex Gaussian distribution with zero mean and unit variance.

The common stream and private streams are linearly precoded at the AP. The digital baseband signal

x ∈ CN is

x =
√

Pf0sc+
√

P
K

∑
k=1

fksk, (1)

where f0 ∈CN and fk ∈CN are precoding vectors for the common and private streams, respectively, and

P is the maximum transmit power. Since x is quantized at the DACs, we adopt the AQNM method [40]
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to convert the quantization process approximately in the linear form. Then, applying the AQNM, the

quantized signal is represented as

Q(x)≈ xq=
√

PΦαDAC
f0sc+

√
PΦαDAC

K

∑
k=1

fksk+qDAC, (2)

where Q(·) is a scalar quantizer which adopts for each real and imaginary part, ΦαDAC
= diag(αDAC,1, . . . ,

αDAC,N) ∈ CN×N denotes a diagonal matrix of quantization loss, ΦβDAC
= diag(βDAC,1, . . . ,βDAC,N) ∈

CN×N , and qDAC ∈ CN is a DAC quantization noise vector. The quantization loss of the n-th DAC

αDAC,n ∈ (0,1) is defined as αDAC,n = 1−βDAC,n, where βDAC,n is a normalized mean squared quantiza-

tion error βDAC,n =
E[|x−Qn(x)|]2

E[|x|]2 [5,40]. The values of βDAC,n vary according to the number of quantization

bits bDAC,n. In particular, βDAC,n is represented in Table 1 in [41] when the value of bDAC,n is less than

5 and if the value of bDAC,n is larger than 5, βDAC,n can be approximated as π
√

3
2 2−2bDAC,n . The quanti-

zation noise is uncorrelated with digital baseband signal x and follows as qDAC ∽ CN(0N×1,RqDACqDAC
)

which is the worst case in terms of the spectral efficiency. Let F = [f0, f1, · · · , fK ] ∈CN×(K+1). Then, the

covariance matrix of qDAC is [40]

RqDACqDAC
= ΦαDAC

ΦβDAC
diag

(
E
[
xxH

])
. (3)

The received analog baseband signal vector at K users is

y = HHxq+n, (4)

where HH ∈CK×N is a downlink channel matrix between the AP and K users, and n ∽ CN(0K×1,σ
2IK)

is an AWGN with zero mean and variance of σ2. We assume that the perfect channel state information

(CSI) is obtained at the AP and users. The ADCs with bADC,k bits quantize the received analog signal yk

at each user. Subsequently, the received digital baseband signals are expressed as [40]:

Q(y)≈ yq

= ΦαADC
y+qADC

=
√

PΦαADC
HH

ΦαDAC
f0sc+

√
PΦαADC

HH
ΦαDAC

K

∑
k=1

fksk +ΦαADC
HHqDAC+ΦαADC

n+qADC, (5)

where ΦαADC
= diag(αADC,1, . . . ,αADC,K) ∈ CK×K consists of a diagonal matrix of quantization loss,

and qADC ∈CK denotes quantization noise vector of ADC. The ADC quantization loss of the k-th ADC

αADC,k and βADC,k is formulated similarly with DAC quantization loss. The ADC quantization noise

qADC is assumed to be uncorrelated with the analog baseband signal y. It is considered to follow a

complex Gaussian distribution with zero mean and a covariance matrix qADC ∽ CN(0K×1,RqADCqADC
).

And then, this worst-case scenario is assumed for evaluating the spectral efficiency. Accordingly, we

evaluate the covariance of ADC as

RqADCqADC
= ΦαADC

ΦβADC
diag

(
E
[
yyH

])
. (6)
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The digital baseband signal at user k is formulated as

yq,k =
√

PαADC,khH
k ΦαDAC

f0sc+
√

PαADC,khH
k ΦαDAC

fksk +
√

PαADC,k

K

∑
i=1,i̸=k

hH
k ΦαDAC

fisi +αADC,khH
k qDAC

+αADC,knk+qADC,k, (7)

where hk refers to the k-th column of the channel matrix H. We note that the quantization errors,

namely αADC,khH
k qDAC and qADC,k, appearing in (7), are associated with both the common stream and

the private streams along with their respective precoders. This implies that achieving the potential of

RSMA in low-resolution quantization systems requires proper design of the precoder for the common

stream. In other words, it is more challenging to achieve the desired performance as compared to the

systems with low-resolution or perfect quantization of DACs.

[AQNM Computation] Before determining the quantization loss, let us first explain the derivation of

the additive quantization noise model (AQNM). Under the assumptions of scalar MMSE quantization

and a zero-mean quantization input, i.e., E[y|Q(y)] = Q(y) = yq and E[y] = 0, Lemma 1 states the rela-

tionship between a quantization input y and quantization output yq regardless of how the quantization

input y is composed of as

yq = αy+σqωq

where α = 1− β is the quantization loss, σ2
q = α(1− α)E[|y|2], ωq ∼ CN(0,1), and β = E[|y−

yq|2]/E[|y|2].
In addition, the proof of Lemma 1 with the quantization input y and output yq can be shown by

following the same proof as follows: assuming E[y|Q(y)] = Q(y) = yq, we have E[yy∗q|yq] = y∗qE[y|yq] =

|yq|2, and thus, we also have

E[yy∗q] = E[|yq|2]. (8)

Using β = E[|y− yq|2]/E[|y|2] and (8), we obtain

βE[|y|2] = E[|y− yq|2] = E[|y|2]−2E[yy∗q]+E[|yq|2] = E[|y|2]−E[|yq|2].

Equivalently, we have

E[|yq|2] = (1−β )E[|y|2]. (9)

Now, let q be the additive quantization noise q = yq− (1−β )y so that yq = (1−β )y+q. Since y and yq

are zero mean, q is also zero mean. Using (8) and (9), we obtain

E[yq∗] = E[y(yq− (1−β )y)∗] = (1−β )E[|y|2]− (1−β )E[|y|2] = 0

which implies that y and q are uncorrelated. Finally, the quantization noise variance becomes

E[|q|2] = E[|yq− (1−β )y|2]

= E[|yq|2]−2(1−β )E[yy∗q]+ (1−β )2E[|y|2]

= ((1−β )−2(1−β )2 +(1−β )2)E[|y|2]

= β (1−β )E[|y|2].

9



Equivalently, with α = 1−β , we have

E[|q|2] = α(1−α)E[|y|2]. (10)

[Weight of AQNM] For the optimal scalar quantizer, the optimal quantization distortion W (b) is

approximated as

W (b) = hσ
22−2b (11)

where σ = E[|y|2] and the constant h for a zero mean Gaussian quantization input is given by

h =
1

12


∫

∞

−∞

(
e−x2/2
√

2π

)1/3

dx


3

=
π
√

3
2

. (12)

Since the AQNM assumes the scalar MMSE quantizer which provides optimal centroid condition, using

(11) and (12) we have the normalized mean squared quantization error as

β =
W (b)
E[|y|2]

≈ π
√

3
2

2−2b (13)

which is a reasonable approximation in the low to medium resolution cases and an accurate approxi-

mation in the high resolution case [R3.2]. Since the values of β for b ≤ 5 are measured and presented

in Table 1 (refer to N = 2,4,8,16,32 in Table 1), the approximation in (13) is used for b > 5 and the

measured values in the table are used for the value of β for b≤ 5.

In our work, we assume heterogeneous-resolution DACs and ADCs and thus, each antenna and each

user have different quantization loss. Accordingly, we define the diagonal matrix of quantization loss as

ΦαDAC
= diag(αDAC,1, . . . ,αDAC,N)∈CN×N . Then, the quantization loss of the n-th DAC αDAC,n ∈ (0,1)

is determined as αDAC,n = 1−βDAC,n, where βDAC,n is a normalized mean squared quantization error

βDAC,n =
E[|x−Qn(x)|]2

E[|x|]2 . Based on the approximation in (13), βDAC,n can be approximated as π
√

3
2 2−2bDAC,n

for bDAC,n > 5. In addition, for bDAC,n ≤ 5 we use the values in the following table. Same applies for

ADCs.

Table 1: Values of βDAC,n with respect to bDAC,n

bDAC,n 1 2 3 4 5

βDAC,n 0.3634 0.1175 0.003454 0.009497 0.002499
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IV Performance Metrics and Problem Formulation

The decoding principle of RSMA, as discussed in [25], involves each user decoding the common stream

sc by treating their private streams as noise. Once the common stream is successfully decoded, each

user can cancel it from the received signal y using successive interference cancellation (SIC). By com-

bining message splitting and SIC, the RSMA technique can partially decode interference and treat the

remaining interference as noise, leading to an increase in the sum spectral efficiency [7]. However, in

order to perform SIC successfully, the common stream must be designed carefully to ensure that it can

be decoded by all RSMA users. The rate of the common stream sc is determined by the minimum of the

spectral efficiencies of the common stream for all users. The spectral efficiency of sc can then be defined

as:

Rc = min
k∈K

{
log2

(
1+

Pα2
ADC,k|hH

k ΦαDAC
f0|2

IUIc +QEk +α2
ADC,kσ2

)}
= min

k∈K
{Rc,k} , (14)

where

IUIc = Pα
2
ADC,k

K

∑
i=1
|hH

k ΦαDAC
fi|2, (15)

QEk = α
2
ADC,khH

k RqDACqDAC
hk + rqADC,kqADC,k .

Once the common stream sc is decoded and eliminated using SIC, the achievable spectral efficiency of

the private stream sk for user k is formulated as follows:

Rk = log2

(
1+

Pα2
ADC,k|hH

k ΦαDAC
fk|2

IUIk +QEk +α2
ADC,kσ2

)
. (16)

where IUIk = Pα2
ADC,k∑

K
i=1,i ̸=k |hH

k ΦαDAC
fi|2. We remark that the individual rate of the common stream

Rc,k does not have an impact on the overall sum rate of RSMA. However, different power allocation

between the common and private streams can result in different overall sum rate performance. Therefore,

our main objective is to maximize the sum rate of RSMA by jointly optimizing the precoding vectors for

the rates of the common stream and private streams. This implies that the proposed precoding scheme

can determine the optimal rate division between the common stream and private streams to maximize

the sum spectral efficiency.

Remark 1 (SIC and error propagation) It is important to note that during SIC, users can only elim-

inate the quantized common stream
√

PαADC,khH
k ΦαDAC

f0sc and not the quantization errors that are

present in the common stream. To account for this, we consider the worst-case scenario for the additive

quantization error by assuming it follows a Gaussian distribution under the AQNM. Consequently, the

formulated spectral efficiency of the common stream is conservative. To avoid error propagation during

SIC, we assume perfect decoding of the common stream if the derived rate of the common stream is less

than or equal to the minimum of the common rates.
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We note that the user signals undergo quantization at both the DACs and ADCs, leading to quantization

noise error terms that affect the rates of both the common and private streams. In order to achieve

maximum sum spectral efficiency, we have formulated the problem as follows

maximize
f0,f1,··· ,fK

Rc+
K

∑
k=1

Rk = R∑ (17)

subject to tr
(
E
[
xqxHq

])
≤ P, (18)

where (18) represents that transmit power constraint. Due to the interdependence between the weight

matrix of the quantization losses, precoder, and channel matrix, and the introduction of the common

rate with a quantization loss matrix in RSMA transmission, it is important to carefully consider the

optimization problem to incorporate the quantization error. Therefore, in the next section, I introduce

a promising and computationally efficient with respect to complexity order precoding method to solve

(17).
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V Precoder Optimization Using Generalized Power Iteration

Due to the non-convexity and non-smoothness of the problem stated in (17), finding a direct solution

is highly challenging. Therefore, we propose several techniques to convert the problem into a tractable

form that can be solved efficiently.

5.1 Problem Reformulation

We first simplify the constraint in (18). By simplifying the constraint in (18), the DAC covariance matrix

of qDAC in (3) is derived as

RqDACqDAC
= ΦαDAC

ΦβDAC
diag

(
Pf0fH0 +P

K

∑
i=1

fifHi

)
(19)

= ΦαDAC
ΦβDAC

diag
(

PFFH
)
. (20)

In addition, the power constraint in (18) is reconstructed as

tr
(
E
[
xqxHq

])
= tr

(
PΦαDAC

K

∑
i=0

fifHi Φ
H
αDAC

+RqDACqDAC

)
(21)

(a)
= tr

(
PΦαDAC

FFH
)

(22)

≤ P, (23)

where (a) comes from (20) and ΦβDAC
= IN −ΦαDAC

. Consequently, the transmit power constraint in

(18) is reduced to

tr
(

ΦαDAC
FFH

)
≤1. (24)

To overcome the non-smoothness of the minimum operation and non-convexity of the spectral effi-

ciency, we propose an approach to approximate the minimum rate of Rc,k and reformulate the problem

into a tractable form. Accordingly, we utilize a positive constant τ > 0 and utilize the LogSumExp

technique to approximate the minimum function, proposed in [42]. Then, the approximated minimum

function is

min
i=1,...,N

{xi} ≈ −τ ln

(
N

∑
i=1

exp
(
−1

τ
xi

))
, (25)

where (25) becomes tight as τ → 0. Adopting (25) to the rate of common stream in (14), we have

min
k∈K
{Rc,k} ≈ −τ ln

(
K

∑
k=1

exp
(
−1

τ
Rc,k

))
. (26)

We note that after obtaining precoders using the approximation in (26), we need to compute the actual

common rate by using the minimum operation without approximation to determine the achievable spec-

tral efficiency. Even though the approximated function in (26) becomes smooth objective function in

(17), the optimization problem still remains non-convexity, coupled with the quantization errors, which
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are functions of the precoding vectors, further complicate the problem. To address this issue, we re-

formulate the expression for QEk in (15) by rearranging the term related to the covariance of the DAC

quantization error as

hH
k RqDACqDAC

hk = hH
k ΦαDAC

ΦβDAC
diag

(
P

K

∑
i=0

fifHi

)
hk (27)

= P
K

∑
i=0

fHi ΦαDAC
ΦβDAC

diag
(

hkhH
k

)
fi, (28)

and the quantization error covariance-related term of ADC as

rqADC,kqADC,k

αADC,kβADC,k
(29)

= hH
k E[xqxHq ]hk +σ

2

= hH
k

(
PΦαDAC

K

∑
i=0

fifHi Φ
H
αDAC

+RqDACqDAC

)
hk+σ

2 (30)

(a)
=P

K

∑
i=0

fHi
(
Φ

H
αDAC

hkhH
k ΦαDAC

+ΦαDAC
ΦβDAC

diag
(

hkhH
k

))
fi+σ

2. (31)

where rqADC,kqADC,k
presents that the kth diagonal entry of (6) and (a) is from (28). Based on the refor-

mulated term (28) and (31), the SINRs of the common stream of user k is reformulated as

γc,k =
αADC,k|hH

k ΦαDAC
f0|2

∑
K
i=0 |hH

k ΦαDAC
fi|2−αADC,k|hH

k ΦαDAC
f0|2 +∑

K
i=0 fHi ΦαDAC

ΦβDAC
diag

(
hkhH

k

)
fi +

σ2

P

. (32)

Similarly, the SINR of the private stream of user k is reorganized as

γk =
αADC,k|hH

k ΦαDAC
fk|2

∑
K
i=0 |hH

k ΦαDAC
fi|2−αADC,k(|hH

k ΦαDAC
fk|2+|hH

k ΦαDAC
f0|2)+∑

K
i=0 fHi ΦαDAC

ΦβDAC
diag

(
hkhH

k

)
fi +

σ2

P

.

(33)

Let us define the k-th user’s weighted precoding vector as

wk =
1/2
αDAC

fk. (34)

Then, we define W = [w0,w1, . . . ,wK ], and then the vectorized weighted precoding matrix W as w̄ =

vec(W). Here, we assume tr
(
WWH

)
= 1 which indicates that the AP uses the maximum transmit power

P, which is optimal in terms of maximizing the spectral efficiency. As we assume that tr
(
WWH

)
= 1

where this assumption implies that the access point (AP) uses the maximum transmit power P, which

is considered optimal for maximizing the spectral efficiency. We assume Gk = (Φ
1/2
αDAC

)HhkhH
k Φ

1/2
αDAC

+

ΦβDAC
diag

(
hkhH

k

)
. In addition, based on the SINRs in (32) and (33) with the vectorized weighted

precoder w̄, we reorganize Rc,k in a Rayleigh quotient form as

Rc,k = log2

(
w̄HAc,kw̄
w̄HBc,kw̄

)
, (35)
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where

Ac,k = blkdiag(Gk, · · · ,Gk)+ IN(K+1)
σ2

P
, (36)

Bc,k=Ac,k−blkdiag
(
αADC,k(Φ

1/2
αDAC

)HhkhH
k Φ

1/2
αDAC

,0N ,· · ·,0N

)
, (37)

where Ac,k and Bc,k are the diagonal matrices of size N(K+1)×N(K+1). In a similar manner, we can

express Rk in the Rayleigh quotient form as follows

Rk = log2

(
w̄HAkw̄
w̄HBkw̄

)
, (38)

where

Ak= blkdiag
(

Gk−αADC,k(Φ
1/2
αDAC

)HhkhH
k Φ

1/2
αDAC

,Gk,· · ·,Gk

)
+ IN(K+1)

σ2

P
,

Bk= Ak−blkdiag
(

0N,· · ·,αADC,k(Φ
1/2
αDAC

)HhkhH
k Φ

1/2
αDAC︸ ︷︷ ︸

the (k+1)th block

,0N ,· · ·,0N

)
. (39)

According to (26), (35), and (38), the reformulated optimization problem in (17) is

maximize
w̄

ln

 K

∑
k=1

(
w̄HAc,kw̄
w̄HBc,kw̄

)− 1
τ ln2

−τ

+
1

ln2

K

∑
k=1

ln
(

w̄HAkw̄
w̄HBkw̄

)
(40)

subject to ∥w̄∥= 1. (41)

The equality constraint in (41) is derived from utilizing the maximum transmit power. However,

the problem in (40) remains unchanged up to a scaling factor of w̄. Therefore, we can disregard the

constraint in (41). However, the problem remains non-convex with respect to the precoding vector w̄,

which makes it impossible to find the global optimal solution. It is worth noting that the problem in (40)

can be seen as a variant of the Rayleigh quotient problem. Hence, we can identify the first-order KKT

conditions of the problem, which can be interpreted as an eigenvalue problem for the precoding vector.

By finding the principal eigenvector of the problem, we can derive a local optimal solution. However, it

is important to keep in mind that the solution obtained is only locally optimal and does not guarantee a

global optimal solution.

5.2 First-Order Optimality Condition

In this subsection, the first-order optimality condition of (40) is derived in terms of w̄ as

Lemma 1 The first-order optimality condition of the optimization problem (40) is satisfied if the follow-

ing holds:

B−1
KKT(w̄)AKKT(w̄)w̄ = λ (w̄)w̄, (42)
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where

AKKT(w̄) = λnum(w̄)· (43)

K

∑
k=1

 exp
(
− 1

τ
log2

(
w̄HAc,kw̄
w̄HBc,kw̄

))
∑

K
ℓ=1 exp

(
− 1

τ
log2

(
w̄HAc,ℓw̄
w̄HBc,ℓw̄

)) Ac,k

w̄HAc,kw̄
+

Ak

w̄HAkw̄


BKKT(w̄) = λden(w̄)· (44)

K

∑
k=1

 exp
(
− 1

τ
log2

(
w̄HAc,kw̄
w̄HBc,kw̄

))
∑

K
ℓ=1exp

(
− 1

τ
log2

(
w̄HAc,ℓw̄
w̄HBc,ℓw̄

)) Bc,k

w̄HBc,kw̄
+

Bk

w̄HBkw̄

,
with

λ (w̄) =

 1
K ln2

K

∑
k=1

(
w̄HAc,kw̄
w̄HBc,kw̄

)− 1
τ


− τ

ln2
K

∏
k=1

(
w̄HAkw̄
w̄HBkw̄

)
, (45)

λnum =
K

∏
k=1

(
w̄HAkw̄

)
, (46)

λden =

 1
K ln2

K

∑
k=1

(
w̄HAc,kw̄
w̄HBc,kw̄

)− 1
τ


τ

ln2
K

∏
k=1

(
w̄HBkw̄

)
.

Proof 1 See Appendix VII.

Here, Lemma 1 states that the obtained first-order optimality condition can be considered as a nonlinear

eigenvalue problem for B−1
KKT(w̄)AKKT(w̄). Furthermore, the objective function of the problem (40) is

represented as lnλ (w̄). As a result, we can obtain the best local optimal solution by finding the principal

eigenvector of (42). This is because any eigenvector of (42) corresponds to one of the stationary points

of the problem in (40), which can be summarized as follows:

Proposition 1 Denoting the leading eigenvector for the problem (42) to be w̄⋆ and its corresponding

eigenvalue to be λ ⋆, i.e., B−1
KKT(w̄

⋆)AKKT(w̄⋆)w̄⋆ = λ ⋆w̄⋆, the eigenvector w̄⋆ is the stationary point

that achieves the best local optimal solution of the problem (40).

Using the above insights, we have developed a computationally efficient RSMA precoding algorithm

that aims to maximize the sum spectral efficiency by finding the best local optimal point.

5.3 Quantized Generalized Power Iteration for Rate-Splitting

By utilizing the generalized power iteration-based method [43], we can find the leading eigenvector of

(42). Let w̄t be the vectorized weighted precoder at the t-th iteration. At the t-th iteration, the algorithm

builds AKKT(w̄t) and BKKT(w̄t) according to (43) and (44), and then w̄t+1 is updated as

w̄t+1 =
B−1
KKT(w̄t)AKKT(w̄t)w̄t

∥B−1
KKT(w̄t)AKKT(w̄t)w̄t∥

. (47)
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Algorithm 1 Quantized Generalized Power Iteration for Rate-Splitting (Q-GPI-RS)

1: initialize: w̄0

2: Set the iteration count t = 0.

3: While ∥w̄t+1− w̄t∥> ε & t ≤ tmaxdo
Build matrix AKKT(w̄t) in (43)

Build matrix BKKT(w̄t) in (44)

Compute w̄t+1 = B−1
KKT(w̄t)AKKT(w̄t)w̄t .

Normalize w̄t+1←
B−1
KKT(w̄t)AKKT(w̄t)w̄t

∥B−1
KKT(w̄t)AKKT(w̄t)w̄t∥

.

t← t +1.

4: return w̄t .

We repeat the iteration until the convergence criterion is satisfied, i.e., ∥w̄t+1− w̄t∥ < ε in which ε >

0 is the threshold or a maximum iteration count tmax is reached according to a system requirement.

Algorithm 1 summarizes the steps. Algorithm 1 is our proposed algorithm. Before proceeding with

the numerical evaluation of our proposed method, we introduce an optimization approach based on

extending the direction of an existing state-of-the-art precoding approach. This is done to enable a

performance comparison between the two methods in the next section.

Remark 2 (Algorithm Complexity) The complexity of Q-GPI-RS is dominated by the calculation of

B−1
KKT(w̄). Since BKKT(w̄) is a block diagonal and symmetric matrix, we perform the computing in-

version with computational complexity order of O(TGPI(K + 1)N3) where TGPI is the number of outer

iterations of Q-GPI-RS. Similarly, QCQP [25, 44] and CCCP [10] convex relaxation methods have the

complexity orders of O(TQCQPK3.5N3.5) and O(TCCCPN6K0.523.5K) where TQCQP and TCCCP are the

number of outer iterations of QCQP and CCCP, respectively. Accordingly, the proposed Q-GPI-RS is

more computationally efficient than the other state-of-the-art precoding methods.

5.4 Extension of Existing Approach: WMMSE Approach

In this section, we present an extension of the WMMSE-based alternating optimization (WMMSE-

AO) approach [25] for precoding optimization in the considered system. The WMMSE-AO method

was developed by [25] to solve the non-convex problem of maximizing the sum spectral efficiency

with respect to the precoder, without considering the quantization error. To solve our optimization

problem, we adopt the similar principle of the WMMSE-based algorithms in [25] and [37]. Firstly, we

define ŝc,k and ŝk as estimated values for sc,k and sk, respectively. Next, we compute the mean squared

errors (MSEs) of the common stream εc,k and private stream εk received at user k by defining the scalar

equalizers of the common and private streams for user k as gc,k and gk, respectively.

εc,k=E[|ŝc,k−sc|2] = E[|gc,kyq,k−sc|2] (48)

= |gc,k|2Tc,k−2Re
{√

Pgc,kαADC,khH
k ΦαDAC

f0

}
+1,
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εk = E[|ŝk− sk|2] = E[|gkyq,k− sk|2] (49)

= |gk|2Tk−2Re
{√

PgkαADC,khH
k ΦαDAC

fk

}
+1.

Furthermore, Tc,k and Tk are formulated as

Tc,k =Pα
2
ADC,k

K

∑
i=0
|hH

k ΦαDAC
fi|2 +α

2
ADC,khH

k RqDACqDAC
hk + rqADC,kqADC,k +α

2
ADC,kσ

2, (50)

Tk =Pα
2
ADC,k

K

∑
i=1
|hH

k ΦαDAC
fi|2+α

2
ADC,khH

k RqDACqDAC
hk + rqADC,kqADC,k+α

2
ADC,kσ

2. (51)

The minimum MSEs is achieved when gMMSE
c,k =

√
PαADC,kfH0 Φ

H
αDAC

hkT−1
c,k and gMMSE

k =
√

PαADC,kfHk
Φ

H
αDAC

hkT−1
k . According to (50), the MMSE of the common stream is defined as

ε
MMSE
c,k = T−1

c,k (Tc,k−Pα
2
ADC,k|hH

k ΦαDAC
f0|2) (52)

and the MMSE of the private stream for user k is

ε
MMSE
k = T−1

k (Tk−Pα
2
ADC,k|hH

k ΦαDAC
fk|2). (53)

Based on (48), the augmented WMSE of the common stream is defined by

ξc,k = uc,kεc,k− log2(uc,k)

= P
K

∑
i=0

fHi
(

α
2
ADC,kuc,k|gc,k|2Φ

H
αDAC

hkhH
k ΦαDAC

)
fi−2Re

{√
Puc,kgc,kαADC,khH

k ΦαDAC
f0

}
+α

2
ADC,kuc,k|gc,k|2hH

k RqDACqDAC
hk +uc,k|gc,k|2rqADC,kqADC,k +α

2
ADC,kuc,k|gc,k|2σ

2

+uc,k− log2(uc,k). (54)

In the same manner, using (49), the augmented WMSE of the private stream for user k is defined as

ξk = ukεk− log2(uk)

= P
K

∑
i=1

fHi
(

α
2
ADC,kuk|gk|2Φ

H
αDAC

hkhH
k ΦαDAC

)
fi

−2Re
{√

PukgkαADC,khH
k ΦαDAC

fk

}
+α

2
ADC,kuk|gk|2hH

k RqDACqDAC
hk +uk|gk|2rqADC,kqADC,k

+α
2
ADC,kuk|gk|2σ

2 +uk− log2(uk). (55)

The optimal weights is computed to obtain the minimum of ξc,k and ξk as uc,k = 1/εMMSE
c,k and uk =

1/εMMSE
k . Consequently, for given equalizers ξc,k, ξk, and weights uc,k, uk, the sum spectral efficiency

maximization optimization problem is formulated by the following WMSE minimization problem:

minimize
f0,f1,··· ,fK ,ξc

ξc+
K

∑
k=1

ξk (56)

subject to tr
(

ΦαDAC
FFH

)
≤ 1, (57)

ξc,k ≤ ξc,∀k ∈K . (58)
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By remarking that the problem (56) is the QCQP, the optimization problem can be solved by CVX.

Therefore, we compute the equalizers, weights, and precoders in the alternating manner as follows:

1. Update of equalizers and weights: we update the equalizers and weights by computing gMMSE
c,k ,

gMMSE
k , uc,k = 1/εMMSE

c,k and uk = 1/εMMSE
k for given precoding vectors.

2. Update of precoders and ξc: then, the precoders and ξc can be derived by solving (56) via CVX

for given equalizers and weights.

3. Repeat steps 1 and 2: the steps 1 and 2 are repeated until convergence.
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VI Numerical Results

In this section, we conduct a comparison of the sum spectral efficiency achieved by the proposed Q-

GPI-RS method and several existing baseline methods. The channel vector hk is derived from its spatial

covariance matrix Rk = E
[
hkhH

k

]
, which is computed as the expectation of the outer product of hk

and its Hermitian transpose. To generate Rk, we adopt the one-ring channel model as described in

[45]. Specifically, the channel covariance matrix Rk at the n-th antenna and m-th antenna is defined as

[Rk]n,m = 1
2△k

∫
θk+△k
θk−△k

e− j 2π

ψ
Ψ(x)(rn−rm) dx, where ψ is a signal wavelength,△k is the angular spread of user

k, θk is angle-of-departure (AoD) of user k, Ψ(x) = [cos(x) ,sin(x)], and rn is the position vector of n-th

antenna. The channel vector hk is expressed as a decomposition using the Karhunen-Loeve model, where

hk = UkΛΛΛ
1
2
k gk. The matrix Uk is the eigenvectors of Rk, a spatial covariance matrix, ΛΛΛk is a diagonal

matrix of eigenvalues of Rk, and gk is a random vector with each entry following a complex normal

distribution with mean zero and variance one. The rank of Rk is denoted by rk, and gk has dimensions

of Crk . The channel is assumed to be constant within one transmission block, which follows a block

fading channel model. The parameter θk is dependent on the user’s location and varies accordingly.

When the users are randomly located, the angle of departure (AoD) θk follows an independent and

identically distributed (IID) uniform distribution between 0 and π for all users. In the case of correlated

users, the differences of θk between all users are randomly distributed within π/6. The simulation

is conducted under the settings △k= π/6, ε = 0.01, and σ2 = 1. The initialization process involves

setting the precoding vector fk = hk for each user, which corresponds to maximum ratio transmission

(MRT). For the common stream, the average of channel vectors is adopted, i.e., f0 =
1
K H · 1K×1. The

stacked precoding vector w̄0 is then initialized based on F. We define an effective channel vector as

heff
k = Φ

H
αDAC

hkαH
ADC,k. Based on this definition, we compare the proposed Q-GPI-RS method with the

following baseline methods:

• GPI-RS (RSMA): The GPI algorithm based RSMA [33].

• Q-WMMSE-AO (RSMA): The quantized WMMSE alternating optimization (Q-WMMSE-AO)

algorithm [46].

• WMMSE-AO (RSMA): The WMMSE-AO RSMA precoding [25].

• WMMSE-CCCP (RSMA): The WMMSE concave-convex procedure (CCCP) RSMA algorithm

[10].

• Q-GPI-SEM (SDMA): The quantization-aware GPI-based spectral efficiency maximization method

[18].

• WMMSE (SDMA): The WMMSE-based precoding method [30].

• Q-RZF (SDMA): The conventional linear precoders based on the effective channel heff
k =Φ

H
αDAC

hk

such as quantization-aware RZF.
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We note that for SDMA, WMMSE and Q-GPI-SEM algorithms are considered as state-of-the-art pre-

coding methods, except for Q-RZF. Furthermore, to perform a thorough analysis of the proposed meth-

ods, we also evaluate the state-of-the-art benchmarks for RSMA, such as GPI-RS, Q-WMMSE-AO,

WMMSE-AO, and WMMSE-CCCP. We use SNR = P/σ2 to define the signal-to-noise ratio. To deter-

mine the value of the approximation parameter τ , we conduct experiments on the system configuration

to obtain an appropriate value. Once we obtain the value of τ , we fix it for each evaluation point without

any further online tuning. For computing the spectral efficiency in simulation results, we use equations

(14) and (16) without approximating the minimum function.

6.1 Homogeneous Quantization Resolution
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Figure 2: The sum spectral efficiency versus SNR for N = 4 AP antennas, K = 2 users, bDAC,n = 4 DAC

bits, ∀n, and bADC,k = 6 ADC bits, ∀k.

In Fig. 2, we consider randomly distributed users for N = 4 and K = 2 with bDAC,n = 4, ∀n and

bADC,k = 6, ∀k. According to the results presented in Figure 2, it can be observed that Q-GPI-RS has

achieved the highest spectral efficiency. It is important to note that Q-WMMSE-AO, even though it takes

quantization effects into consideration, does not guarantee the best local optimal point and thus, reveals

a performance limitation compared to Q-GPI-RS. Furthermore, GPI-RS has shown similar performance

to Q-GPI-RS in the low SNR regime. However, in the high SNR regime, GPI-RS suffers from quanti-

zation errors, resulting in performance degradation compared to Q-GPI-SEM. Similarly, WMMSE-AO

and WMMSE-CCCP approaches have also shown performance degradation compared to Q-WMMSE-

AO due to their design not considering quantization errors. As a result, Q-RZF has outperformed the

WMMSE-based methods as SNR increases. The proposed Q-GPI-RS method, with properly designed

RSMA precoding, has shown RSMA gain by mitigating interference compared to Q-GPI-SEM, which is

based on classical SDMA. This gain has also been observed by comparing WMMSE-AO with WMMSE.

In conclusion, the simulation results show that the proposed algorithm Q-GPI-RS achieves the highest
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spectral efficiency compared to the benchmarks. Therefore, it is crucial to consider the quantization

error for realizing the potential of RSMA.
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Figure 3: The sum spectral efficiency versus angular difference of users for N = 4 AP antennas, K = 2

users, bDAC,n = 4 DAC bits, ∀n, bADC,k = 8 ADC bits, ∀k, and SNR= 50 dB.

In Fig. 3, we evaluate the spectral efficiency according to the user’s angular difference (θk−θk′) for

N = 4, K = 2, bDAC,n = 4, ∀n, and bADC,k = 8, ∀k. Based on the results presented in Figure 3, it can be

observed that the gap between Q-GPI-RS and Q-GPI-SEM increases as the angular difference between

users decreases. This finding aligns with the analytical results obtained for perfect quantization systems

in [47], where it was shown that the gain of RSMA increases as user channel correlation increases. This

phenomenon occurs because RSMA can exploit the common stream to reduce inter-user interference,

which becomes more severe when channel correlation is high. On the other hand, SDMA suffers from

high inter-user interference. In indoor communication environments, where low-power applications

such as IoT communications are prevalent, user channels are typically correlated, and there are small

angular differences among users [48]. Therefore, for the rest of the simulations, it is assumed that the

user channels are correlated, with an angular difference between users less than π/6. This assumption

is based on the fact that in such environments, the gain of RSMA over SDMA is expected to be more

significant due to the higher level of channel correlation. Overall, the simulation results demonstrate that

RSMA is a promising technique for enhancing the performance of wireless communication systems,

especially in scenarios with highly correlated user channels. The results also highlight the importance

of considering the impact of channel quantization when designing RSMA-based systems.

6.2 Heterogeneous Quantization Resolution

The spectral efficiency of a system with heterogeneous quantization bits at the AP’s DACs is analyzed

in this dissertation paper. In the scenario where N = 6, K = 4, and bADC,k = 8, ∀k, the number of DAC
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Figure 4: The sum spectral efficiency versus SNR for N = 6 AP antennas, K = 4 users, and bADC,k = 8

ADC bits, ∀k. The numbers of DACs are set uniformly from 2 to 8 bits.

bits is set randomly between 2 to 8 bits. The results are presented in Fig. 4, where Q-GPI-RS achieves

the highest spectral efficiency compared to other baseline methods, with a more significant improvement

over the previous random channel case. Moreover, Q-WMMSE-AO, which considers the quantization

error, achieves higher spectral efficiency than WMMSE-AO. The performances of GPI-RS, WMMSE-

AO, and WMMSE-CCCP decrease in the high SNR regime because they were not designed to consider

the quantization error. In comparison to SDMA, Q-GPI-RS demonstrates the advantage of RSMA over

Q-GPI-SEM since RSMA can reduce inter-user interference by utilizing the common stream as SNR in-

creases. Additionally, the other RSMA algorithms, such as Q-WMMSE-AO and WMMSE-AO, provide

higher spectral efficiency than WMMSE and Q-RZF due to higher channel correlation, which was not

observed in Fig. 2. Therefore, it is essential to consider the quantization error in heterogeneous DAC

systems to achieve RSMA gain with channel correlation.

In this dissertation paper, we investigate the mixed-resolution DAC scenario in which only one of

the DACs has a higher resolution than the others. Specifically, we consider the case where N = 4

antennas are equipped with DACs, and K = 2 users are served by the system. The resolution of the

ADCs is fixed at 8 bits for all antennas. The distribution of the DAC bits is (3,3,3,8). We evalu-

ate the performance of three different precoding schemes, Q-GPI-RS, Q-GPI-SEM, and ZF, in terms

of spectral efficiency. As shown in Fig.5, we observe that Q-GPI-RS achieves a significant improve-

ment in spectral efficiency compared to Q-GPI-SEM in medium-to-high SNR regime. This gain is

achieved by assigning a higher rate to the common stream as shown in Fig.6. Additionally, Fig. 7

demonstrates that Q-GPI-RS concentrates the transmit power on the antenna with the higher-resolution

DAC to prevent the quantization error from significantly increasing as the SNR increases. We can

analyze this trend by examining the SINR expressions, specifically the quantization error term from

DACs in (32) and (33). This term, denoted by QEDAC = ∑
K
i=0 fHi ΦαDAC

ΦβDAC
diag

(
hkhH

k

)
fi, can be fol-
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Figure 5: The sum spectral efficiency versus SNR for N = 4 AP antennas, K = 2 users, and bADC,k = 8

ADC bits, ∀k. We consider that one of the DACs is equipped with 8 bits and the rest are equipped with

3 bits.
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Figure 6: The spectral efficiency of the common and private streams versus SNR for N = 4 AP antennas,

K = 2 users, and bADC,k = 8 ADC bits, ∀k. We consider that one of the DACs is equipped with 8 bits

and the rest are equipped with 3 bits.

lowed as the sum of quantization errors at each antenna QEDAC,n, i.e., QEDAC = ∑
N
n=1 QEDAC,n, where

QEDAC,n = | fi,n|2αDAC,n(1−αDAC,n)
[
diag

(
hkhH

k

)]
n,n . Here, [·]n,n indicates the nth diagonal element of

[·]. We can observe that the quantization error term from the DACs decreases as the DAC resolution

increases. This is because the value of αDAC,n becomes approximately 1 for high-resolution DACs in-

tuitively. As a result, we can manage the quantization error by allocating transmit power mostly on the

antennas with high-resolution DACs in the heterogeneous DAC systems. In an overloaded system, the
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Figure 7: The average antenna power ratios of Q-GPI-RS and Q-GPI-SEM versus SNR for N = 4 AP

antennas, K = 2 users, and bADC,k = 8 ADC bits, ∀k. We consider that one of the DACs is equipped

with 8 bits and the rest are equipped with 3 bits.

number of active antennas needs to be reduced. RSMA transmission can deal with this situation by lever-

aging the common stream. Q-GPI-SEM, on the other hand, allocates the transmit power to all antennas,

leading to a limitation in performance compared to Q-GPI-RS. While Q-GPI-SEM achieves higher spec-

tral efficiency than the other baselines, it still cannot avoid the significant increase of quantization errors

with the SNR.

The utilization of mixed ADC/DAC architecture, which is a type of heterogeneous ADC/DAC sys-

tems, has shown significant potential in improving spectral efficiency while reducing power consumption

in MIMO systems. In this dissertation, we aim to evaluate the spectral efficiency versus signal-to-noise

ratio (SNR) for mixed DACs. We consider a scenario where half of the DACs are equipped with 3 bits

and the other half with 10 bits, while all ADCs are equipped with 10 bits. We set N=8 and K=4 for

the number of antennas and user equipment, respectively. We compare the performance of the proposed

Q-GPI-RS with that of high-resolution DAC case where all DACs have 10 bits. Our simulation results,

shown in Fig. 8, demonstrate that the proposed Q-GPI-RS achieves the highest sum spectral efficiency

in this setup. Moreover, the gain of RSMA becomes more significant as the SNR increases for both

N=8 and N=4 cases. Interestingly, we observe that the spectral efficiency gap between the N=4 and N=8

cases reduces as the SNR increases. This phenomenon is due to the fact that Q-GPI-RS with mixed-

resolution DACs reduces quantization error at high SNR by allocating more power to antennas with

high-resolution DACs. As a result, the effective number of antennas becomes the number of antennas

with high-resolution DACs at high SNR, making N=8 and N=4 cases similar while still providing a gap

from the SDMA-based approaches. On the other hand, in the low-to-medium SNR, the gain of RSMA
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Figure 8: The sum spectral efficiency versus SNR for N = 4 AP antennas, K = 4 users, bDAC,n = 10

DAC bits, ∀n, and bADC,k = 10 ADC bits, ∀k and for N = 8 AP antennas, K = 4 users, and bADC,k = 10

ADC bits, ∀k. We consider the half of the DACs are equipped with 3 bits and the other half are equipped

with 10 bits.

is relatively small, but there is still an antenna gain for N=8 compared to N=4, thanks to additional

antennas with low-resolution DACs. Therefore, deploying the proposed RSMA precoding method with

mixed-resolution DACs can provide an antenna gain in the low-to-medium SNR with a small cost of

deploying low-power hardware, while still providing the RSMA gain in high SNR. In summary, our

research demonstrates that mixed-resolution DACs can significantly improve the spectral efficiency and

power consumption in MIMO systems. The proposed Q-GPI-RS with mixed-resolution DACs provides

the highest spectral efficiency and gains antenna benefits in both high and low-to-medium SNR, making

it a promising candidate for practical MIMO systems.

6.3 Effect of DAC and ADC Quantization to RSMA

In this section, we observe the effect of the number of DAC and ADC bits for the proposed algorithm.

In Fig. 9, we evaluate the spectral efficiency versus the number of DAC bits with bADC,k = 10, ∀k and

the number of ADC bits with bDAC,n = 10, ∀n in Fig. 10 for N = 8, K = 4, and SNR = 40 dB. We also

analyze the allocated power ratio between the common and private streams according to the number of

quantization bits in Fig. 11. The proposed algorithm obtains the highest spectral efficiency than the other

baselines over the considered number of bit as shown in Fig. 9. Since RSMA concentrates the rate to the

common stream in high resolution quantizer, the gain of spectral efficiency of RSMA becomes larger

by increasing the resolutions of DAC and ADC, corresponding to the observation in [36]. Based on the

Figure 11, it can be seen that as the quantizer resolution increases, there is an increase in the amount of
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Figure 9: The sum spectral efficiency versus the number of DAC bits versus DAC and ADC bit between

common and private streams for N = 8 AP antennas, K = 4 users, and SNR = 40 dB with bADC,k = 10

ADC bits, ∀k.
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Figure 10: The sum spectral efficiency versus the number of ADC bits versus DAC and ADC bit between

common and private streams for N = 8 AP antennas, K = 4 users, and SNR = 40 dB with bDAC,n = 10

DAC bits, ∀n.

power allocated to the common stream. The allocation of power to the common stream is more limited

by the number of bits in the ADC compared to the number of bits in the DAC. As a result, the RSMA
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Figure 11: The power ratio versus DAC and ADC bit between common and private streams for N = 8

AP antennas, K = 4 users, and SNR = 40 dB.

gain is more affected by changes in the ADC resolution rather than changes in the DAC resolution.

6.4 Convergence Analysis
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Figure 12: Convergence results in terms of the sum spectral efficiency for N = 4 AP antennas, K = 2

users, bADC,k = 8 ADC bits, ∀k, and SNR ∈ {−10,0,10,20} dB transmit power with mixed-resolution

DACs. For the mixed-resolution DAC case, we consider that a single DAC is an 8-bit DAC and the rest

are 3-bit DACs.

In Fig. 12, we evaluate the proposed algorithm convergence in terms of the iteration count for N = 4,

K = 2, bADC,k = 8, ∀k, and SNR ∈ {−10,0,10,20} dB where a single DAC is 8-bit and the other DACs
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are 3-bit. As shown in Fig. 12, In Fig. 12, we present the convergence result in terms of the iteration

count for N = 4, K = 2, bADC,k = 8, ∀k, and SNR ∈ {−10,0,10,20} dB considering that a single DAC

is an 8-bit DAC and the rest are 3-bit DACs. The Q-GPI-RS algorithm achieves convergence within a

small number of iterations, specifically TGPI = 5, for all considered SNR values. This indicates that the

algorithm converges quickly and efficiently, making it a promising choice for practical implementation.

Therefore, the Q-GPI-RS algorithm’s potential for practical implementation is further enhanced due

to its low complexity, which reduces the computational resources required for its implementation as

discussed in Remark 2.

VII Proof of Lemma 1

From the reformulated optimization problem, the Lagrangian function is defined as

L(w̄) = ln

 1
K

K

∑
k=1

exp

log2

(
w̄HAc,kw̄
w̄HBc,kw̄

)− 1
τ

−τ

+
K

∑
k=1

1
ln2

ln
(

w̄HAkw̄
w̄HBkw̄

)
. (59)

Furthermore, we calculate the partial derivatives of the Lagrangian function (59), and then determine the

stationarity condition by setting (59) to zero. To simplify the notation, we denote the first and second

terms in (59) as L1(w̄) and L2(w̄), respectively. The partial derivative of L1(w̄) is represented as

∂L1(w̄)

∂ w̄H
=

1
ln2

K

∑
k=1

[
exp
(
− 1

τ
log2

(
w̄HAc,kw̄
w̄HBc,kw̄

))
∑

K
ℓ=1exp

(
− 1

τ
log2

(
w̄HAc,ℓw̄
w̄HBc,ℓw̄

)){ Ac,kw̄
w̄HAc,kw̄

−
Bc,kw̄

w̄HBc,kw̄

}]
. (60)

The derivative of the Lagrangian function L2(w̄) is derived as

∂L2(w̄)

∂ w̄H
=

1
ln2

K

∑
k=1

[
Akw̄

w̄HAkw̄
− Bkw̄

w̄HBkw̄

]
. (61)

Using (60) and (61), the first-order optimality condition is given as

∂L1(w̄)

∂ w̄H
+

∂L2(w̄)

∂ w̄H
(62)

=
K

∑
k=1

[
exp
(
− 1

τ
log2

(
w̄HAc,kw̄
w̄HBc,kw̄

))
∑

K
ℓ=1 exp

(
− 1

τ
log2

(
w̄HAc,ℓw̄
w̄HBc,ℓw̄

)){ Ac,kw̄
w̄HAc,kw̄

−
Bc,kw̄

w̄HBc,kw̄

}]
+

K

∑
k=1

[
Akw̄

w̄HAkw̄
− Bkw̄

w̄HBkw̄

]
(63)

= 0. (64)

Rearranging (63), we derive AKKT(w̄)w̄ = λ (w̄)BKKT(w̄)w̄. Since Bc,k and Bk are Hermitian block

diagonal matrices, BKKT is invertible. Accordingly, we finally obtain the condition in (42). This com-

pletes the proof. ■
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VIII Conclusion

In my dissertation, we proposes a promising precoding algorithm for downlink RSMA systems with

low-resolution quantizers, with the aim of maximizing the sum spectral efficiency. The non-smooth

problem is addressed by employing the LogSumExp technique to convert into tractable form. Further-

more, the non-convex problem is reformulated to the product of the Rayleigh quotients, due to making it

more tractable. By deriving the first-order optimality condition, the stationary point is determined using

the generalized eigenvalue problem. The resulting computationally efficient algorithm can be used to

maximize the spectral efficiency. Simulation results demonstrate that the proposed method outperforms

the baseline methods, achieving the highest sum spectral efficiency. It is observed that RSMA offers

gains in most DAC and ADC resolutions, with the gain increasing as the resolutions of DACs and ADCs

increase. This is because a higher resolution allows for a higher rate of the common stream. Addition-

ally, the proposed Q-GPI-RS algorithm yields a significant gain of RSMA in heterogeneous DACs by

decreasing the allocated transmit power for the antennas with low-resolution DACs. Accordingly, since

the proposed algorithm can suppresse the quantization error, Q-GPI-RS achieves the high performance

gain taking advantage of using RSMA in heterogeneous resolution DACs. Based on the simulation re-

sults, it is confirmed that RSMA is beneficial for coarse quantization systems, and the proposed RSMA

precoding algorithm significantly improves the spectral efficiency, offering high adaptation to the hetero-

geneous quantization bits thanks to RSMA. Consequently, the proposed algorithm can provide benefits

in both increasing communication efficiency and designing low-power transceiver architectures. For

future work, it is promising to develop an optimal RSMA precoding algorithm that explicitly considers

both channel estimation error and quantization error.

8.1 Future work

In this dissertation, I addressed some of the main critical issues to adopt rate-splitting multiple access

with low-resolution quantizers in MU-MIMO systems. There are still issues left that need to be resolved

to successfully realize quantized RSMA communication systems. Therefore, I present promising future

research directions related to the topics in this dissertation.

• Partial channel state information of transmitter in quantized RSMA system: Quantized rate-

splitting multiple access system is a promising technology for improving the spectral efficiency

and capacity of wireless communication networks. In this system, partial channel state informa-

tion (CSI) at the transmitter is a critical parameter that can significantly impact the performance of

the system. Partial CSI refers to the partial knowledge of the channel conditions available to the

transmitter. Specifically, it involves information about the path loss, channel gains, and channel

phases of the communication links. However, the CSI may not be known precisely due to chan-

nel estimation errors, feedback delay, and quantization noise. In quantized RSMA system, partial

CSI is used to determine the power allocation and rate splitting coefficients that optimize the trans-

mission strategy. The power allocation and rate splitting coefficients are calculated based on the
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available partial CSI, and their values directly affect the performance of the system in terms of ca-

pacity and bit error rate (BER). For example, if the transmitter has partial CSI that underestimates

the channel gains, it may allocate less power to the channel, resulting in a lower transmission

rate and reduced capacity. Conversely, if the partial CSI overestimates the channel gains, it may

allocate more power to the channel, leading to a higher transmission rate but a higher BER due

to more significant noise. Therefore, accurate and timely estimation of partial CSI is crucial for

optimizing the transmission strategy in the quantized RSMA system. In future work, research

can focus on developing novel partial CSI estimation algorithms that can minimize the impact

of channel estimation errors, feedback delay, and quantization noise. Additionally, the design of

efficient transmission schemes that can adapt to the changes in the partial CSI can be explored to

enhance the performance for future wireless communication systems.

• Energy efficiency maximization in quantized RSMA system: The energy efficiency maximiza-

tion problem in quantized rate-splitting multiple access systems is challenging because it is in a

fractional form. The objective function in this problem is to maximize the energy efficiency, which

is the ratio of the sum rate to the total power consumption. The problem can be formulated as a

non-convex optimization problem with fractional programming, which makes it difficult to solve

using traditional optimization techniques. One approach to solving this problem is by using the

Dinkelbach method, which converts the problem into a sequence of linear programming problems

that can be solved using gradient descent. The Dinkelbach method involves introducing a new

variable into the objective function to convert the fractional form into a linear form. Specifically,

the original objective function is expressed as the ratio of two non-negative functions, where the

denominator is the power constraint. The Dinkelbach method replaces the denominator with a

variable, lambda, and introduces a constraint that forces the value of lambda to be equal to the

denominator. Using the Dinkelbach method, the energy efficiency maximization problem can be

transformed into a linear problem that are easier to solve. In each iteration, the problem is formu-

lated as an linear form problem by fixing the value of lambda and solving for the optimal power

allocation. The solution of each linear form problem is used to update the value of lambda, which

is then used in the next iteration. The gradient descent algorithm is used to optimize the value of

lambda, which converges to the optimal solution of the energy efficiency maximization problem.

The algorithm starts with an initial value of lambda and iteratively updates it until the solution

converges. In summary, the Dinkelbach method is a useful tool for solving the energy efficiency

maximization problem in the quantized rate-splitting multiple access systems systems. By trans-

forming the fractional form into linear form problem, the method allows for the use of gradient

descent to find the optimal power allocation that maximizes the energy efficiency. Future research

can explore further improvements to this approach, such as incorporating constraints related to

fairness and quality of service into the optimization problem.

• Coverage analysis of LEO Satellite Network: As the many satellites are located in the non-

terrestrial region, the analysis of coverage of satellite network needs to be studied. Accordingly,
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for my future research, I plan to develop new models that use stochastic geometry to analyze

the coverage of satellite networks. Prior satellite network models involve complex system-level

simulations, limiting analytical understanding of the network. By developing the prior coverage

analysis of satellite communication, I will model satellite and user locations using Poisson point

processes on concentric spheres, and then derive analytical derivations for the coverage proba-

bility of a typical downlink user. In addition, to consider more practical environment, I consider

path-loss and shadowing effect in satellite communication networks. Then, comparing with other

benchmark for coverage probability, I validate the proposed method by simulation results. This

work can have potential to study the satellite networks.
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